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Abstract
Business professionals need timely, relevant news, but struggle to keep up with the large volume of
articles published daily. We present MQ, a hybrid AI news recommender system that uses an explicit
model of professionals’ commercial relationships to deliver highly targeted news recommendations
via a simple chatbot UI. Results from a commercial deployment demonstrate that MQ successfully
identifies users’ commercial relationships, makes useful recommendations, and drives high and sustained
user engagement. We show that domain-specific, knowledge-aware refinements to user modeling and
recommendation generation can improve performance.
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1. Introduction

Timely, relevant business news is essential for professionals who develop and manage commer-
cial relationships between organizations. These business-to-business (B2B) professionals include
sales executives, account managers, and many senior personnel in financial and professional
services firms. News provides crucial context for decision-making and may reveal opportunities
for new or expanded commercial engagements. For example, when businesses are acquired
or divested, this may influence the prospects of their vendors. However, keeping up with the
immense volume, complexity and interdependence of relevant news and information under
time pressure is a key trigger for information overload in professionals [1, 2].

Recommender systems [3] are designed to help people find valuable items in vast content.
However, main-stream news recommenders (e.g., Apple News, Google News) have failed to
reduce news overload for consumers [4] and business professionals. These news recommenders
are not targeted enough to deliver valuable recommendations for the highly specific, fast-
changing needs of B2B professionals. A recent survey [5] found that only 32% of C-level
executives felt that information delivered to decision makers in their organization is relevant and
timely. Knowledge about B2B professionals’ work and the corporate domain where they operate
can help identify useful recommendations for an under-served, but important population.
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We present an approach to generate highly targeted news recommendations for B2B profes-
sionals by combining data generated by users in the course of their work, domain knowledge,
and knowledge-aware recommendation algorithms. Our approach is embodied in the ModuleQ1

News Recommender (MQ). MQ applies data fusion techniques to learn explicitly structured
user profiles dynamically from users’ communication data, which provide rich signals about the
importance and currency of users’ commercial relationships. Extensive domain knowledge is
used to identify the business entities involved in these commercial relationships and, together
with domain-optimized NLP, to detect the presence of these entities in news articles. A custom,
multi-stage recommendation engine generates proactive, precise, explainable recommendations.
Results from a commercial deployment in the form of explicit user feedback, user engagement
and a user survey show that MQ is effective in delivering relevant news to B2B professionals.

In the following, Section 2 describes requirements for news recommenders for B2B profes-
sionals and derives design goals for MQ. Related work is discussed in Section 3, specifically
knowledge-aware recommenders and data fusion for modeling a user’s key commercial re-
lationships. We present our approach to achieving the design goals (Section 4), in particular
deep, domain-tuned modeling and explicit representation of user work driving proactive rec-
ommendations delivered via a chatbot in a secure isolated deployment. The MQ system and
its components are described in Section 5, with a focus on how the approach manifests in the
system. MQ’s performance, in terms of user feedback and engagement results, is discussed in
Section 6, in particular, the effect of domain modeling on the usefulness of MQ’s recommen-
dations. We discuss the implications and limitations of our approach in Section 7, concluding
with future work.

2. Design Goals

B2B professionals often have strong financial incentives tied to short-term, customer-related
business outcomes. Consequently, they tend to focus intensely on developing customer re-
lationships, while avoiding activities with delayed or ambiguous payoffs such as learning
and configuring new tools. Motivated by these characteristics of B2B professionals and the
shortcomings of existing news recommenders, we focused on the following design goals:
(G1) Precise targeting: Reduce information overload by recommending only important

news that is highly relevant to the user’s current needs.
(G2) Minimal user burden: Sustain user engagement by minimizing the need for manual

profile configuration and by presenting recommendations within the flow of work, so users
need not context-switch into a separate application or web portal.

(G3) Near-instant value: Increase adoption by creating a short, compelling initial experience
demonstrating the ability of the system to understand the user’s priorities and deliver valuable
news recommendations within a few minutes.
(G4) Explainability: Earn user trust trust by explaining the system’s recommendations,

especially when relevance to a user’s relationships is not immediately obvious from an article

1The authors are founders of ModuleQ Inc. and have led the design and development of the MQ system. MQ
has been freely accessible since April 2017 as a chatbot on the Microsoft Teams platform and is also available
commercially.



headline. Also, explainability facilitates analysis to further refine the system and supports the
discovery and application of domain-specific heuristics.

(G5) Security & compliance: MQ processes users’ confidential communication data. Unau-
thorized access to this information could result in financial or reputational damage, as well as
legal liability. Therefore, we designed our system to be highly secure and to facilitate compliance
with regulatory regimes such as GDPR [6].

3. Related Work

The vast quantity of news published daily causes significant information overload [4] and people
around the world seek more relevant, personalized news [7]. This has motivated long-running
research into personalized news recommenders that identify relevant news and filter out the
vast majority of irrelevant content [8, 9]. While recommender systems have been successfully
applied in many domains (e.g. for finding books, movies, music, consumer purchases), news
recommenders face specific challenges stemming from the characteristics of news [10]. Large
data volume, unstructured format, short shelf life, high item churn, and changing user interests
have been identified as factors that “impede the straightforward application of conventional
recommendation algorithms” to news [11].

Knowledge-aware recommenders have been proposed to address challenges of recommending
news. New articles often describe events that can be characterized in terms of the named entities
involved, e.g., organizations, people, and locations. Knowledge about these entities and their
relationships can increase precision, diversity, and explainability. Iana et al. [11] identify six
types of knowledge-aware recommenders distinguished by how knowledge is applied and
how similarity is measured. Our work extends existing knowledge-aware recommenders by
modeling user data to automatically generate up-to-date user profiles, and by matching on a
combination of entities and topics to drive recommendations.

For resolution of named entities in news articles, we selected Refinitiv Intelligent Tagging2

(RIT), an NLP engine trained on business news. RIT identifies business entities with high
accuracy and resolves them to known business entities with PermId3 identifiers. It also iden-
tifies topics related to the articles. In addition, Refinitiv maintains knowledge about business
entities including revenue, headcount, industry, ownership, executives, directors, and associated
financial instruments, which MQ uses as domain knowledge about the corporate world.

3.1. Data fusion for Modeling Commercial Relationships

Commercial relationships are a primary driver of B2B professionals’ information needs, so mod-
eling these relationships may improve recommender performance. However, these relationships
are complex, dynamic, and ambiguous. No single system captures the state of the relationship
as it exists in the mind of the professional, although there are clues in business activity traces
strewn across multiple work systems including email, calendar, and customer relationship
management (CRM) systems. Data fusion is a framework for modeling complex phenomena

2https://www.refinitiv.com/en/products/intelligent-tagging-text-analytics
3https://permid.org/



from their traces distributed across multiple data streams that may be fragmentary, noisy, and
intermittent. The JDL Data Fusion model [12] has been applied and proven in domains as diverse
as intelligent transportation [13], disaster mitigation [14], and industry sensor networks[15],
and has been revised and extended to many problem domains [16].

There is little prior research applying data fusion to model user work, but other modeling
approaches have been used in productivity support tools [17]. IBM’s activity-centric computing
effort [18] introduced user activities as a central concept, inferring them from work data, and
developing semantic models and tools for system support [19]. Emails have been recognized as
being essential to understanding collaborative work [20], e.g. through person-based methods
[21]. Another approach [22] uses clustering over a broader set of user work data (email, calendar,
contacts) to create an implicit representation of user work.

User work traces are naturally represented as heterogeneous information networks (HIN) [23]:
interconnected information graphs embodying rich structural typing and semantic meaning.
Safavi et al. [24] used a graph-based representation of user work data to identify their ongoing
activities. MQ similarly represents user work data in a HIN, but applies person-based methods
to identify the user’s important business relationships.

4. Approach

Our approach to achieve design goals (G1)-(G5) consists of the following: deep, domain-tuned
modeling combined with an explicit representation of user interests (G1-G4), proactive alerts via
a chatbot interface (G2) and isolated deployment within the organizational perimeter (G5).

Deep, domain-tuned modeling of user work based on detailed work data (e.g., emails, calendar
events, and CRM records) captures important aspects of a B2B professional’s work context, in-
cluding the professional’s relationships with other people and organizations, inter-dependencies
between these relationships, and changes in relationship structure over time. This enables the
creation of rich user interest profiles, providing more precise targeting of recommendations
(G1), minimal user burden in creating profiles (G2) and near-instant value (G3).

We apply data fusion techniques [12] to generate an explicit representation of the user’s
portfolio of inter-organizational relationships, first identifying relationships through the people
involved, then evaluating the dynamics of each relationship, and eventually the likely impact
on the user’s commercial objectives. This explicit modeling approach enables easier application
of domain-specific heuristics and tuning, and also supports explainability (G4). MQ can explain
recommendations in terms of identified relationships, which are more intuitively comprehensible
for the user and allow the user to detect inconsistencies and make manual adjustments. Machine
learning and NLP methods are used throughout the system, but the focus is always on generating
explicit representations that can be reasoned about.

To reduce user burden (G2), MQ uses proactive alerts that surface information at appropriate
times, without any action by the user. Twice daily updates in the morning and afternoon group
together relevant updates. Pre-meeting alerts surface news about specific business relationships
ahead of related meetings. Real-time alerts are used for particularly important and relevant
news. Since alerts have the potential to be disruptive and add to the user’s information overload,
precise targeting (G1) is crucial.
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Figure 1: Conceptual architecture of MQ, the ModuleQ News Recommender.

To minimize the effort required to access recommendations (G2), MQ provides a chatbot
interface instead of a standalone application or a web portal. Chatbots interact with users
through interactive chat messages, within online workspaces such as Slack and Microsoft
Teams that have become widely adopted by professionals. Via the APIs offered by online
workspaces, chatbots can deliver alerts within a familiar, cross-platform environment that users
access frequently to converse with colleagues throughout their workday. Chatbots support
interactive features such as hyperlinks and buttons, simplifying collection of user feedback.
Although chatbots are often associated with conversational user interfaces, our system is
designed primarily to deliver proactive alerts and does not support conversational interaction.

Finally, for security and compliance (G5), we designed the system for isolated deployment
within a cloud computing environment controlled by the users’ employer. This approach did
not materially impact the conceptual operation of the system, but it significantly increased
the complexity and cost of implementation, deployment, monitoring, and maintenance. It also
limits the volume of training data we are able to gather and thus the usage of data-intensive
recommendation methods.

5. ModuleQ News Recommender

Figure 1 depicts the conceptual architecture of the ModuleQ News Recommender (MQ) and its
six key subsystems. The Bot component includes the chatbot and associated UI in Microsoft
Teams. The Bot delivers recommendations, suggests newly identified interests, and collects
user behavior data. The Recommendation Service (RS) selects content to recommend to each
user. The Knowledge Service (KS) maintains the system’s knowledge about business entities.
The remaining three subsystems are primarily concerned with processing inputs to the system:
the Profile Service (PS) generates user profiles from work data such as emails, calendar meetings,
and CRM records; the Content Service (CS) ingests and supports retrieval of news articles; and
the Tagging Service (TS) generates metadata for news articles.

The MQ subsystems were implemented in C# and deployed on Microsoft Azure using Ku-
bernetes. The Bot uses the Microsoft Teams Bot Framework to expose the UI within Microsoft



(a) News recommendation.
(b) Interest identified by the Profile Service.

Figure 2: Examples of Bot prompts via interactive chat messages in Microsoft Teams.

Teams. For security (G5), processes for developing and operating MQ are certified under the
ISO 27001 information security standard. Sensitive user information is encrypted and stays
inside the security and governance perimeter of the user’s organization.

5.1. Bot and UI

MQ interacts with users via chat messages in Microsoft Teams. Figure 2a shows a news
recommendation message displaying the publisher, the article title hyperlinked to the original
article, a set of “Related” tags indicating the most significant metadata tags matched with the
user’s profile, and buttons to provide feedback (Useful or Not Useful) or to share the article with
colleagues. User feedback in the form of clicked hyperlinks and feedback buttons is collected
for use in learning.

The Bot also prompts users to provide feedback about the accuracy of commercial relationships
identified by PS, as shown in Figure 2b. This feedback is used to refine user profiles, and to
analyze the performance of the profile generation. To minimize user burden (G2), the Bot only
prompts each user about a small subset of the relationships identified by PS. The full list is made
available to the user in a Profile UI, accessible from the chat via a tab in Teams. Revealing the
full profile, including unconfirmed interests, supports explainability (G4) and allows users to
add or remove interests manually and adjust the recommendations they receive.

5.2. Profile Service

The Profile Service (PS) detects inter-organizational relationships in the user’s work data,
synthesizing a structured explicit user profile that is used to determine relevant content for
the user. Many organizations appear in user data, so PS needs to evaluate which organizations
are likely to be of greatest commercial significance to a user at any given time. The profile is
updated every hour to ensure an up-to-date profile as the user’s relationships evolve (G1). This
minimizes user burden (G2) in configuring and maintaining their profiles. PS integrates data
from an extensible list of work data sources, currently email, calendar, and CRM records.

PS periodically ingests each user’s email messages and calendar meetings. Domain-driven
heuristics exclude messages and meetings that are unlikely to be related to significant or current
business activity, for instance, emails sent through consumer email providers that are typically
not used professionally. PS also ingests recent activities and updates to account, opportunity,
and contact records from the user’s CRM system. All ingested data is processed to extract



metadata such as email addresses, organizational domains, and timestamps. Email addresses and
activity objects are annotated to indicate whether they are external to the user’s organization.

Extracted email domains are mapped to the organizational entities that the domains represent
with the help of the Knowledge Service (KS). Despite a relatively comprehensive knowledge
base of entities, many domains are not resolvable. This is often an indicator that the company
is new or too small to be a significant and news-worthy business entity. Nevertheless, we keep
track of such domains as they may be important to the user and require inclusion in their profile
(G4). This also allows for more accurate estimation of the importance of the relationship, should
these domains become associated with more news-worthy entities in the future.

After this preprocessing, PS uses clustering to detect B2B relationships (object assessment in
the JDL Data Fusion model) and estimate their salience to the user (situation assessment).

5.2.1. Detecting Relationships with Clustering

Meaningful clusters of business activity are identified in two steps. First, graph-based clustering
is used to identify significant activity hot-spots in the user’s activity data. A heterogeneous
information network (HIN) representing the user’s activity data is constructed, where the nodes
represent external people (email addresses) or organizations. Edges are created when two people
appear together in an activity. A graph-based clustering algorithm then identifies the clusters as
connected components in the graph. These clusters typically represent a business relationship
with a single external entity; however, due to the complexity of B2B relationships, clusters with
multiple organizations are also common.

During the second step, email domains are used to associate clusters with organizations and
edges within clusters are weighted by the volume of interaction they represent. The clusters are
then refined and pruned by applying domain-specific heuristics. For example, multi-organization
clusters may be split if the communication patterns suggest that the cluster really is composed
of multiple business relationships. Clusters are pruned if they do not appear to represent a
meaningful commercial relationship, e.g. if the communication is only one-way. Accurate
knowledge mapping domains to organizations is critical, because many-to-one mappings from
domains to organizations are common, and so failure to identify multiple domains as belonging
to the same organization can lead to spurious clusters.

5.2.2. Estimating Relationship Salience

For each cluster, we use a set of features to estimate a ‘salience’ score, i.e. the importance of
the corresponding relationship to the user at a given moment in time. For B2B professionals,
meetings tend to be particularly significant in predicting the importance of clusters and are hence
captured in several hand-engineered features. The features were developed through detailed
examination of our own collaboration data and refined through interviews with professionals in
customer-facing roles. Additional features used to predict cluster salience include the number
of people involved from each organization, the number of interactions between the people, and
the proximity of those interactions to the present time. Feature weights were determined offline
using training data, collected by prompting users (Figure 2b) to confirm whether organizations
associated with the user’s highest-salience clusters are important to them in their work.



This process yields a user profile in the form of an ordered set of organizations and people
that are important to the user. The user can view the profile created automatically for them and
view a summary of evidence (e.g. number of emails, events, people) for why MQ considered a
particular organization to be an important business relationship. The user profile is also used to
explain MQ’s recommendations in terms of the user’s relationships.

In addition to tracking organizations and people, the user profile also tracks topics in the form
of keyword phrases such as “Cryptocurrencies” or “Tax accounting software”. The user profile
may be bootstrapped with default topics tuned to the target population for recommendations
that are immediately useful (G3). These are added in consultation with the target organization
and verified with the user. User topic interests are also learnt automatically based on user
feedback on recommendations, and can be entered manually by the user. The universe of topics
is learnt from Refinitiv Intelligent Tagging, as described in Section 5.4.

5.3. Content Service

The Content Service (CS) is responsible for ingesting content from external sources and for
providing it in clean, annotated form to the rest of the system. In addition to deployment-specific
organizational content sources, CS ingests more than 70,000 articles daily from multiple news
aggregators. News content contains significant noise in the form of click-bait, automatically
generated content, e.g. trading reports, and republished content on multiple sites. CS thus de-
duplicates and filters consumer news content, e.g. celebrity news and consumer sales content.
Domain-specific rules and heuristics are used to filter the news and to clean the extracted
unstructured text. The Tagging Service then annotates the cleaned content with tags and
extracts the most reliable and meaningful tags into a content profile. The content along with its
profile is saved in a Mongo database, to be used for recommendation and user display. When
generating recommendations, the Recommendation Service queries CS for content matching a
user profile. CS, in turn, uses Elastic Search for light-weight relevance scoring of articles and
returns the top-ranked recent articles as candidates for recommendation. CS also ensures that
the candidates represent a balanced distribution of the user’s interests.

5.4. Tagging Service

The Tagging Service (TS) aggregates tags from multiple NLP tagging systems, reconciles them
and resolves them with the Knowledge Service. For NLP tagging and annotation of content, TS
utilizes Refinitiv Intelligent Tagging (RIT) and a custom SpaCy tagging pipeline. RIT provides
named entity recognition and annotates content with a rich set of entity and topic tags tailored
for business content. Each tag receives a relevance score, representing the relevance of that tag
to the article. The organization tags are part of the Refinitiv PermID Linked Data Graph, linking
organizations to people, industries and instruments, and are understood by the Knowledge
Service. Topics tags are gathered from RIT topic tags and other metadata tags, such as products,
technologies, industries and social tags (key noun phrases).

Our custom SpaCy pipeline has been trained for entity recognition specialized to the business
domain. News articles often mention additional business entities that are only ancillary to the
main story, such as data providers. We developed a custom NLP classifier to annotate mentions



of business entities as data providers, which are subsequently discounted from the entity’s
relevance score.

At this stage, each article will have multiple, possibly duplicate, tags from different sources. TS
clusters these tags, primarily by name, and maps each cluster to an entity within the Knowledge
Service. Each tag is also assigned a relevance score that is computed from the source scores.
Finally, TS classifies articles and annotates them with article meta-tags, e.g., to identify articles
that are likely auto-generated. The list of article tags together with their relevance scores and
the article meta-tags forms a content profile.

5.5. Knowledge Service

The Knowledge Service (KS) maintains knowledge about all entities and topics known to the
system and provides resolution services to other subsystems. Organizations, people, topics and
geographies, as subclasses of the top-level Thing. Given an Internet domain or a text string, KS
resolves it into an OrganizationThing, a TopicThing or other appropriate subclasses. Internet
domains identified by Profile Service, e.g., are resolved to OrganizationThings in the user’s
profile. The Tagging Service also annotates content with Things, enabling the Recommendation
Service to match profiles to content. KS can be queried for any Thing and returns its model and
the metadata around it.

KS currently contains knowledge about 862,798 organizations and 2,145,237 topics. This
knowledge is ingested primarily from Refinitiv Content Feeds and the PermID Linked Data
graph, but also from Wikidata and directly from organization web pages. For scale, the KS is
populated by a mostly-automated knowledge ingestion process, with supplementary manual
curation to fix problem data or to handle cases that require human interpretation. It assumes the
existence of multiple external sources that may have incomplete data coverage, old data or other
data issues. The ingestion process ingests information from the above sources and attempts
to reconcile them automatically. If it spots any inconsistencies, these are noted for human
review. As domain mapping is a critical part of our system, we have invested significantly
into manual curation of organizations with domain mapping. In addition, KS keeps track of
the provenance of all knowledge to assist in debugging bad data and diagnosing issues. This
also allows for knowledge from any source to be removed if the source is deemed to be of low
quality or becomes unavailable for use.

5.6. Recommendation Service

Recommendations are selected from either the news of the past day (∼70K volume) for daily
updates or the last two weeks (∼750K) for pre-meeting briefings. The Recommendation Service
(RS) queries CS for articles best matching the OrganizationThings and TopicThings in a user
profile. RS filters articles that have already been recommended and scores the relevance of
remaining articles in multiple steps.

First, the relevance score is computed using modified cosine similarity to consider the salience
of a user’s interest and the relevance of the interest to the article. High matches on both
organizations and topics will result in a high relevance score. Next, references to the user’s
contacts are identified in the articles, and if present, boost the article’s relevance score. For B2B



professionals, any reference to a known client contact is an opportunity to reach out to the client
and further the conversation. We reduce noise by only looking for client contacts in articles
about the client. Domain knowledge is then used to identify and boost articles with special
significance to B2B professionals, such as news about mergers, acquisitions, and leadership
changes. The mapping of topics to these significant events is manually curated and maintained
in KS. In future work, we plan to boost articles with high predicted engagement based on early
user feedback. Finally, article relevance scores are adjusted to prefer recent articles and to prefer
articles from authoritative sources.

Having scored and ranked articles, RS selects a small subset for delivery to the user. The
selection process picks a diverse set of articles from the top of the ranked list, choosing articles
dissimilar to prior recommendations and avoiding too many articles about the same organiza-
tions. During scoring, the top Things (organizations, topics and people) and boosts contributing
to the relevance score are captured for display to the user, supporting explainability (G4).

6. Results

This section presents results and findings for an MQ deployment at a global financial technology
business with over 10,000 employees. Deployment started with an initial pilot group of about
two dozen users in April 2020. Following a successful pilot, the system was rolled out to over
1,000 employees in early 2021. A majority of the users are in customer-facing roles such as sales,
account management, and customer success. Besides the quantitative behavioural data and
explicit feedback gathered via the Bot, we also collected data on user perceptions via a survey.

6.1. Engagement

Sustained user engagement is an essential performance measure, because busy professionals
tend to abandon systems that they do not find useful. Such abandonment shrinks the share of
active users relative to the population of registered users. Table 1 shows active and registered
MQ users over a six month period. Users are considered active during a time period if they
activate the Bot and view one or more messages. 77% of registered users remained active
monthly until the end of the six-month period. This metric is conservative, as a significant
number of users who left the organization are still counted as registered users. The industry
metric DAU/MAU 4 captures how frequently active users use an application. In October 2021,
MQ DAU/MAU was 59%, a very high level by industry standards [25].

6.2. Identifying User Interests

In addition to engagement, MQ collects user feedback on how accurately PS identifies organiza-
tions that are important to each user. During the initial onboarding process, the Bot prompts
users to confirm up to three organizations that were ranked as most salient by PS. The Bot
continues to prompt users on an ongoing basis to confirm new organizations that appear highly

4Daily Active Users (DAU) to Monthly Active Users (MAU) is the average number of users active each day in
a given month divided by the number of users active on any day in the month. For our calculation, we exclude
weekends when MQ does not deliver recommendations.



Table 1
Registered users and active users per month over a six month period.

May Jun Jul Aug Sep Oct

Registered users 1,043 1,063 1,074 1,131 1,145 1,198
Active users 874 881 850 884 879 919

Active users (%) 84% 83% 79% 78% 77% 77%

(a) User responses to organization priority prompts
(𝑛=1160, 279 users, response rate 8.5%).

Response Onboarding New Interests

Confirm 206 (74%) 598 (68%)
Reject 72 (26%) 284 (32%)

(b) User-added interests (𝑛=292, 60 users).

Interest Type Count

Organization 123 (42%)
Topic 169 (58%)

Table 2
User feedback on interests identified by MQ and interests manually added by users.

salient in user work data. For a recent three month period (8th August–16th November 2021),
users confirmed 74% of the organizations presented during the initial onboarding stage and 68%
of the organizations presented subsequently (Table 2). Users have the option of manually adding
organization or topic interests. Only a small number of users (60) chose to add interests, with a
slight preference for topics. These results indicate that our approach is effective in determining
user interests, in particular organization relationships, from their work data.

6.3. Recommendation Performance

MQ news recommendations are accompanied by Useful and Not Useful feedback buttons (Figure
2a). Users can click on the headline (Open) to read the article on the publisher website. News
updates are sent twice daily on weekdays, with each update containing up to four articles.

During the period July 15th–October 14th 2021, MQ delivered about 602,790 news articles
sourced from 900 publishers to 1176 registered users. Of these, there were 2395 Opens (0.4%) from
472 users. Of the 3231 (0.6%) recommendations with usefulness feedback from 236 users, 59%
were marked Useful and 41% Not Useful (Table 3), equating to a useful ratio5 of 0.59. This ratio is
higher (0.67) for top-ranked articles in daily updates, but decreases to 0.54 for the fourth-ranked
articles. The useful ratio is significantly higher for articles matching users’ organization interests
(0.68) versus those matching only topic interests (0.51), providing evidence that leveraging
knowledge about organizations to prioritize recommendations improves performance.

Figure 3 plots the useful ratio observed for article recommendations above a given relevance
score percentile. There is a strong positive correlation (𝑟 = .93, 𝑝 < 0.001) between the
relevance percentile and the useful ratio of articles scoring above that percentile. This suggests
that the useful ratio could be increased from the 0.6 actually observed up to 0.9 or higher

5ratio of Useful to total feedback. We use this evaluation metric as an indicator of MQ’s performance, although
it likely incorporates some bias as users choose which articles to give feedback on.



Table 3
User responses to news recommendations (𝑛=3963, 306 users) overall, by rank and by organization/topic
matches. The values shown in bold indicate the proportion of Useful in total feedback.

Feedback All Rank Organization matches
1 2 3 4 0 1+

Useful 1899 (0.59) 575 (0.67) 448 (0.59) 405 (0.54) 428 (0.54) 792 (0.51) 1125 (0.68)
Not Useful 1332 278 309 341 363 774 540

Total 3231 853 757 746 791 1566 1665

Figure 3: Useful ratio for articles with relevance above a given percentile for all articles (solid blue line),
articles with Organization tags (dashed orange line), and articles without Organization tags (dotted
green line).

by increasing the relevance threshold for recommending news. However, this would reduce
recommendation volume and likely recall, potentially lowering overall value to users. We have
so far opted to keep recommendation volume, but plan to offer users a choice to receive fewer,
higher-relevance recommendations.

We also observe higher useful ratios for recommendations matching users’ organization inter-
ests. This is consistent across the entire distribution of relevance scores. For recommendations
without organization matches, only the top 10% (>90 percentile) reached the level of useful-
ness achieved by all recommendations with organization matches. These results underline the
substantial impact of using a domain-specific knowledge-driven refinement—here, prioritizing
users’ organization interests—to achieve precise targeting (G1) for a given user population.

6.4. Survey

The user survey was distributed by email in October 2021 to all registered users, of whom 99
users completed the survey (response rate 8.3%). The survey asked users about their perceptions
of recommendation volume, timeliness, relevance, and business value. A majority of users
responded positively to all of these questions (see Figure 4). Most users agreed that MQ
highlights timely (65%) and relevant (61%) insights about the user’s interests. This suggests that
MQ does not worsen information overload and does deliver relevant news to professional users.
Users were ambivalent about whether MQ helped them drive conversations with their clients, a



(a) The amount of MQ content de-
livered is ...

(b) MQ highlights timely content
that you may not have found
elsewhere

(c) MQ highlights relevant insights
that you may not have found
elsewhere

(d) MQ helps you drive conversations with cus-
tomers and colleagues

(e) How much time does MQ save you each week from having
to do research on news about your interests?

Figure 4: Summary of user survey responses.

higher bar for usefulness. We also asked users if MQ reduced the amount of time they need to
spend searching for information. A significant minority of users (27%) reported substantial time
savings, but the majority did not, indicating that proactive recommendations may complement
rather than substitute individual research.

7. Discussion

The results above demonstrate the value of a hybrid AI news recommender in supporting the
work of B2B professionals with proactive, targeted recommendations. User interviews shed
more light on the value of timely news that can be leveraged to further commercial relationships:

“I was about to have a meeting with [company name], one of the largest energy players
in the region ... and received [an MQ card] just before my meeting about latest news on
[company name] and their recent expansion plan which I used as a topic of discussion
with the client who was very pleased [by] this updated and dynamic interaction. It ...
resulted in signing a [dollar amount] deal next day with the client.” (user feedback by
email, June 22, 2021)

“[Through MQ] I saw that [company name] had acquired one of the biggest [consumer
good] manufacturers in Asia ... I had [a] conversation with the head of trading at
[company name] ... from that conversation we’ve now got a massive integration project
going on where we are bringing a load of business from the APAC region for [company
name] onto [vendor product] that we didn’t see previously . . . and that’s just from one
headline” (user interview, October 7, 2021)

These user stories underline how being aware of corporate developments is important for
B2B professionals, and suggest why MQ, being tuned for their work domain, had significant



impact on their work performance. MQ’s domain-tuning unfortunately makes it less useful as
a news recommender for general-purpose news or for users in other work domains, such as
consumer-facing sales or engineering. In general, we expect that high quality recommendations
for specific professional populations will likely require specialized recommenders infused with
detailed knowledge about the associated professional domain.

Specialized news recommenders may need domain-specific tuning similar to the methods
we used to tune MQ for B2B professionals, namely: (1) identify and ingest data that capture
particularly important aspects of the professional’s work; (2) interpret the data to build a user
model that explicitly captures salient aspects of the professional domain, likely with the aid of
specialized domain-specific heuristics; (3) annotate content with NLP models trained to identify
entities, topics, and events salient to the domain; (4) develop a knowledge base with extensive
coverage of entities relevant to the domain, and (5) use knowledge of how different entity
categories influence professional work activity to adjust recommendations weights accordingly.

Despite the value of domain knowledge, we faced some pitfalls by assuming it to be relatively
stable. Domain knowledge may at times be incomplete, not correspond to user expectations, or
become out-dated, which can lead to user confusion or low-quality recommendations in actual
use. We encountered user confusion when an organization better known by its pseudonym
(sometimes called a “trade name” or “DBA” for “doing business as”) was displayed by its legal
name in the MQ UI. Another example involved one organization being acquired by another. As
the operations of the two formerly separate organizations became deeply intertwined and user
data was migrated, the organization affiliations and user email addresses become inconstant and
sometimes inconsistent. MQ assumed a single organizational affiliation for each user, resulting
in user profiles that were out of alignment with actual conditions. These problems reflect the
need to validate knowledge with users and to design for changing knowledge.

Survey results and user interviews also indicated a need for geography-aware recommenda-
tions. Survey respondents who felt that MQ delivered too much content were more likely to
be located in non-US geographies. MQ allows users to add geographic interests, but this func-
tionality performed poorly because geographies are rarely interests by themselves, functioning
instead to moderate the relevance of organizations and topics. Therefore, we believe that future
work will need to model geographic interests separately and account for their specific nature
when generating recommendations.

The high, sustained user engagement with MQ suggests that a simple chatbot UI may be an
effective means of integrating AI into the workflow of busy professionals in many fields. An
interesting observation relevant to recommender designers is that common consumer design
patterns may not translate well to professional contexts. We experimented with soliciting user
feedback with the thumbs-up/thumbs-down, Like/Dislike buttons commonly used in social
media, and the Useful/Not Useful buttons described above. We switched to the latter after user
engagement increased significantly. Users appear to find news useful without ‘liking‘ it.

The results of our deployment indicate that the users are positive about MQ’s recommen-
dations, but that there is scope for them to be more relevant and to help drive customer
conversations. In particular, user interviews indicated that explicitly modeling salient aspects of
users’ professional roles may help tune recommendations. This could be especially effective for
specialized professionals focused on specific technologies, regulatory regimes, types of financial
instruments or transactions, or categories of risk. Furthermore, we plan to model additional



business-relevant entities and relationships, and experiment with recommendation algorithms
that can utilize these effectively in the recommendation process.

8. Conclusion

We presented MQ, a hybrid AI news recommender system for B2B professionals that models
users’ commercial relationships and delivers proactive, highly targeted news recommendations
via a simple chatbot UI. Deployment at a global enterprise shows that MQ is effective at under-
standing users’ commercial relationships and making useful recommendations. Incorporating
salient domain entities into modeling of user work and the recommendation process yields
significantly more useful recommendations.

Our work is one of the first to apply recommendation systems to improve information
overload for B2B professionals, an important but under-served audience. We further identified
news recommendations for specific populations of professionals as a promising area for the
development of hybrid AI systems, combining knowledge about the user’s work and about the
domain to generate highly-targeted recommendations with minimal user effort. Characteristics
of MQ’s knowledge-aware architecture may be adaptable to other domains, namely, applying
data fusion techniques to model explicit, time-varying user profiles from multiple noisy data
streams and incorporating domain-specific heuristics to prioritize recommendations that are
highly salient to the user’s work domain.
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