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Abstract
Organizations have recently begun to deploy conversational task assistants that collaborate with business users to partially
automate their work tasks. These assistants are becoming more intelligent: users initiate automated task support through
natural language, and the system can dynamically orchestrate new task sequences accordingly. As these tools become
more intelligent and automated, they sometimes shift control away from users to increase process efficiency at the cost
of consequences for users’ preferences and productivity. Particularly in high stakes work environments, this shift raises
questions of when automation is suitable or unsuitable and how to delegate agency such that users feel sufficiently in control
of their tasks. We explored these questions through two studies comprised of interviews and co-design activities with
business users and identified four task dimensions along which their automation and interaction preferences vary: process
consequence, social consequence, task familiarity, and task complexity. These dimensions are useful for understanding when,
why, and how to delegate control between users and conversational task assistants.
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1. Introduction
Recent innovations in AI automation have enabled the
adoption of AI assistants in partially automating business
workflows for knowledge workers. Partial automation in
high stakes work environments raises questions of when
automation is suitable and unsuitable, and accordingly,
when users should retain task control and when they can
delegate it to the AI. In this paper, we explore these ques-
tions in the context of conversational task assistants that
interact with business users through a natural language
interface and execute business processes in back-end sys-
tems [1, 2, 3]. One example of such a system is Watson
Orchestrate, which automates repetitive tasks for busi-
ness users in a variety of domains [4].

Such systems are built on multi-agent orchestration
technologies, where a front-end dialogue-manager trans-
forms natural language utterances (what the user says or
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types) into an executable sequence of actions, powered
by an underlying set of AI skills that connect to back-
end services [1, 2, 3]. Multi-agent systems have many
agents, each specialized for a particular skill, such as col-
lecting data from a data store or filling out a form [5]. An
orchestration layer sits above the agents, selecting the
appropriate agent for given inputs and returning outputs
from that agent back to the user. The diverse skill set
of these systems allows conversational task assistants to
support a variety of workflows.

Wiberg and Bergqvist [6] posit that automation poses
a tension with designing for user control. They build on
earlier work [7, 8] in allocation of function to humans and
AIs through their Engaging Interaction through Automa-
tion scale, which outlines a spectrum from ”no automa-
tion of interaction” to “full automation of interaction.”
Other prior workshop papers have discussed the notion
that within a workflow, only certain steps or sub-tasks
may be suitable for automation [9, 10].

Given the wide variety of tasks that conversational
task assistants can support and the broad spectrum of
users interacting with them, we sought to explore factors
that inform a suitable division of automation. In line with
principles of human-centered AI, we explored this from
the perspective of human preferences. Through two stud-
ies comprised of user interviews and co-design activities,
we identify four dimensions of tasks that can help de-
signers of conversational task assistants determine when
to automate interactions vs. when to provide user con-
trol. These dimensions are: consequences of task errors
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Figure 1: Participatory activity templates. 1a: Template used in Study 1 for participants to map out steps and automation
preferences for a task. 1b: Blank interface and UI components provided for the co-design activities in Study 2.

(referred to as process consequence), social consequence,
users’ familiarity with a task, and task complexity.

Researchers have previously characterized task sup-
port in terms of multiple task dimensions based on clas-
sifications and trade-off dimensions. Tasks have been
analyzed along dimensions of retrospective vs. prospec-
tive [11], informative vs. actionable [12], reminding vs.
being-reminded [13], visible vs. invisible [14, 15, 16],
content-oriented vs. relationship-oriented [17, 13, 18],
and holistic [19] vs. itemized [20, 21, 22, 23].

In this paper, we build on this work through two stud-
ies that help define requirements for designing an AI
task assistant. We show the importance of four new task
dimensions based on human-AI interaction that are use-
ful for understanding when, why, and how to delegate
control between users and conversational task assistants.

2. Methods
We conducted two interview studies. Adapting a “bifo-
cal” approach [24], the first study was a high-level task
analysis, and the second study was a more detailed partic-
ipatory design based on the task analysis. Participants for
both studies were recruited from several company-wide
Slack channels for business users of a large international
technology company. Through a brief survey that asked
them to describe their day-to-day job, we screened for
people who had experience with workflows suitable for
automation. 13 participants with varying roles (including

developers, researchers, designers, managers, and sales-
people) took part in Study 1. 15 new participants, also
with varied job functions (including design, research, and
business), took part in Study 2. Both studies were com-
prised of one-hour sessions with one researcher and one
participant. Participants were compensated the equiva-
lent of $25 USD. We refer to participants from Study 1 as
P1xx, and participants from Study 2 as P2xx.

In the first study, sessions were comprised of an inter-
view and a co-design analysis aimed at understanding
current task practices and eliciting considerations rele-
vant to the design of a conversational task assistant. For
the co-design activity, we used a more structured version
of the CARD method [25], adapted for remote partici-
pation via Mural (Figure 1a). Participants were asked
to identify a work task suitable for partial automation
(with input from the researcher). They mapped out their
current process and pain points for this task in Mural,
then discussed the level of automation they would be
comfortable with for each step and why, along with any
information and tooling needs they envisioned.

In the second study, we extended our inquiry into how
automation preferences should be incorporated into the
design of a conversational task assistant by conducting
a participatory design study using an online version of
paper-prototyping [26, 27]. We began each session by in-
troducing the conversational task assistant’s capabilities
and limitations and showing a brief video demo. Partici-
pants were provided with a blank, low-fidelity version of



the assistant’s user interface, along with UI components
that they could drag and drop and tools to design their
own (Figure 1b). Using these components, they were
asked to co-design a series of interactions to support the
partial automation of two tasks: scheduling a meeting
and a task of their choice. This activity served as the
basis for discussions on participants’ automation needs.

We collected 28 hours of video interview data. Us-
ing participants’ responses and video transcriptions, we
conducted a thematic analysis [28] to analyze the data
for factors that affected participants’ automation pref-
erences. We describe these factors as characteristics of
tasks, which formed the basis of what we termed task di-
mensions. We then analyzed how users preferred to work
with the assistant in the context of these dimensions to
understand design implications for task assistants. The
following section presents results across both studies.

3. Task dimensions
We identified four dimensions of tasks along which au-
tomation preferences varied:

• Process consequence: The user’s perceived cost of
failure when the assistant makes a mistake.

• Social consequence: The user’s perceived risks in al-
lowing an assistant to represent them to others.

• Familiarity: The user’s knowledge of the system
and/or the task.

• Complexity: The overall difficulty or effort required
for a user to complete a task.

Process consequence. When asked for tasks to au-
tomate, participants described a mix of tasks with mini-
mal and significant consequences of error. Our studies
revealed several instances where significant process con-
sequences made users hesitant to automate a task or step.
For example, P109 described an onboarding task that was
high-consequence due to the sensitive information re-
quested of them. They wanted to know how the system
would use their information: “I would want to know if
that information is secure, if it’s going anywhere after that,
or if they just delete everything.” Thus, we find that the
process consequences associated with a task is a dimension
that affects users’ information and agency needs.

These findings imply that only low-consequence tasks
would be considered for automation, but further prob-
ing revealed that additional user oversight and control
may help participants automate work without substan-
tial risks. Among these controls were abilities to preview
to-be-automated actions, verify outputs, and see con-
sequential steps of an upcoming task. These granular
insights would increase user comfort and control of the
automation (similar to Park et al. [29]). Such interac-
tions can draw attention to the risks within a task to help

users understand the system’s behavior and give them
the control to mediate potential risks.

Social consequence. Some participants chose tasks
involving others, such as teammates or clients, as can-
didates for automation. For example, P212 wanted the
assistant to “email everyone on [a]... project,” and P104
wanted to schedule customer calls. Regarding automa-
tion preferences, P104 emphasized that initial contact
with a new customer should be handled by a human “to
establish the... relationship with the customer.” Similarly,
P111 felt that customer follow-ups should be human-
driven, and P106 wanted “to be able to control how widely
communication [goes].” These observations indicate that
social consequence is another task dimension along which
information needs and desired control vary.

Where interpersonal skills and emotional sensitiv-
ity are required, participants felt that the task assistant
lacked the emotional intelligence to handle the task inde-
pendently, an insight consistent with Goffman’s empha-
sis that impression-management is important to people
in their organizational lives [30]. These findings suggest
that automation involving other people should largely
remain under user control. Some participants did con-
sider certain tasks less consequential despite involving
other people (e.g. creating an HR ticket). Such tasks may
be suitable for automation but should first request user
approval given the diversity of concerns.

Familiarity. Participants also varied by familiarity,
either with a task or with the system. Both types were
determinants of how much automation, transparency,
and guidance participants wanted from the system.

Non-experts of a task asked for transparency into sys-
tem actions and guidance on the task process. Task fa-
miliarity is dynamic—people’s inactivity in a particular
domain may transform them from expert to non-expert,
and unfamiliar tasks can also become more familiar over
time. Participants expected the system to recognize the
latter and reduce its support accordingly. After P212’s
first few expense approvals, they said they would no
longer require step-by-step guidance on required inputs
and instead would initiate the conversation with “Sub-
mit an expense report for <event>. Here are the dates and
locations. Here’s a folder of the receipts.”

Similarly, transparency can orient non-experts of a
system to its capabilities. Several participants expressed
an initial distrust of the system. For instance, P107 spoke
of submitting an expense report—a task that could have
financial ramifications if done incorrectly: “if I hadn’t got-
ten that trust yet, then I’d probably ask the system, ‘prepare
the expense report for my review’ rather than letting the
system submit on its own.” P105 also commented that to
automate work with the assistant, they wanted to “watch
it first” to calibrate trust (similar to [31, 32]). A review
step that offers users insight into the automation and
allows them to verify outputs supports non-experts in



understanding a system’s capabilities.
Complexity. In the co-design activities of Study 2,

participants adapted their designs to reflect the complex-
ity of tasks and steps. Participants showed that they pre-
ferred chat interactions for simple workflows, but they
preferred traditional graphical user interfaces (GUIs) for
more complex, information-rich workflows. One reason
for this difference was the perceived richness of these
modalities. Namely, natural language-based interactions
were more efficient when participants had small amounts
of information to convey to the assistant. In contrast, for
tasks that they considered more complex, the richer inter-
actions of GUIs afforded participants with more control
(e.g. direct manipulation of a list of files).

Participants suggested that the additional details and
user control provided by a richer interface could make
automation of complex tasks more desirable. For a meet-
ing scheduling task that was more complex than usual,
P203 said, “If the meeting is with more people... proba-
bly I would prefer another kind of interaction, maybe a
traditional one where I can see the schedule of the people.”
Hence, we saw that completing complex work with a task
assistant requires interactions beyond a chat interface
for participants to feel comfortable with automation.

4. Discussion
Although some models propose that humans and AI as-
sistants may be equally capable of doing certain tasks
[33, 34, 35], current task assistant architectures are based
on more asymmetric principles in which the AI assis-
tant retains execution capability for many operations,
as described in the allocation models [36, 7, 8]. Partici-
pants’ comments and designs encourage us to re-examine
whether and when the assistant should retain control. The
four task dimensions provide guidance on when to del-
egate control to whom in automation, and the features
described by participants in the context of these dimen-
sions are examples of how to delegate it.

Participants’ concerns about possible process and so-
cial consequences, along with concerns about working
on complex tasks using natural language, made them
wary of automation. Low familiarity with the assistant
also raised concerns about how much they could trust
the assistant to automate consequential tasks. These task
dimensions can provide insight on where along Wiberg
and Bergqvist’s [6] Engaging Interaction through Au-
tomation scale to design, and address questions of what
kinds of tasks or steps are suitable for automation [9, 10].

Despite these concerns, participants described sev-
eral affordances across dimensions that could provide
them with more control and hence help them feel more
comfortable with automation: transparency into the
task assistant’s capabilities and step-by-step process, re-

view and confirmation steps that provide users with
decision-making authority, and richer interaction modal-
ities. These affordances support user efficiency and com-
fort by transforming rigid workflows into human-AI col-
laborative processes with users in control. Thus, far from
the rigid and predetermined control structures of the al-
location models [36, 7, 8], we propose that participants
positioned themselves as co-creators of their task
automation experience.

Beyond these affordances, participants also expected
task assistant interactions to be adaptive to the their
background and needs and highly personalized to their
unique ways of working. Becoming more efficient in
the parts of their jobs that they personally cared about
was the primary motivator that participants cited for
working with a conversational task assistant. Identifying
such priorities through user studies with specific work-
groups can help prioritize development of task assistance
that focuses on functionality that matters most.

Personalization plays a larger role as AI assistants are
adopted in more contexts with broader user groups. We
saw that users expected to control how they interact
with the assistant on a per-task basis both in terms of the
interaction and how the task was represented. We ex-
pect that as such assistants become more intelligent and
widespread, the need for personalization will similarly
increase and the design of these assistants should take
this into account.

5. Conclusion
We conducted two studies to understand business users’
automation preferences and needs for working comfort-
ably and efficiently with a conversational task assistant.

This work identified important user considerations in
the context of task dimensions for the design of conver-
sational task assistants:

• We identified four task dimensions alongwhich automa-
tion preferences varied: process consequence, social
consequence, familiarity, and complexity. These
task dimensions provide a human-centered perspec-
tive into when, why, and how to delegate control
between system and user.

• Along these dimensions, we elicited several affordances
to put users more in control: transparency into system
actions, decision-making authority on if and how a step
or task gets done, and richer interaction modalities.

• The dynamic nature of these dimensions means that
users’ automation preferences will change over time.
Therefore, conversational task assistants should allow
users to situationally adapt their task controls for a
comfortable and efficient automation experience.
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