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Abstract
Digital Humanities (DH) is an interdisciplinary field that has grown rapidly in recent years, requiring
the creation of an efficient and uniform platform capable of managing various types of data in several
languages. This paper presents the research objectives and methodologies of my PhD project: the
creation of a novel framework for Knowledge Extraction and Multilingual Data Integration in the context
of digital libraries in non-Latin languages, in particular Arabic, Persian and Azerbaijani. The research
began with the Digital Maktaba (DM) project and continued within the PNRR ITSERR infrastructure, in
which the DBGroup1 participates. The project aims to develop a two-component framework consisting
of a Knowledge Extraction Subsystem and a Data Integration Subsystem. The case study is based
on the DM project, which seeks to create a flexible and efficient digital library for preserving and
analyzing multicultural heritage documents by exploiting the available and ad-hoc created datasets,
Explainable Machine Learning , Natural Language Processing (NLP) technologies and Data Integration
approaches. Key challenges and future developments in Knowledge Extraction and Data Integration
are examined, which involve leveraging the MOMIS system for Data Integration tasks and adopting a
microservices-based architecture for the effective implementation of the system. The goal is to provide a
versatile platform for organizing and integrating various data sources and languages, thereby fostering
a more inclusive and accessible global perspective on cultural and historical artefacts that encourage
collaboration in building an expanding knowledge base.
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1. Introduction

Digital Humanities (DH) is an interdisciplinary field that aims to integrate humanities research
with digital technologies. In recent years, DH has grown in importance and led to new methods of
understanding and analyzing cultural and historical artifacts, enabling scholars and researchers
to access, interpret, and share knowledge across multiple disciplines. This requires the collection
and integration of data from various sources written in different languages, including non-Latin
ones. To meet this need, Cross-Language Data Integration has emerged as a crucial process
for fusing data from multiple sources and providing a unified virtual view, allowing academic
users to access and analyze vast amounts of information from multiple sources, regardless of
the language in which they were originally published. This is particularly relevant for digital
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libraries, which could be considered as massive information warehouses that require efficient
organisation and access solutions to meet different user needs. Starting from the fact that data
integration is a non-trivial task [1, 2, 3], the difficulty of dealing with different languages adds
another layer of complexity to the whole project.

In response to this, my research will focus on creating a framework for merging knowledge
from increasingly different sources and languages. The project also features a case study
[4, 5, 6, 7], that investigates the development of a digital library where ML techniques are
involved in order to develop an automatic cataloguing system for texts written in non-Latin
languages, particularly in Arabic scripts (Arabic, Persian and Azerbaijani). In this context,
some remarks on the languages under consideration must be made both from the point of view
of the challenges posed by the Arabic writing system and with regard to the state of the art
of certain techniques such as OCR and language resources. As for the first point, there are
some difficulties intrinsic to the Arabic alphabet itself (cursive writing, presence of diacritical
dots and marks, homography, etc.). While for the state of the art, e.g., of OCR systems for
the Arabic alphabet, there is a significant backwardness compared to languages with Latin or
other alphabets (e.g., Chinese, Japanese). The ultimate purpose, however, is not confined to
library integration. Furthermore, it seeks to simplify the integration of various data types as
well as overcome linguistic barriers in order to collect more information for future generations,
ensuring also Long-term preservation.

In this paper, I first provide a brief overview of related works in Section 2. Then, the Digital
Maktaba (DM) case study is introduced in Section 3, describing its context and objectives. In
Section 4, I outline the key challenges that need to be addressed in order to achieve efficient
Knowledge Extraction and Data Integration in DM, and I discuss the expected developments
that will enable to overcome these obstacles. In the concluding section, final observations on
the anticipated benefits and advantages of this project will be illustrated.

2. Related Work

Digital Humanities (DH) has seen a surge in interest, with various research projects focusing on
Knowledge Extraction, Data Integration [8], and multilingual data management. For instance,
[9] explored NLP techniques for processing non-Latin languages, while [10] addressed the
challenges of Cross-Language Data Integration in digital libraries. This research builds upon
these works, proposing a novel framework that combines state-of-the-art techniques for efficient
Knowledge Extraction and integration of multilingual data.

3. Digital Maktaba (DM): Case Study

In this paper, the DM project, which is identified as Work Package 5 (WP5) within the ITSERR
project, is used as a case study and a starting point to demonstrate the challenges and potential
solutions for digital libraries managing multilingual data. DM focuses on developing a novel
workflow for automatically classifying documents in non-Latin languages such as Arabic,
Persian and Azerbaijani, attempting to provide an effective system for information and metadata
extraction. This process is a key part in the building of a digital library that will include as



further steps also the implementation of Explainable Machine Learning, Natural Language
Processing (NLP), and Data Integration technologies.

Given that, the primary goal of DM was the development of smart extraction and data
management processes for non-Latin alphabet documents, as well as the development of a semi-
automated system for high-quality information extraction. The large collection of digital books
made internally available by the “Giorgio La Pira” library in Palermo (over 200,000 documents),
which is a hub of FSCIRE foundation, dedicated to history and doctrines of Islam was taken
into account as the project test case. Despite being initially focused on religious sciences, the
DM project intends to become a reusable framework for organising and analysing documents
in a variety of contexts, thereby aiding librarians and scholars who work with multicultural
heritage documents. Recommendations based on user feedback, as well as previous input
data and metadata, will aid librarians in their data entry tasks through automatic cataloguing
suggestions. Within the Knowledge Extraction Subsystem (Figure 1), to obtain optimal output
from the images, various OCR systems will be explored and evaluated, while Supervised ML
models will facilitate automatic category identification and ensure systematic data organization
and classification. Incremental ML algorithms will enable the system to "learn" from previous
actions, thereby becoming increasingly automated and efficient. The aim is to amplify librarians’
work by positioning them at the heart of the system, capitalizing on their expertise and abilities
in accordance with the "AI in the loop, human in charge" paradigm [11]. Both conventional and
Deep Learning techniques will be considered, with implementations on parallel architectures
for expedited execution. Furthermore, to provide transparency and explain the ML suggestions,
particular attention will be given to Interpretable Machine Learning (IML) and Explainable
Machine Learning algorithms, studying both off-the-shelves solutions and developing new
methods where necessary. These have gained prominence in fields like healthcare [12] but have
rarely been applied to cultural heritage contexts. The framework will promote the sharing and
preservation of multicultural patrimony through integration with other libraries and expanding
the range of information available to librarians and users. The approach that will be employed is
hybrid, since some of the data will be retrieved at query time, while others will be materialized
and stored in advance. A detailed discussion of this concept can be found in Section 4.3. This
collaborative method will promote knowledge accumulation over time, resulting in an expanding
and comprehensive knowledge base for digital humanities study.

Another noteworthy aspect of the project is the modular design of its software architecture,
which allows for flexibility and adaptability when integrating with different systems or including
new features, making it easier to upgrade and modify the framework based on individual needs.
The microservices design of the entire framework will also support scalability, allowing the
system to accommodate larger datasets, and library collections.

4. Goals, Challenges and Future Developments

The PhD project’s goal is to develop a two-component framework:

1. Knowledge Extraction Subsystem
As depicted in Figure 1, the initial subsystem processes unstructured documents and
generates output that is both structured and semantically enriched.
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2. Data Integration Subsystem
The second subsystem, presented in Figure 2, seeks to integrate different data sources,
typically in different languages, within the context of digital libraries.

Hereafter, in different subsections, will be explained the challenges and future developments in
Knowledge Extraction and Data Integration within and beyond the DM and ITSERR project by
providing a comprehensive overview of the work that my PhD project will include.

4.1. Knowledge Extraction and FAIR Principles

The DM project, which is currently developing an early modular subsystem for extracting
information from document images, as a first step in the design of a semi-automated digital
library, as shown in Figure 1, must ensure compliance with FAIR principles to guarantee the
success of the project.

Wilkinson et al. (2016) [13] established these principles, which highlight that data should
be Findable, Accessible, Interoperable, and Reusable. Following this ensures that the system will
be able to combine works from various collections while remaining Interoperable with future
data sources. Moreover, by adhering to these standards, data will also be more accessible to
both librarians and users, assuring the information’s Long-term preservation. In addition to the
present development goals for what concerns the Knowledge Extraction, there are plans to create
microservices that can extract information from non-textual media sources such as images,
videos, and audio files. Once the test case is completed, the development of these expanded
capabilities will allow for the creation of an increasingly modular system capable of meeting
the various needs of different projects while also enriching the digital library’s knowledge base,
making it more comprehensive and useful for specialised as well as unspecialised users.



4.2. Data Storage and Data Sources Integration

The acquisition of knowledge on how to properly store data gathered by the Knowledge
Extraction Subsystem will be a subject of research, which will consist in considering a variety of
models and techniques among Relational and/or NoSQL DBMS (DataBase Management Systems)
technologies, e.g. RDF triple store and graph databases, depending on data characteristics.
Furthermore, the integration of data from many sources will be critical in extending the digital
library’s comprehensive knowledge store. The QuranicThought library1 is a potential source for
data merging in the context of the ITSERR project. It is important to emphasise that addressing
such external information needs will be crucial in database choice as well as in enriching the
intellectual resources held within the digital library.

4.3. Leveraging MOMIS for Data Integration

Merging sources that lack a schema is a difficult task [14]. To overcome this issue the intention
is to leverage MOMIS (Mediator envirOnment for Many Information Sources) [15], which is
a system developed for semi-automated integration of data using thesaurus-based semantic
annotation. The goal is to enhance its multilingual capabilities by examining language resources
and thesauri. The DM test case will serve as an opportunity to repurpose these tools and
demonstrate their effectiveness in such integration tasks. Cross-Language Record Linkage
(CLRL) is a challenging task that involves identifying pairs of records referring to the same
entity across multiple databases in different languages. To enhance the MOMIS system, it
is essential to develop a microservice capable of accurately linking records across languages.
Several studies [16, 17, 15], have proposed different mechanisms for addressing this challenge.
Since MOMIS’ Data Integration procedure is carried out at query-time, the system is extremely
valuable as a baseline for the creation of the final framework. With the development of ad-hoc
microservice, MOMIS can be exploited in two different ways:

1. The first approach is to employ MOMIS in its standard workflow, where information is
retrieved at query time.

2. The second option is to partially materialize the information from one of the sources to
improve its efficiency. This approach can also be used for data originating from sources
that may not be available on the internet in the long run. In addition, machine learning
techniques will be integrated into the query processing to determine the credibility of
each source and provide accurate responses that are not merely a combination of different
source instances [18]. Given the variety of sources involved in this project, addressing
this issue is crucial to ensure Long-term preservation, especially for smaller entities.

As easily noticeable, each of the two alternatives has pros and cons. However, the second
choice seems more appropriate given the heterogeneous nature of the sources involved. This is
because digital archives may choose to provide temporary unrestricted access to their infor-
mation, which would make materializing the data necessary. Furthermore, the integration of
text documents during query time is also a significant topic, as its importance to the project
is currently being discussed. Concluding, the adoption of a system like MOMIS combined

1https://www.quranicthought.com
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with ongoing further research and development will enable the management of a variety of
heterogeneous sources and provide a unified view of data to the users.

4.4. Microservices and Data Update Strategies

For its implementations, the presented endeavour will employ a microservices-based archi-
tecture, ensuring a flexible and modular architecture that can promptly adapt to changing
requirements. Using microservices allows the system to be scaled, maintained, and updated
independently of other components. Data sources within the project will be managed based
on their nature, which means that they will be updated at regular intervals depending on the
characteristics of each one. The updates can happen daily, weekly, or monthly. This scheduling
provides an efficient data handling and keeps the system up to date with the most recent
information available in a smart manner.

5. Conclusions

This paper presented the research objectives and methodology of my studies which aim to
establish a novel Knowledge Extraction and Multilingual Data Integration framework. As a case
study, the DM project demonstrates the possibilities for building a flexible and efficient digital
library that encompasses non-Latin languages such as Arabic, Persian, and Azerbaijani. Key
challenges and future developments were outlined, including the improvement of Knowledge
Extraction, optimising data storage and source integration by leveraging ad expand the MOMIS
system for Data Integration. The project intends to overcome these difficulties while ensuring
the Long-term preservation of multilingual and multicultural heritage by employing cutting-
edge database technology and adopting a microservices-based strategy. This PhD project will
hopefully contribute in a significant way by providing a versatile platform for organising and
integrating various data sources and languages. This research aims to create a more inclusive and
accessible global viewpoint on cultural and historical artefacts, while also fostering collaboration
and the building of a constantly expanding knowledge base.
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