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Abstract
The automotive industry is interested in certifying free/open source components with the ISO 26262
standard, which is a risk-based standard that addresses the damage that may be caused to the electronic
and electrical (E/E) systems of vehicles in the event of failures. We hypothesize that the techniques,
processes, and controls developed by widely used open source projects, such as the Linux Kernel, are
successful in catching and avoiding bugs that are considered to be critical in safety standards. We want
to test our hypothesis by analyzing historic records of bugs found in production releases of the Linux
Kernel. Therefore, we first aim to create a ground-truth dataset of safety bugs in the Linux Kernel and
characterize them. So, we have conducted a preliminary study to identify, manually locate and extract
the most relevant information from the last 100 Bug-Fixing Commits (BFC) in the most recent commits
of the Linux Kernel repository. We have found, among others, that out of the 100 BFCs, 80 have a link to
the Bug-Introduction Commit (BIC); most errors are in the “drivers” module, and we were able to confirm
9 regressions. The next step in this research is to classify the bugs to detect and correctly classify those
that are safety-related. As the classification is difficult to perform and requires specialized knowledge
of the Linux Kernel development, we plan to get help from Linux Kernel developers to validate our
identification and to manually classify the bugs in one of the defined categories.
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1. Introduction

There is a strong industrial interest in certifying free/open source components (such as the
Linux Kernel) with common automobile standards, specifically ISO 26262. ISO 26262 is intended
to be applied to safety-related systems that include one or more electrical and/or electronic
(E/E) systems and that are installed in series production passenger cars with a maximum gross
vehicle mass up to 3,500 kg. [2]. The objective of ISO 26262 is to address the damage that may
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be caused to the electronic and electrical (E/E) systems of vehicles in the event of failures. The
ISO 26262 standard is risk-based, that is, it evaluates possible damage qualitatively and defines
security measures to reduce, control or avoid system failures.

Our hypothesis is that the techniques, processes and controls developed by widely used open
source projects, such as the Linux Kernel, are successful in catching and avoiding the kinds of bugs
that are considered to be critical in those safety standards. Furthermore, bugs that do get into
production, i.e., those that need to be fixed after release, in these projects seem not to be the
kind of issues that we might expect that methods and principles in a safety standard detect,
either.

In this research, we want to test our hypothesis by analyzing historic records of bugs found
in production releases of the Linux Kernel. With this in mind, we perform (and present) a
preliminary study to see if we are able to detect the bugs in the Linux Kernel and identify those
critical to safety standards.

2. Related work

The study of Linux Kernel bugs and their classification has been widely discussed in the literature.
Tan et al. [8] provide a study on the characteristics of bugs in open source software, where
one of the test subjects is the Linux Kernel, from which a total of 300 bug-fixing commits are
analyzed. They offer a categorization in three dimensions: root causes, impacts and components.
Among their conclusions, the authors find that (1) semantic bugs are the dominant root cause;
these bugs increase as the software evolves, while memory-related bugs decrease; (2) the Linux
Kernel has many concurrency bugs compared with other non-OS subjects of the study; and (3)
security bugs increase over time and most of them are semantic bugs. Applying the knowledge
gained from the manual analysis of these 300 bug-fixing commits, they have been able to classify,
using machine learning techniques, more than 100,000 bugs.

Xiao et al. [9, 10] analyze 5,741 Linux Kernel bugs obtained using Bugzilla, focusing on bugs
reported as “CODE_FIX” and with a “CLOSED” status, during the period 2002-2016. Authors
report that only 76% of the reports are actually a bug report, and distinguish between two types
of bugs: Bohrbug (BOH), a bug that can be easily isolated and reproduced, and Mandelbug
(MAN), the complementary antonym of Bohrbug. The authors focus on bugs categorized as
Mandelbug, distinguishing between Aging Related bug (ARB); a type of bug that can cause
increased failure rate and/or performance degradation, and Non-Aging related Mandelbug
(NAM); a complementary antonym of ARB. Among their results we find that 55% of the bugs
they have detected are BOHs, while 36% are MANs. They also found that more than half of
the bugs are regressions, being these predominant in BOHs. In addition, they find that the
proportion of regression bugs increases over time.

Also, several studies [4, 6, 5] reveal that it is possible to detect clone-related bugs automatically
in the Linux Kernel.
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3. Method

We will use commits from the official Linux Kernel repository2 as a data source. For a preliminary
study, we have selected the last 1,000 commits from the repository (September 2023) with the
goal of manually locating the last 100 published Bug-Fixing Commits (BFC).

The method used for the selection and extraction of information from the BFCs is as follows:

• Commit selection. As a first inclusion criterion, we consider those commits that un-
equivocally indicated that it was a bug fix in the comment of the commit or the bug report
(if available). The second inclusion criterion is that the change was made in the source
code (in a functionality), excluding cases such as variable renaming or comments. We
have also excluded those commits where the comment began with “Merge ...”, since they
include changes from several commits already present in the analyzed branch.

• Commit info extraction. For each commit, we extract the following information: the
message of the commit, a link to the commit, a link to the mailing list or Bugzilla report
(if it exists), a link to the Bug-Introduction Commit (BIC) (if it exists), the location (based
on the folder where the changes were made), and if it is a regression bug (i.e., it has been
verified that either the commit author reports it as such or if it reverses a change of the
BIC).

In this preliminary study, we are interested in checking if there is a reference to the bug
report in the commit (either in mailing lists or in Bugzilla), in how many BFCs there is a link to
the BIC, in what components the BFCs are located and how many of them are regression bugs
that we can identify.

4. Preliminary results

We were able to identify the first 100 BFCs after checking the last 203 commits.
In the following, we will show the preliminary results obtained from these 100 BFCs:

• How many BFCs have a link to the mailing list or Bugzilla?
Half of the BFCs (49) have an associated mailing list. We found that mailing lists are
clearly identified, following the formats 𝐿𝑖𝑛𝑘 :< 𝑈𝑅𝐿 > or 𝐶𝑙𝑜𝑠𝑒𝑠 :< 𝑈𝑅𝐿 >. There
are cases where there may be more than one mailing list associated with a BFC. However,
only 5 BFCs have a reference to the report to Bugzilla. This leads us to believe, in contrast
to previous literature, that data sources such as Bugzilla are not complete.

• How many BFCs have a link to the BIC?
The numbers are surprisingly high (80 BFCs have a link to the BIC). This is because Linux
Kernel developers follow a format in which they report the BIC in the following format
𝐹𝑖𝑥𝑒𝑠 :< ℎ𝑎𝑠ℎ > (< 𝑐𝑜𝑚𝑚𝑒𝑛𝑡 >). This identification is done mainly with Git Bisect1,

2https://github.com/torvalds/linux
1https://git-scm.com/docs/git-bisect
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which is documented in the Linux Kernel documentation2 as a method to report the BIC
of a bug.

• In what components are the BFCs located?
The distribution of BFCs by component can be found in Table 1. The “drivers” module is
where we found almost half of the errors (48), followed by FileSystem (24) and Architecture
(7). This is in line with previous studies [7, 1], which show that these are the modules
where most bugs are fixed.

Table 1
Distribution of BFCs by component

Component Directory Count
DRIVER drivers/ 48

FILESYSTEM fs/ 24

ARCH arch/ 7

NETWORK net/ 6

KERNEL kernel/ 5

INCLUDE include/ 4

SCRIPTS scripts/ 2

BLOCK block/ 1

IO io_uring/ 1

MEMORY mm/ 1

SECURITY security/ 1

• How many bugs have we detected that are due to regression in the code?
We have been able to confirm (through developer confirmation or reversion of a change)
9 regressions. However, this number could be higher (as reported in [9, 10]) because the
developers may have missed that it is a regression.

5. Next steps

The next step in our research would be to be able to classify the bugs to detect (and correctly
classify) those that are safety-related. As a result we would obtain a “golden set” of manu-
ally validated bugs from the Linux Kernel, which can be used as a benchmark for automatic
classification algorithms, be these algorithms based on machine-learning techniques or others.

The categories of bugs that are most relevant according to ISO 26262 are related to “freedom
from interference” or “FFI”, initially bugs associated with:

• Timing and execution. Following ISO-26262-6 Annex D (informative) [3] (Freedom
from interference between software elements), with respect to timing constraints, the

2https://docs.kernel.org/admin-guide/bug-bisect.html
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effects of faults such as blocking of execution, deadlocks, livelocks, incorrect allocation of
execution time or incorrect synchronization between software elements can be considered
for the software elements executed in each software partition. We expect that bugs
falling into this category will probably mention some of the following key words/phrases:
interfere(nce), blocking, race (or race condition), deadlock, livelock, time, execution time,
sync, synchronise, synchronize, synchronisation, synchronization, sequence, arrival, rate,
cyclic, trigger(ed), schedule, scheduling, allocate or allocation.

• Memory. Following ISO 26262-6 Annex D.2.3 (Memory) [3], with respect to memory,
the effects of faults such as those listed below can be considered for software elements
executed in each software partition: corruption of content, inconsistent data (e.g. due
to update during data fetch), stack overflow or underflow or read or write access to
memory allocated to another software element. We expect that bugs falling into this
category will probably mention some of the following key words/phrases: corrupt(ion),
memory, stack, overflow, underflow, read, write, access, allocate, allocation, free, leak,
parity, error-correct(ion), static or dynamic.

• Exchange of information. Following ISO-26262-6 Annex D [3], with respect to the
exchange of information, the causes for faults or effects of faults such as those listed
below can be considered for each sender or each receiver: repetition of information, loss
of information, delay of information, insertion of information, masquerade or incorrect
addressing of information, incorrect sequence of information, corruption of information,
asymmetric information sent from a sender to multiple receivers, information from a
sender received by only a subset of the receivers or blocking access to a communication
channel. We expect that bugs falling into this category will probably mention some
of the following key words/phrases: information, data, flow, i/o, io, bus, slot, arbitrate,
arbitration, exchange, communication, communicate, protocol, send(er), receive(r), signal,
message, loss, delay, insert, sequence, corrupt(ion)or asymmetric.

This classification can be complex, as it may not depend directly on whether the words/phrases
we are considering appear. That is why we are going to consider the help of Linux Kernel
developers. We expect to have the support of several Linux Kernel developers, 1) to validate
the identification of the 100 bugs found with our naive method, and 2) to manually classify the
bugs (if possible) in one of the three defined categories. We expect that the developers can help
us from their experience to better classify this type of errors.
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