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Abstract
We investigate a Textual Concept Expansion (TCE) approach to address the NewsImages task in
MediaEval’22. Specifically, we use a pre-trained multi-label classifier to predict concepts beyond the
words in the captions to enrich the captions. We explore TCE because it leverages commonsense
knowledge, which can improve the performance in news dataset. The results show that the proposed
method achieve a strong performance in text-image retrieval in NewsImages task.

1. Introduction

The goal of the NewsImages task is to learn the relationship between images and articles.
Task participants design and implement systems that return images that are related to a query
article [1]. The task is challenging because there is complex relationship between images
and articles. Specifically, due to the nature of news, not everything depicted in the image is
described in the article. As a result, information related to the image is missing from the article.
The loose connection of images and articles in news dataset prompted us to explore external
knowledge to enrich the articles by textual concept expansion (TCE) [2], which can provide
possible co-occurrence concepts related to the images.

In this paper, we propose an new approach to address of NewsImages task [1], which extends
the concepts for the articles by a multi-label classifier that pre-trained on MS COCO dataset [3].
We combine these concepts text from the articles as the input of text encoder. Then we fine-tuned
our model on a pre-trained model which was pre-trained on a 4M dataset [4].

In tasks of vision-and-language (VL), such as image-text retrieval and visual question an-
swering(VQA), co-attention (cross-modal attention) and merged-attention transformer have
been shown to have strong performance in learning the relationship between image and
text [5, 6, 4, 7, 8]. The co-attention transformer layer proposed by ViLBERT [7] allows the model
to have a deep interaction between different modalities. VisualBERT [9] combines image regions
and language with a transformer to align image and text, which is called merged-attention. In
this paper, we will apply merged-attention to the News Images dataset.

In additional, vision-and-language pre-training (VLP) has become a popular approach to
tackle image-text retrieval task [10, 5, 6, 4, 7, 8]. Learning pre-trained representations from large
numbers of image-text pairs can lead to better baseline performance of the model in vision-
and-language tasks. Also, the pre-trained model has demonstrated substantial improvement in
performance on the NewsImages task dataset [11, 12] in MediaEval 2021. For this reason, we
also take advantage of pre-trained model to fine-tune our model to obtain a strong performance
on the NewsImages task MediaEval 2022.
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2. Approach

In this section, we begin with a brief introduction to the NewsImages dataset and data pre-
processing. Then we present the technical details of the pre-trained model and our textual
concept expansion (TCE) approach.

2.1. Dataset and data pre-processing

The dataset for the NewsImages task includes about 9300 training samples and 4500 test samples
released for the MediaEval 2022 [13], the dataset crawled from three different news sources
website: Online News portals (rt), Twitter (tw), and RSS news feed (rss). The articles of rt news
feed come from German news publisher. Therefore, we translated the German text into English
via Google Translate in order to keep consistent with the rest of the text.

2.2. Textual Concept Expansion

We tackled the NewsImages task with a pre-trained merged-attention model with Triple Con-
trastive Learning (TCL) as a baseline model [4]. Then, we expand the model with textual concept
expansion.
Pre-trained Model with Triple Contrastive Learning (TCL): TCL applies triple con-

trastive learning both cross-modally and intra-modally, which can maintain the similarity of
image-text pairs and similar samples from same modality [4]. TCL has a vision encoder, a text
encoder, and a fusion encoder. For the both vision encoder and text encoder, TCL utilize two
separate data augmentation operators to generate the inputs of a encoder and a momentum
encoder [14]. The outputs of both the vision and text encoders are fed into the fusion encoder,
which predicts whether the image-text pairs match. TCL is pre-trained on 4.0M images and
5.1M image-text pairs, which consists of four datasets, inculde MS COCO [3], Visual Genome
(VG) [15], Conceptual Captions(CC) [16], and SBU Captions [17]. Additionally, we also tested
the zero-shot performance of TCL that was not fine-tuned in the target dataset.
Textual Concept Expansion: The information in online news articles the accompanying

images is often complementary. To address this challenges, we propose to use Textual Concept
Expansion (TCE) [2], which expands a text through more concepts that may co-occur in the
same context. In additional, TCE as a method of query expansion has demonstrated effective on
image-text matching task [2]. Here, we attempt to explore the effectiveness TCE in text-image
matching for online news. For this purpose, we train a pre-trained multi-label classifier on MS
COCO dataset, which can predict the co-occurrence concepts to enrich text. Specifically, when
we train the multi-label classifier, we first select the top 𝑞 most frequent concepts of three types
(i.e., Object, Motion and Property) from the MS COCO data set as concepts vocabulary 𝑣 =
{𝑐1, 𝑐2, . . . , 𝑐𝑞}. Then, we label the training dataset. In MS COCO dataset, each image has five
captions that created by different people to describe the image, contain complementary concepts.
As we know, objects that appear in the same scene are closer together in terms of commonsense
knowledge than objects that do not appear in the scene. Therefore, we merge the captions
of each image in MS COCO, 𝑇𝑗 = {𝑡1, 𝑡2, . . . , 𝑡𝑖}, 𝑖 is the caption numbers of each image, 𝑗
is the image number. The target labels of classifier is 𝑦𝑗 = {𝑐1, 𝑐2, . . . , 𝑐𝑚}, 𝑚 is the number
of co-occurrence concepts for 𝑇𝑗 . Finally, we use a pre-trained BERT [18] model and add a
multi-label classification layer to train the multi-label classifier by a multi-label classification
loss:



Table 1
Evaluation of text-image retrieval approaches on test dataset. We first evaluate the zero-shot performance
with pre-trained model, which the model was not fine-tuned, on the NewsImages datasets. We then
fine-tune the model on the NewsImages dataset without (Fine-Tune) and with (Fine-Tune + TCE) TCE
and the compare the performance.

Dataset Approach
Image Retrieval

MRR@100
R@5 R@10 R@50 R@100

rss
zero-shot 15.33 19.93 37.27 46.53 11.39
Fine-Tune 18.07 24.40 42.87 55.47 13.40

Fine-Tune + TCE 20.60 26.93 47.40 58.40 14.73

rt
zero-shot 5.93 08.53 19.00 26.60 4.29
Fine-Tune 10.33 14.00 28.40 36.67 7.59

Fine-Tune + TCE 9.67 14.00 30.00 39.13 7.33

tw
zero-shot 21.13 26.93 43.47 51.67 15.48
Fine-Tune 28.54 35.67 56.20 67.53 21.58

Fine-Tune + TCE 30.00 37.07 57.67 68.93 22.31

𝐿𝑜𝑠𝑠 =
𝐶∑︁
𝑐=1

𝑦𝑐 log(𝜎(𝑦𝑐)) + (1− 𝑦𝑐) log(1− 𝜎(𝑦𝑐)) (1)

When we fine-tune the pre-trained TCL model, the pre-trained multi-label classifier be used
to predict the concepts of an input caption. Then, we combine each caption and its predicted
concepts to use as the input of the text encoder of TCL in order to fine-tune our model. We set
the confidence score of the multi-label classifier to 0.1 to select the prediction concepts.

3. Results and Analysis

The task asks participants to predict a ranked list of images corresponding to each text and
report the text-image 𝑟𝑒𝑐𝑎𝑙𝑙@𝑘 results. In all of our experiments, we kept the default parameters
of the TCL [4] and fine-tuned it on two 3090Ti GPUs with a batch size of 16.

First, we evaluate the TCL that pre-trained on 4M image-pair dataset without fine-tuning
on NewsImages dataset. As shown in first experiment Table 1, the zero-shot result of text-
image retrieval tasks on NewsImages dataset achieves a strong baseline performance. Then, we
fine-tune the model on NewsImages dataset, the MRR@100 increases from 11.39, 4.29, 15.48 to
13.40, 7.59, 21.58 on three test data separately. Next, we go on to evaluate the performance of
TCE fine-tune on pre-trained TCL. Comparing the row 2 and row 3 of rss and tw in Table 1,
TCE can further improve the performance in rss and tw test data on MRR@100. And rt test
data, TCE can improve the performance on R@50 and R@100, from 28.40, 36.67 to 30.00, 39.13.
TCE is more improved than rt in the rss and tw datasets. We conjecture that the training
dataset for the multi-label classifier is closer to rss and tw than rt. This encourages us to train
a more generalization TCE model to expand caption and improve the performance of most
vision-language tasks.

The results of our experiments show that textual concept expansion works well on NewsIm-
ages datasets, although we pre-trained our multi-label classifier on another dataset that was not
very close to the news dataset. The predicted concepts can help the vision and language model
to learn more common and general knowledge.

Visualisation Analysis : To better understand the TCE, we give same visualisation examples
to show the expand concepts of captions. As shown in the Table 2, The “airplane, passenger



Table 2
The examples of expand the concepts of captions in NewsImages dataset. The first and second columns
are image-text pair, and the third column is our expand concepts.

Image Caption TCE

takes plane during ferocious storm
and ends up landing in ’wrong

country’

sitting white large down blue
background air flying day ground

sky taking airplane plane
passenger airport

Ireland beat 14-man England 32-15
in Six Nations

man two people group young field
other side couple green playing
men game together ball ready
tennis court four play players

could fully live in this
solar-powered house on wheels

sitting next white top small front
has street black sits area building
wooden parked back middle lot car

parking bike home house

and airport” in the row 1, the “man, people, ball and player” in row 2 and the “building and
car” are very useful to recall the right image. As we observe from the Table 2, the concepts are
not appear in the captions, but we can train a model to learn the commonsense knowledge to
expand the captions.

4. Discussion and Outlook

In this work, we have explored the performance of the textual concept expansion (TCE) on the
text-image matching task of NewsImages at MediaEval 2022. Compared with the model without
expanded concepts, the captions that are expanded with concepts achieve better performance.
In the future work, we would like to train a stronger and better generalizable textual concept
expansion model to predict more useful concepts for the caption in the Vision-language tasks.
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