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Abstract
This paper describes our NPU-ASLP system for the Deepfake Algorithm Recognition (AR) task in the Audio Deepfake
Detection 2023 Challenge. This task is an open-set classification problem focusing on identifying the specific algorithms
used to create the deepfake speech utterances. In this task, we introduce a deepfake AR system with contributions in data
augmentation, model architecture, fine-tuning strategy, and model ensemble. We first generate training data by applying
various data augmentation techniques to the deepfake speech. We then utilize ResNet101 and a long-term temporal-frequency
transformer module to better capture audio context dependencies. Moreover, we employ pre-trained WavLM for better
feature extraction. Additionally, our content-invariant fine-tuning strategy improves performance. Finally, model ensemble
with different representation combinations further enhances performance. Experiments show that our system achieves an
F1-score of 0.7355 on the evaluation set, and ranks fourth in the challenge.
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1. Introduction
In recent years, the progress of deep learning has resulted
in significant advancements in speech synthesis [1] and
voice conversion [2] technologies. These technologies
are capable of producing speech that is highly realistic
and bears a strong resemblance to natural human speech.
However, if misused, these technologies have the po-
tential to cause harm to society. Therefore, detecting
deepfake audio, which is manipulated audio created by
deep learning algorithms, has become an urgent task to
prevent any potential misuse.

The objective of the second edition of the Audio Deep-
fake Detection Challenge (ADD 2023) [3] is to inspire re-
searchers to develop innovative and pioneering technolo-
gies that can boost and encourage further exploration
in identifying and analyzing deepfake speech utterances.
Unlike earlier challenges (such as the previous edition of
ADD challenge [4], and the ASVspoof challenge [5, 6, 7]),
ADD 2023 aims to transcend the limitations of binary
real/fake classification and instead focus on identifying
the exact regions that are manipulated in a partially fake
speech, as well as identifying the source responsible for
generating any fake audio. Additionally, ADD 2023 com-
prises multiple evaluation rounds for the fake audio game
sub-challenge.

The Deepfake Algorithm Recognition (AR) task in
ADD 2023 is an essential challenge that focuses on iden-
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tifying the specific algorithms used to create deepfake
speech utterances. With the rapid advancements in deep
learning as speech synthesis and voice conversion, deep-
fake audio [8, 9] has become an increasingly significant
concern. It has the potential to be misused for various
malicious purposes, such as spreading false information,
creating non-consensual audio, and impersonating in-
dividuals. Furthermore, this task is complicated by the
fact that deepfake algorithms can be trained on a wide
variety of data sources, such as real speech samples, syn-
thesized speech, or a combination of both. Additionally,
deepfake audio can be generated using a variety of meth-
ods, leveraging the recent advancements in deep learning
based audio generation [10, 11, 12]. These complexities
make the development of effective deepfake detection
algorithms a challenging problem.

This report describes our system for the deepfake AR
task. We shape this task as an open set classification
problem [13], due to the evaluation set containing an un-
known counterfeit. Specifically, we introduce a threshold-
based classification and detection system with contribu-
tions in four primary areas, including augmenting the
available data, enhancing the model architecture, adopt-
ing a content-invariant finetuning strategy, and utilizing
model ensemble techniques. First, data augmentation
approaches are investigated to expand the official dataset.
We adopt the noise and room impulse response clips
and simulate training data by adding distortions to the
deepfake speech utterances. We further apply random
sampling, time stretching, time and frequency masking to
the mixed audio to better reveal the artifacts in the deep-
fake speech utterances. As for the model architecture,
we employ ResNet101 [14] with a Temporal-Frequency
Transformer (TFT) module as the training network based
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on the augmented data, which better captures long-term
temporal-frequency dependencies and further aggregates
global hierarchical contextual information. Moreover,
we leverage the pre-trained audio-LLM WavLM [15] to
facilitate versatile latent representations. Additionally,
we explore feature concatenation and multi-channel rep-
resentation fusion as feature combination techniques.
Finally, we utilize model ensemble to imporove the ro-
bustness and generalization ability of our system.

2. Deepfake AR System

2.1. System Overview
Our system comprises three main modules designed to
improve the performance of deepfake audio detection.
We select ResNet101 [14] as the backbone network due
to its exceptional capabilities in various classification
tasks. To better capture contextual dependencies, we
introduce a transformer [16] based Temporal-frequency
modeling module dubbed TFT. In addition, we leverage
the pre-trained audio-LLM WavLM [15] to extract latent
representations, thereby enhancing the compactness and
generalization of the input features.

When inputting an audio to be detected, log mel spec-
tra and latent representations are extracted first. Two
alternative combination techniques, namely feature con-
catenation and multi-channel fusion, are employed to
derive the input features. The combined features are
then fed into the ResNet101-TFT network to generate pre-
dicted probabilities. To determine the classification, we
establish a hyperparameter threshold denoted as T and
compare the maximum probability of prediction against
this threshold. If the maximum probability is below T, the
prediction is labeled as an unknown counterfeit, while
exceeding the threshold identifies it as belonging to a
specific category. The details are illustrated in Figure 1.

2.2. Backbone Network
ResNet [17] is a well-known convolutional neural net-
work (CNN) based network that have achieved great
performance in different tasks, the use of residual con-
nections allows information from earlier layers of the
network to be easily passed forward to later layers, ad-
dressing the problem of vanishing gradients in deep net-
works. To this end, we utilize ResNet101 as the backbone.
The structure of ResNet 101 as shown in Figure 2, is
composed of a series of building blocks, each of which
consists of multiple convolutional layers and a skip con-
nection that bypasses the convolutional layers. The first
block in ResNet101 consists of a single convolutional
layer followed by a max pooling layer, while the remain-
ing blocks each contain multiple residual blocks. The
final layer of the network is a fully connected layer with

WavLM
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Figure 1: The diagram of our deepfake AR system pipeline.
Log Mel Spectra and latent representations are incorporated
in two alternative combination techniques to obtain input
features, which are represented by black directional connector
and red directional connector, respectively.
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Figure 2: The diagram of ResNet101-TFT. The dashed line
portion represents the TFT module, while the remaining sec-
tions adhere to the original ResNet101 architecture.

softmax activation, which is used to produce the output
class probabilities.

2.3. TFT Module
Speech signals are inherently long sequences of data
that exhibit time-varying and periodic characteristics.
To effectively capture long-term temporal dependencies
and aggregate contextual information across different
frequency bands, inspired by [18, 19], we introduce the
Temporal-Frequency Transformer (TFT) module. By in-
corporating the TFT module, we aim to enhance the abil-
ity of our system to capture complex temporal dynam-
ics and exploit the contextual relationships in deepfake
speech utterances. TFT includes two branches that en-
able the modeling of long-term dependencies along both
the temporal and frequency dimensions. These branches,
called the adaptive temporal modeling branch and the
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Figure 3: The diagram of the TFT module. The temporal modeling branch and the frequency modeling branch, individually
capture temporal and frequency information to effectively facilitate long-term contextual dependencies.

adaptive frequency modeling branch, use two adaptive
weights 𝐴 and 𝐵. The module incorporates an improved
transformer, which includes a multi-head self-attention
(MHSA) module and a GRU-based feed-forward network.
Residual connections and batch normalization are also
employed. To better model long-term dependencies, the
feed-forward network uses a bi-directional GRU (Bi-GRU)
instead of the first fully connected layer in the traditional
transformer [16]. These changes allow the TFT module
to capture long-term dependencies more effectively. A
diagram of the TFT module is shown in Figure 3.

2.4. Utilization of Pre-trained WavLM
Recently, following the success of the language model
BERT on textual data representation, various models
which learn audio data representation have been devel-
oped. The objective is to train a system for a single task
requiring an extensive representation of the underlying
audio data. Once the network is trained, the last few
layers are then removed to get a system building an ex-
tensive vectorial representation of audio data, which can
then be used as input features. WavLM [15] is the lat-
est self-supervised model built with transformer blocks
trained on Mix94k, a corpus of 94k hours drawn from
LibriLight, VoxPopuli and GigaSpeech. WavLM learns to
represent speech by masking a part of the signal and try-
ing to predict the hidden part. On this aspect, this model
is similar to the self-supervised models HuBERT [20] and
wav2vec2.0 [21]. WavLM is task agnostic and achieves
state-of-the-art performance on various benchmarks. To

this end, we employ WavLM Base+ as the pre-trained
model and freeze its weights to extract high-level general
latent representations.

3. Experiments

3.1. Datasets
The training and development datasets of ADD 2023 Chal-
lenge Task 3 consist of 22,397 and 8,400 audio clips, re-
spectively. We rearrange the training set and develop-
ment set in a ratio of 9 to 1. All audios are in single-
channel 16KHz 16-bit format, ranging from 1 to 105 sec-
onds. In the training and development datasets, there are
a total of 7 categories, with 1 category representing real
audio and the remaining 6 categories representing coun-
terfeit audio. Each of these categories is labeled from 0
to 6. The test dataset, on the other hand, comprises 8
categories, including the 7 categories found in the train-
ing and development datasets and an additional category
representing an unknown counterfeit. To better leverage
the training data, we clip long-duration deepfake speech
utterances into segments ranging from 4 to 8 seconds
with the same label. ADD 2023 Challenge permits the
use of external non-speech resources (e.g. noise samples
and impulse responses), therefore 50,000 noise and room
impulse response audio clips are sampled from the 4th
DNS challenge [22] and utilized in our training pipeline.
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3.2. Data Augmentation
To further reveal the artifacts in the deepfake speech ut-
terances and make the deep learning based model robust,
our data augmentation pipeline comprises two strate-
gies. One is that we generate mixed audio by mixing
speeches, noises, and room impulse responses. One orig-
inal deepfake speech audio is added by a piece of noise
recording with a signal-to-noise ratio (SNR) drawn from
a Gaussian distribution with N(−5, 20)dB with an 80%
possibility. Then, this audio is convolved with a piece
of room impulse response with a possibility of 50%. The
other is that random sampling, time stretching, time,
and frequency masking are applied to the mix audios
generated by the first strategy with a certain probability.
Specifically, one mix audio is upsampled or downsampled
ranging in [8kHz, 16kHz, 24kHz], then processed with
speed shifting and temporal and frequency masking.

3.3. Preprocessing
We extract input features from the augmented audios
in different hierarchies. To be exact, we facilitate 128-
dimensional log Mel spectrograms extracted with 1024
samples of Hann window and 512 samples shift as low-
level common features F𝑇×𝐹×1

𝑙𝑜𝑤 , we further exploit the
pre-trained WavLM to extract high level general latent
representations R𝑇×𝐹×1

ℎ𝑖𝑔ℎ . We explore two different fea-
ture combination techniques: one is concatenating low-
level features and high-level features along the feature
dim as feature concatenation resulting in the input fea-
tures I𝑇×𝐹×1, the other is combining low-level features
and high-level features as multi-channel representation
fusion resulting in the input features I𝑇×𝐹×2, in which
T denotes time-frames and F denotes the feature dim.

3.4. Training Details
The augmented training data are clipped into 4-sec long
segments. AdamW optimizer is adopted to train the
model and ReduceLROnPlateau learning rate scheduler
is applied to control the learning rate. Batch size is set
to 48 and the upper limit of training epochs is set to
100. The optimization criteria are Cross Entropy loss
and the Kullback-Leibler divergence loss [23] between
the prediction probabilities and target labels as we set
the output size of the last fully connected layer in our
deepfake AR system to be 7, the highest logit indicates
the predicted class. The targets are set to be the same
size, where the probability of the true class is 1 and the
others are 0. The hyperparameters 𝐴 and 𝐵 in the TFT
module are initialized to 1. Early stop is utilized when
the accuracy rate on the dev set stops improving for 10
epochs. gradient clipping is employed to avoid overfit-
ting and encourage the models to learn more robust and

generalizable representations.

3.5. Finetuning Strategy
We intuitively perceive the Deepfake Algorithm Recog-
nition as a content-invariant classification task, due to
the fact that humans tend to assess the authenticity of an
audio through aspects such as pitch, tone, naturalness,
emotions, and subjective auditory perception, rather than
the actual content of the audio. To this end, we draw on
the experience of the mixup strategy [24, 25, 26] from
computer vision and introduce a content-invariant fine-
tuning strategy. Specifically, we fully exploit the official
dataset provided by ADD Challenge in two ways. One
is that we simulate multi-speaker audios by mixing dif-
ferent deepfake utterances with the same label with a
signal-to-noise ratio (SNR) drawn from a Gaussian dis-
tribution with N(−5, 20)dB, and the other is that we
randomly clip deepfake utterances with the same label
into 1-2 secs and concatenate together to obtain new
audio sequences. We then employ the generated data
to finetune our model and achieve better results on the
evaluation set, the details are discussed in Section 4.

3.6. Model Ensemble
Model ensemble [27, 28] is a machine learning tech-
nique that combines the predictions of multiple models
to achieve better performance than any individual model,
which reduces the impact of individual model biases and
errors and improves the overall accuracy and robustness
of the predictions.

As the test dataset includes an additional category for
an unknown counterfeit, which is not present in the train-
ing and development datasets, we set the output size of
our deepfake AR system to 7. To detect the unknown
counterfeit, we compare the posterior probability output
P with a hyperparameter threshold T. If the posterior
probability P is less than the threshold T, we consider
the audio to be the unknown counterfeit, otherwise, the
audio is classified into the 7 known categories. The hy-
perparameter T is tuned by the performances on the
evaluation set.

𝑦𝑒𝑛𝑠 =

𝑛∑︁
𝑖=1

𝑤𝑖∑︀𝑛
𝑗−1 𝑤𝑗 + 𝜆

𝑦𝑖 + 𝜖 (1)

In model ensemble, we use weighted averaging [29]
to combine the predictions of multiple models and ob-
tain the ensembled posterior probability, demonstrated
in Equation (1). The ensemble prediction probability is
calculated by taking a weighted average of the individual
model predictions. The weights 𝑤𝑖 are assigned based
on the accuracy of each model on the development set,
which ensures that the more accurate models are given
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Table 1
Experimental results of the proposed methods for Evaluation
Dataset.

Threshold (T) F1-score
ResNet101 0.55 0.6578
ResNet101-TFT 0.53 0.6831
ResNet101-TFT-FC 0.45 0.6996

/w mixup finetuning 0.45 0.7121
ResNet101-TFT-MF 0.50 0.6998

/w mixup finetuning 0.50 0.7136
Ensemble 0.47 0.7355

greater importance in the final prediction. we add a small
constant 𝜖 to prevent the possibility of a zero-weighted
prediction. A regularization parameter 𝜆 that controls
the strength of the L2 regularization is applied to help
to prevent any one weight from dominating the final
prediction. This weighting scheme allows us to effec-
tively leverage the strengths of individual models while
mitigating the impact of potential biases or errors that
may be present in any single model. The use of weighted
averaging represents a powerful technique for model en-
semble that can improve the accuracy and robustness of
our proposed deepfake AR system.

4. Result & Discussion
Table 1 presents the experimental results of various deep-
fake algorithm recognition systems using the F1-score
metric, the threshold column in the table denotes the
value at which the model achieves the best performance
on the evaluation set, the model’s performance declines
when the threshold exceeds or falls below this optimal
value, as an example is shown in Figure 4. Two ResNet101
variants, ResNet101-TFT-FC and ResNet101-TFT-MF, are
exploited with different feature combination techniques:
feature concatenation (FC) and multi-channel represen-
tation fusion (MF), respectively, using the Temporal-
Frequency Transformer (TFT) module.

The results indicate that the inclusion of the Temporal-
Frequency Transformer (TFT) module in ResNet101 en-
hances the system’s capability, and the utilization of fea-
ture combination techniques provides additional benefits.
Applying the mixup finetune strategy improves the per-
formance of both variants, which aligns with the percep-
tion of AR as a content-invariant classification task. The
ensemble method, which uses weighted averaging of the
outputs of ResNet101-TFT-FC and ResNet101-TFT-MF
with mixup finetuning, achieves the best performance,
with an F1-score of 0.7355.
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Figure 4: F1 score of ResNet101-TFT-MF on the evaluation
set under different threshold T conditions.

5. Conclusion
In this report, we introduce the NPU-ASLP system for
the Deepfake Algorithm Recognition task in the Audio
Deepfake Detection Challenge. The main contributions
of our method are data augmentation, a more powerful
model architecture with the TFT module and the applica-
tion of pre-trained WavLM, content-invariant finetuning
strategy, and model ensemble. The experimental results
show that the proposed system achieves an F1-score of
0.7355 on the evaluation set and attains fourth place in
the challenge.
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