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Abstract
Fake audio detection is an important research area to prevent the misuse of speech synthesis and voice conversion technologies.
While progress has been made in detecting partially fake audio at the utterance level, accurately locating the manipulation
region at the segment level remains challenging. Aiming to promote the development of manipulation region location of
partially fake audio, ADD 2023 is organized and Track 2 seeks to locate the fake clips. This paper introduces our system
submitted to ADD 2023 Track 2, combining AASIST-based and Wav2Vec2-based subsystems through multi-grained backend
fusion. With the proposed method, the bias of AASIST towards fake class, and Wav2Vec2 towards genuine class are mitigated.
Our system achieves a 𝑆𝑐𝑜𝑟𝑒 of 59.12%, a 40.7% increase compared to the best baseline system in this paper.
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1. Introduction
The advancement of speech synthesis and voice con-
version(VC) technologies has significantly enhanced the
quality and naturalness of synthesized speech [1, 2, 3, 4].
However, an issue of potential technology abuse such as
telecom fraud may be brought up. Consequently, there
is a growing concern about fake audio detection(FAD),
where the synthesized audio for inappropriate uses is
defined as fake audio or spoofing attacks.

The Asvspoof challenges have gathered attention from
researchers who aim to protect automatic speaker veri-
fication(ASV) systems from spoofing attacks, [5, 6, 7, 8].
The Asvspoof 2015, 2017 and 2019 focused on the log-
ical access(LA) task, physical access(PA) task or both.
The LA task involved detecting spoofing audio gener-
ated by statistical or neural text-to-speech(TTS) and VC
methods, While the PA task aimed to distinguish replay
audio implemented in various simulated acoustic envi-
ronments. In Asvspoof 2021, a new deepfake track was
introduced to detect compressed manipulated audio, aim-
ing to enhance system robustness. Furthermore, the
spoofing-aware speaker verification(SASV) challenge in
2022 attempted to jointly optimize FAD and ASV systems
instead of utilizing a FAD system as a gate to start the
ASV system[9]. Among these challenges, ResNet-based
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frameworks[10] have been widely adopted in ASVspoof
challenges [11, 12], and the AASIST[13] was served as
a baseline model and employed by several top-ranked
participants in SASV 2022 who would like to achieve a
low equal error rate of FAD[14, 15, 16, 17].

Previous challenges have primarily focused on detect-
ing fully fake audio at the utterance level, without ad-
dressing realistic scenarios involving partially fake au-
dio. Partially fake audio refers to fake audio with small
fake clips hidden in genuine speech audio[18, 19]. To
address this gap, ADD challenges are launched to encour-
age researchers to explore new frameworks for detecting
partially fake audio[20, 21]. In ADD 2022(Audio Deep
Synthesis Detection Challenge), Track 2 targeted at de-
tecting partially fake audio at the utterance level. In ADD
2023(Audio Deepfake Detection Challenge), the goal of
Track 2 is localizing manipulated clips within a speech
sentence. In ADD 2022 Track 2, the best partially FAD
system at the utterance level is based on pretrained self-
supervised Wav2Vec2[22, 23], but it fails to spot fake
clips[24]. On the other hand, methods focusing on the
frame-wisely boundary detection of manipulated clips
have shown capability in locating fake clips [25, 26].

This paper presents our system for the manipulation
region location of partially fake audio in ADD 2023 Track
2. The backend fused system combines AASIST for de-
tecting fake audio at the utterance level, and Wav2Vec2
at the frame level. The main contribution of this paper
is the proposal of multi-grained backend fusion, which
aims to mitigate the biases of AASIST towards fake audio
and Wav2Vec2 towards genuine audio. Our submitted
system achieves a 𝑆𝑐𝑜𝑟𝑒 of 59.12%, a relative increase of
40.7% compared to the best baseline system.
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Figure 1: The overview of our proposed system. (a) AASIST-based subsystem at the utterance level. (b) Wav2Vec2-based
subsystem at the frame level. (c) Manipulation region location system. (d) FAD system at the utterance level.

The rest of this paper is as follows. The proposed
method is described in Section 2. Section 3 details the
experiment settings. Experimental results and analysis
are discussed in Section 4. Finally, Section 5 concludes
the paper.

2. Method

2.1. Task Definition
FAD at the utterance level is a binary classification task
to detect if a sentence is genuine or fake. In contrast,
manipulation region location identifies fake segments at
a finer granularity. In Track 2 of ADD 2023, the duration
of each segment is 10ms. Therefore, given an utterance𝑋
with 𝑁 segments, represented as 𝑋 = [𝑥1, 𝑥2, ..., 𝑥𝑁 ],
the output at the utterance level should be 𝑦𝑠𝑒𝑛 ∈ {0, 1},
while the output at the segment level is a vector y𝑠𝑒𝑔 =
[𝑦1, 𝑦2, ..., 𝑦𝑁 ] ∈ {0, 1}𝑁 , where 0 denotes fake and 1
denotes genuine. Besides, since the duration of segments
is similar to that of a frame commonly used in speech
processing, models generating frame outputs can be used
to detect segments.

2.2. Proposed System
Figure 1 shows an overview of our proposed system. It
comprises subsystems, namely AASIST for utterance-
level FAD and Wav2Vec2 for frame-level analysis. The
final results at different levels are obtained by the fusion
of multi-grained outputs from subsystems.

2.2.1. Subsystems

AASIST-based subsystem at the utterance level
AASIST is an end-to-end architecture based on graph
attention network, proposed to detect different spoofing
attacks[13]. The raw waveform is adopted as input, with
a minimum of 64,600 samples, about 4s at a sampling rate
of 16kHz. While the original AASIST aims to classify
genuine and spoofed utterances with a binary classifier1,
the classifier is replaced by a 5-class FC(fully connected)
layer to detect 4 types of fake audio along with a genuine
class. In the training and development set of ADD 2023
Track 2, we refer to the 4 fake forms as Fake01, Fake101,
Fake10 and Fake0, where 0 denotes the presence of ma-
nipulated fake clips. Finally, the logits of the last FC layer
are fed into a softmax function.

Wav2Vec2-based subsystem at the frame level To
address the limitation of AASIST in fake clips location,
Wav2Vec2-based subsystem is employed to determine the
authenticity of each frame. A self-supervised pretrained
model called XLS-R-300M with 300M parameters is uti-
lized to capture contextualized acoustic representations
2[23]. Similar to AASIST, Wav2Vec2 also takes the raw
waveform as input. It generates frame representations
at a hop length of 20ms, with each frame length 25ms,
given an input sampling rate of 16kHz. The last hidden
output of Wav2Vec2 is passed through a dropout layer,
followed by a binary linear layer for frame classification.

1https://github.com/clovaai/aasist
2https://huggingface.co/facebook/Wav2Vec2-xls-r-300m
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Table 1
The statistics of datasets in ADD 2023 Track 2.

Name Genuine Fake Total
Fake01 Fake101 Fake10 Fake0 Sum

Train 26554 8487 14319 2547 1185 26538 53092
Develop 8913 2890 4751 839 430 8910 17823
Test - - - - - - 50000

2.2.2. Multi-grained Backend Fusion

Manipulation region location system As depicted
in Figure 1(c), the manipulation region location system
consists of an AASIST-based subsystem and a Wav2Vec2-
based subsystem. By fusing multi-grained results from
these subsystems, the system aims to mitigate biases
observed in experiments detailed in Section 4. The align-
ment of utterance results to frame level involves two main
steps. Firstly, probabilities of all types of fake audio are
summed, converting the 5-class to binary classification.
Then the binary classification outputs at the utterance
level are expanded along the time domain to match the
number of frames in Wav2Vec2 outputs. The expanded
utterance outputs with frame outputs are combined by
weighted fusion, and the argmax function is applied to
determine the authenticity of each frame.

FAD system at the utterance level To enhance sen-
tence accuracy, average fusion of AASIST models trained
on different datasets is utilized. The averaged utterance
result is then fused with the frame output of a Wav2Vec2-
based subsystem. Following the definition in ADD 2023,
if any frame is identified as fake, the label of fake is as-
signed to the entire utterance. Only when all frames are
classified as genuine, the utterance is labeled as genuine.

3. Experiment Settings

3.1. Data Preparation
Various datasets are used for training. The sampling rate
of all data is 16kHz. The details of the datasets provided
by ADD 2023 Track 2 are presented in Table 1. This
includes a train set used for model fitting, a develop-
ment set used for an early stop during training, and a
test set whose labels are unknown, and used to evalu-
ate the FAD system. The distributions of genuine and
fake utterances in both train set and development set are
balanced, However, the percentages of each fake type
vary, with Fake101 being the majority, and Fake0 being
the minority. To enhance the generalization capability of
our system, new training data is constructed as outlined
in Table 2. The RS represents the individual genuine sen-
tences obtained by splitting continuous real segments
from each genuine or partially fake sentence in the train

set. The FS denotes fake sentences generated by splitting
continuous fake clips from each fake sentence in the train
set. Three traditional vocoders, namely GL(griffin-Lim)
3 [27], Straight 4 [28] and World 5 [29] are employed to
synthesize fake audio from the real segments of RS. Addi-
tionally, utterances in MidAug are created by randomly
inserting newly constructed fake clips into the audio of
RS. In MidAug, the duration range of fake clips is [0.2s,
3s], and any utterances shorter than 0.2s are discarded.

Table 2
Constructed Train Data.

Name Label Total
RS Genuine 66226
FS Fake0 26538
GL Fake0 66226
Straight Fake0 6352
World Fake0 2390
MidAug Fake101 51907

During training, Online data augmentation is em-
ployed. The MUSAN dataset[30] is utilized to add
background noise with noise and music, while the RIR
database[31] is used to simulate reverberation. Dynamic
padding is applied. Additionally, the duration of audio is
fixed to 5s during the training of AASIST, whereas the
full length when testing. For Wav2Vec2, 4s is mainly
employed as the maximum duration both for training
and testing.

3.2. Training
The system is mainly built on top of [32] and each model
is trained on an Nvidia 3090 GPU card. Cross entropy is
adopted as loss function and Adam[33] as optimizer. The
train batch size is 16. Baseline subsystems are trained
with the train set from ADD 2023 Track 2 with max epoch
50. The initial learning rate is 1e-3, and it decreases
by 5% after every epoch. To quickly converge to new
data, we finetune the baseline models with lowest loss
on development set for another 20 epochs. The finetune
learning rate starts from 1e-4.

3https://librosa.org/doc/main/generated/librosa.griffinlim.html
4https://github.com/HidekiKawahara/legacy_STRAIGHT
5http://www.isc.meiji.ac.jp/ mmorise/world/english/download.html
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Table 3
Experimental Results. Str. is the abbreviation of Straight, andWor. is World.

Model Name Train set/Fused System 𝐴𝑠𝑒𝑛(%) 𝑃𝑠𝑒𝑔(%) 𝑅𝑠𝑒𝑔(%) 𝐹1𝑠𝑒𝑔(%) Score(%)

AASIST B1 train 67.54 20.87 60.90 31.09 42.02
A1 +FS 58.87 21.71 48.07 29.91 38.60
A2 +GL 55.23 20.64 40.03 27.23 35.63
A3 +Straight 67.64 21.99 85.44 34.98 44.78
A4 +World 51.58 22.02 32.02 26.10 33.74
A5 +FS+GL+Str. 67.92 21.53 89.96 34.74 44.69
A6 +FS+GL+Str.+Wor. 69.73 21.93 84.30 34.80 45.28
A7 +RS 59.15 21.91 33.33 26.44 36.25
A8 +MidAug 68.80 21.32 69.28 32.61 43.47
A9 +FS+GL+Str.+RS+MidAug 72.48 21.22 92.10 34.49 45.88
A10 +FS+GL+Str.+Wor.+RS+MidAug 72.61 21.54 94.13 35.05 46.32

Fusion FA1 (A10, A9) 72.68 21.30 93.75 34.71 46.10
FA2 (A10, A9, A6) 72.86 21.42 92.58 34.79 46.21
FA3 (A10, A9, A6, A8) 73.36 21.51 91.85 34.85 46.40
FA4 (A10, A9, A6, A8, A5) 72.68 21.52 91.77 34.87 46.21
FA5 (A10, A9, A6, A8, A5, A3) 70.42 21.85 89.09 35.09 45.69
FA6 (A10, A9, A6, A8, A5, A3, B1) 70.48 21.87 88.27 35.06 45.69

Wav2Vec2 B2 train 45.33 62.02 5.83 10.66 21.06
W1 +MidAug 54.03 75.95 16.83 27.56 35.50
W2 +FS+GL+Str.+Wor.+RS+MidAug 58.10 67.99 22.33 33.62 40.96

Fusion FW1 (W1, W2) 54.30 81.43 16.76 27.79 35.75

Multi-grained B3 0.91*B1+0.09*B2 49.48 28.71 29.28 28.99 35.14
Backend FS1 0.90*A10+0.10*FW1 58.51 40.82 54.37 46.63 50.19
Fusion FS2 0.90*A10+0.10*W1 74.50 45.23 60.77 51.86 58.65

FS3 0.85*A10+0.15*W2 71.37 47.97 58.04 52.53 58.18
FS4 0.90*FA1+0.10*FW1 58.89 42.52 51.18 46.45 50.18
FS5 0.91*FA1+0.09*W1 74.52 42.19 63.70 50.76 57.89
FS6 0.85*FA1+0.15*W2 71.36 48.51 55.70 51.86 57.71
FS7 0.90*FA3+0.10*FW1 59.47 42.81 52.39 47.12 50.82
FS8 0.90*FA3+0.10*W1 73.50 47.87 55.80 51.54 58.13
FS9 0.85*FA3+0.15*W2 70.78 49.82 53.98 51.81 57.50

3.3. Evaluation Metrics
The sentence accuracy(𝐴𝑠𝑒𝑛) and segment F1
score(𝐹1𝑠𝑒𝑔) are simultaneously adopted as eval-
uation metrics for ADD 2023 Track 2. Taking fake as
positive and genuine as negative, 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃 , 𝐹𝑁 are
the numbers of true positive, true negative, false positive,
false negative samples.

At the utterance level, 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃 , 𝐹𝑁 samples
denote utterances, 𝐴𝑠𝑒𝑛 is defined as

𝐴𝑠𝑒𝑛 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
. (1)

The metrics at the segment level aim to measure the
ability of models to correctly identify fake clips from fake
audio[21], including𝑃𝑠𝑒𝑔 for segment precision, 𝑅𝑠𝑒𝑔 for
segment recall, and 𝐹1𝑠𝑒𝑔 for F1 score, they are defined
as follows:

𝑃𝑠𝑒𝑔 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2)

𝑅𝑠𝑒𝑔 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3)

𝐹1𝑠𝑒𝑔 =
2𝑃𝑅

𝑃 +𝑅
(4)

where 𝑇𝑃 , 𝐹𝑃 and 𝐹𝑁 samples denote segments.
The final 𝑆𝑐𝑜𝑟𝑒 of ADD 2023 Track 2 is defined as

𝑆𝑐𝑜𝑟𝑒 = 0.3×𝐴𝑠𝑒𝑛 + 0.7× 𝐹1𝑠𝑒𝑔. (5)

4. Results and Analysis
Table 3 presents the experimental results of the proposed
systems. Baselines B1, B2 are AASIST and Wav2Vec2
trained with the train set of ADD 2023 Track 2 respec-
tively. A1-A10 are AASIST trained with the constructed
data in Table 2 in addition to the train set. FA1-FA6 repre-
sent the results of fusing probabilities of AASIST model
at the utterance level, where the subsystems are chosen
based on the sorted 𝐴𝑠𝑒𝑛. W1 and W2 are Wav2Vec2
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trained with additional constructed data. The number of
Wav2Vec2 experiments is limited due to the unacceptable
training and evaluation time. FW1 is the result of average
fusion of Wav2Vec2 at the frame level. B3 and FS1-FS9
are the results of fused systems shown in Figure 1 (b)
and (c), where B3 is a baseline, and AASISTs are chosen
based on 𝐴𝑠𝑒𝑛 and 𝑅𝑠𝑒𝑔 , Wav2Vec2 based on 𝑃𝑠𝑒𝑔 . The
weighted fusion factors of each subsystem are provided.

Baselines. Comparing the results obtained from B1
and B2, it can be observed that AASIST performs better
in terms of 𝐴𝑠𝑒𝑛 and 𝑅𝑠𝑒𝑔 , while Wav2Vec2 achieves
a higher score in 𝑃𝑠𝑒𝑔 . The reason may be AASIST at
the utterance level tends to use global information and
the process of transforming utterance to frame outputs
of AASIST makes fake segments majority, leading to
misidentification of genuine segments. Conversely, as
the genuine segments are the majority in the train set,
Wav2Vec2 at the frame level has a bias to the genuine
class. To address the biases in AASIST and Wav2Vec2, B3
utilizes multi-grained fusion. Although most metrics in
B1, and 𝑃𝑠𝑒𝑔 in B2 decrease, the 𝑅𝑠𝑒𝑔 improves relatively
402.2% compared to B2, and𝑃𝑠𝑒𝑔 by 37.6% to B1, revealing
the deviations of AASIST towards fake, and Wav2Vec2
towards genuine are lessened to some extent.
AASIST. When only one kind of constructed data is

added to the train set, A3 with Straight exhibits a notable
improvement in 𝑅𝑠𝑒𝑔 , a relative 47.7% increase compared
to B1. The highest 𝑅𝑠𝑒𝑔 94.13% is achieved by A10, indi-
cating that the generalization can be improved by using
all train data. Finally, through the fusion of top-ranked
𝐴𝑠𝑒𝑛 AASIST subsystems, the 𝐴𝑠𝑒𝑛 rises to 73.36% in
FA3, 𝑃𝑠𝑒𝑔 to 21.87% in FA6, 𝐹1𝑠𝑒𝑔 to 35.09% in FA5, and
46.40% in FA3.

Wav2Vec2. When all available data is utilized in W2,
there is an improvement in all metrics compared to B2,
with a growth of 28.2% in 𝐴𝑠𝑒𝑛, 9.6% in 𝑃𝑠𝑒𝑔 , 283.0% in
𝑅𝑠𝑒𝑔 , 215.4% in 𝐹1𝑠𝑒𝑔 , 94.5% in 𝑆𝑐𝑜𝑟𝑒. The highest 𝑃𝑠𝑒𝑔

81.43% is achieved by combining W1 and W2 in FW1.
Multi-grained Backend Fusion. Having discussed

in Baselines, though the performance of AASIST and
Wav2Vec2 is improved by adding more constructed data
or fusing subsystems separately, there remain biases for
AASIST towards fake and Wav2Vec2 towards genuine.
The selection of top-performing subsystems aims to mit-
igate the biases by multi-grained backend fusion. How-
ever, it can be observed that the adoption of FW1 such
as FS7 with a 𝑆𝑐𝑜𝑟𝑒 of 50.18% performs inferior to the
fused systems with a single Wav2Vec2. This could be at-
tributed to the decrease in 𝑅𝑠𝑒𝑔 , as the confidence of real
segments generated by fused Wav2Vec2 increases. Ad-
ditionally, as shown in Table 3, the best 𝐹1𝑠𝑒𝑔 of 52.35%
is achieved by combining A10 and W2, both are single
subsystems trained with all data, indicating the impor-
tance of model generalization. Conversely, the best 𝐴𝑠𝑒𝑛

is acquired in FS5, with a relatively high 𝑅𝑠𝑒𝑔 of 63.70%

in FS1-FS9, suggesting the significance to recognize fake
audio when evaluating. The best𝑆𝑐𝑜𝑟𝑒 of 58.65% of a sys-
tem is obtained in FS2, with a balanced 𝐴𝑠𝑒𝑛 and 𝐹1𝑠𝑒𝑔 ,
Finally, the submitted results for ADD 2023 Track2 utilize
the results of FS5 at the utterance level, and FS3 at the
segment level, achieving a 𝑆𝑐𝑜𝑟𝑒 of 59.12%.

5. Conclusions
In this paper, a system based on multi-grained backend
fusion is proposed to locate the manipulation region. The
performance is improved with the proposed system by
mitigating the biases brought by AASIST at the utter-
ance level and Wav2Vec2 at the frame level. Our method
achieves an 𝐴𝑠𝑒𝑛 of 74.52%, a 𝐹1𝑠𝑒𝑔 of 52.53%, and the
final 𝑆𝑐𝑜𝑟𝑒 is 59.12%. Compared to the best baseline
system B1 with a 𝑆𝑐𝑜𝑟𝑒 of 42.02%, the proposed system
achieves a relative improvement of 40.7%.
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