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Abstract
Predictive Maintenance (PredM) is a vital concept within Industry 4.0, focusing on proactive machine maintenance
through analysis of sensor data to uphold quality standards and prevent downtime. PredM traditionally employs
data analysis methods or Machine Learning (ML) algorithms for anomaly detection in time series data from
sensors. Despite ample error-free data, the occurrence of errors is rare. Case-Based Reasoning (CBR) offers an
adaptive artificial intelligence approach effective in domains with limited fault data. The sub-research area of
Temporal Case-Based Reasoning (TCBR) explores the processing of time series data based on CBR methods.
Integrating TCBR methods into PredM leverages human involvement, addressing data privacy concerns and
facilitating knowledge transfer. While the retrieval in TCBR has already been investigated, the adaptation of the
time series contained in the retrieval results has not yet been considered. On this basis, however, it is possible to
determine the further course of the time series as an alternative to ML prediction approaches. For the PredM use
case with rare fault data, it is important to determine the further course of the time series and how much time
remains before a possible fault case occurs. This research summary therefore investigates a hybrid CBR approach
that uses deep learning methods like transformers for adaptation. The aim is to predict the course of a time series
as accurately as possible, which is evaluated for the PredM use case. Such a hybrid CBR model should also extend
an explanatory component for the predicted time series.
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1. Introduction

Predictive Maintenance (PredM) is a concept in the context of Industry 4.0 that aims to analyze machine
and production data to proactively take care of machines [1, 2]. The aim is to prevent the occurrence of
failures that could lead to breakdowns, downtimes, or safety concerns by identifying them in advance
using analysis methods. Traditionally, Machine Learning (ML) methods are used for data analysis to
detect PredM issues [3], such as remaining useful lifetime, fault diagnosis and fault prediction [4]. This
analysis is based on the available data measured by the sensors. These are collected over a time period
so that they are available in the form of time series [5]. Such a time series can be used to track the
course of the fault in the use case of PredM. A model that describes this progression is the pf curve [6].
This is a concept which, in the context of PredM, shows the different phases of the service life of a
system. The proactive phase ends at a point (p) at which the existence of a fault can be determined for
the first time. From this point, an interval begins that ends with the occurrence of the error (point f),
after which the error has serious consequences such as a production stoppage. During this interval, the
fault can be addressed and rectified so that a system failure can be prevented. Once a fault has been
identified and classified, it is uncertain how far away the current time point is from the upcoming point
the error will occur. To estimate this, the further course of the time series must be predicted. Common
methods for predicting time series also originate from the ML methodology [7, 8].

Deep Learning (DL) is a sub research area of the data-driven ML methodology that enables automat-
ically learning by using neural networks [3]. The DL methods require sufficiently large data sets to
be trained on them. However, the availability of this data poses a challenge in the PredM domain [2].
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Although a lot of data is available, these data sets are usually unbalanced, as there is a lot of good data
but only a little fault data available. For this reason, the application of DL methods in this domain
is often limited to pure anomaly detection. The integration of domain knowledge based on which
further failure relevant information can be derived in DL methods requires high effort. Therefore,
instead of a data-driven Artificial Intelligence (AI) method, the usage of a knowledge-driven approach is
suitable where this data is available by default. Case-Based Reasoning (CBR) [9, 10] is such an adaptive
technique that is based on previous experience and reuses their knowledge for new problem-solving
situations. Instead of attempting generalization based on the limited data, experiences are directly
reused [11]. This makes the application of CBR suitable for domains in which only little empirical
knowledge is available, as in the PredM use case. Like the DL methods, CBR can support the human
in the loop [12] in analyzing the PredM faults. In contrast to the use of neural networks, however,
CBR offers a fundamental explanation by solving problems based on past problems contained in a
case [13]. This enables a domain expert to understand why a fault could be found in a new time series.
Furthermore, the transfer of a developed CBR approach to other domains is more easily, by using
approaches of abstraction [14] or generalization [15]. Such a transfer enables models to be passed on
without sharing the underlying data, which is particularly advantageous in the industrial context due
to protected production knowledge and desired data privacy [16].

Addressing domains such as PredM where time series data is processed is investigated in the sub-
research area of Temporal Case-Based Reasoning (TCBR) [17, 18]. There is examined how temporal
relationships can be expressed in cases and extended with further domain knowledge. While the
retrieval phase has already been investigated in the TCBR area [5], only a few works [19, 20] address
the reuse phase and the associated adaptation of time series. A use case for this adaptation of time
series in CBR occurs in the PredM context of the further prediction of time series and an approximation
to the pf curve. DL methods also exist for this purpose, but their functionality is limited due to the
limited data available, and also take little or no domain knowledge into account.

For this purpose, an adaptation can be carried out based on the most similar cases identified in the
retrieval to predict the further course of the time series on this basis. A DL procedure that works on the
time series available in the most similar cases like transformers [21] can again be integrated into the
CBR system as a methodology for this. Such techniques can be applied for the adjustment of time series
so that one time series is transformed into another, considering the other case attributes and possible
dependencies within the case (cf. [22]). The training can be carried out based on all available time series
that are to be transformed into another, so that a sufficient amount of necessary data can be made
available for this DL method. By integrating such a model, a hybrid CBR approach is to be explored.
Hybrid AI describes a system that consists of several subsystems that together form an intelligent
system [19]. Thus, the hybrid CBR approach should include the phases of the CBR cycle [9] with focus
on case adaptation. For the use case of PredM, a hybrid CBR method is developed that first classifies an
error case and predicts the further course of the time series based on this experience. To evaluate the
suitability of the adaptation in the revise phase, this CBR approach should also provide an explanatory
component. This increases transparency of the prediction and therefore enables experts to understand
the suggested further course of the time series.

To introduce the idea and approach for this contribution, the reminder of this paper is as follows: in
Sect. 2 the overall objective of this PhD thesis is specified and divided into three research questions.
The methodology for addressing the overall contribution as well as the individual research questions
is presented in Sect. 3, where research artifacts are derived. In Sect. 4, a conclusion is drawn and the
current progress in the processing of these artifacts is presented.

2. Aims and Research Questions

Based on the described problem, the following objective for this PhD thesis results: A hybrid CBR
approach is to be investigated, which uses DL methods to enable time series adaptation for the PredM
use case. This hybrid system should be based on the current state of research and, if possible, supplies
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an equal or even better performance than pure DL models. As a further improvement, the approach
to be researched should offer explainability to provide comprehensible results. The following three
Research Questions (RQs) arise from this objective:

RQ1: What is the current state of research in the field of TCBR? What related work exists on DL for
time series prediction or their adaptation?

This question aims at identifying the state-of-the-art in the research area of TCBR and giving an
overview of already explored approaches. In particular, existing approaches that can be used or extended
for the PredM use case are investigated. Likewise, the state-of-the-art of DL methods is examined.

RQ2: How can case knowledge be adapted in TCBR to make the best possible prediction of the further
course of a time series in the reuse phase?

The aim of this question is using adaptation to predict the further course of the time series as
accurately as possible based on the most similar cases identified in the retrieval. The result of this
adaptation should enable to approach the phase of the pf curve for the PredM use case and how close
a fault is. As no traditional adaptation methods are suitable for this, research is needed into how DL
methods can be integrated into the adaptation phase in such a way that the most accurate prediction
possible is made. In addition to reuse, this question also addresses the retain phase by investigating the
learning adaptation knowledge.

RQ3: How can an explanation of the results of the hybrid CBR system be provided that enables domain
experts in the revise phase to understand the adaptation result?

This question addresses the research area of explainable AI and the specific field of Explainable
Case-Based Reasoning (XCBR) [23], with the objective to increase the explanation of the results of a CBR
system by investigating different aspects of the explanation [13]. This should provide a transparent
understanding of the predicted time series by the CBR system and therefore, strengthen confidence in
its correctness.

3. Methodology and Research Artifacts

The Design Science Research (DSR) methodology according to Hevner [24] is used as the overarching
methodology of this PhD thesis, based on which research artifacts are created and validated. The
overall problem definition is already established in the context of this contribution, by PredM being
addressed as the domain. A major issue in this context is the origin of suitable fault data. This can be
provided by the Fischertechnik Smart Factory from the Internet of Things (IoT) Lab Trier1 [25]. Suitable
data for this use case is already collected as part of preliminary work [2], which this thesis is building
upon, and can be additionally generated if necessary. Based on the DSR methodology, new knowledge
should always build on existing knowledge available in the knowledge base. In addition, problems and
opportunities must be named, which is only partially done by the use case of the PredM. Accordingly,
these areas are to be filled by a literature study on preliminary work in TCBR as well as on DL for time
series according to RQ1. This study is conducted using established methodologies [26, 27, 28]. This
lays the foundation for creating the hybrid CBR system by extending established approaches within
the scope of this work and provides the answer for RQ1. In addition, the technical realization for the
prototypical implementation and evaluation of the artifacts are performed based on the CBR framework
ProCAKE [29]. This already supports a representation and similarity measures for temporal cases [30],
which are extended in the context of this work. The CBR applications created with this framework as
part of the research artifacts will also be published.

In the following is described which Research Artifacts (RAs) address the research questions presented
in Sect. 2 and the methodology used to investigate them.

1https://iot.uni-trier.de/
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RA1 – Hybrid CBR Adaptation Method for Predicting the Further Course of the Time Series:
The modeling of the knowledge containers [31] of the vocabulary, the case base and the similarity
measures is investigated as part of the literature survey, on which this artifact is based. Suitable methods
for filling these knowledge containers for the PredM use case are already identified [5, 32, 33]. The
fourth container of adaptation knowledge is not yet considered in the preliminary work, which is why
it is aimed in the context of RQ2. Since traditional methods reach their limits here, as with the similarity
measures [32], DL methods can also be used. Based on the results of the retrieval, the fault classification
as well as the set of most similar cases are available. The time series contained therein are to be adapted
in the reuse phase in such a way that the further course of the time series of the new problem can be
predicted as well as possible. For this purpose, DL methods, like transformers [21], are investigated
that adapt a prediction based on the most similar cases.

Similar approaches already deal with adaptive forecasting models [7]. In contrast to most ML
research, in this hybrid CBR system the models are not adapted themselves, but the most similar time
series are adapted for the new problem. A related approach by Corchado and Lees [19, 20] learns an
adaptation in a hybrid CBR system with a neural network based on the most similar cases. Methods
such as this are examined in this artifact, as well as possible other suitable approaches. Here again, the
similar methods already collected in the literature review are used as a basis. Based on requirements for
the use case of time series prediction in PredM, these are evaluated, and the best possible methods are
prototypically evaluated in ProCAKE. To do this in the CBR framework, the related DL-based retrieval
approaches [32] must first be made available there, so that the classification on which the adaptation is
based is available as the first result of the reuse phase. Depending on the scope of this integration, this
may result in a separate artifact. Based on the prototypical implementation of the complete hybrid CBR
approach, this is evaluated based on the test data, e.g., by cross-validation. Depending on the quality of
the results, it may be investigated whether an adaptation-guided retrieval can improve the results [34].
The methods are then compared with common ML models for time series prediction [7, 8] as a baseline.
The criteria used to assess the quality of the results in the PredM use case will also be investigated on
literature basis [35].

RA2 – Integrated Explanation Component: This artifact addresses the XCBR target of the justifi-
cation [13] for the hybrid CBR approach investigated in RA1. The intention is to explain how a CBR
application achieved a specific response. This means that the similarity value and how it came about
should be explained, as well as the adaptation steps carried out and why these were selected. The
problem of explainability is already a research subject for traditional CBR applications [23], although
the CBR methodology offers a basic explanation in itself through the reuse of past cases [13]. The
integration of DL methods in both the retrieval and reuse phases increases the need for explanation
for this hybrid system to ensure that domain experts have confidence in the predicted time series
and thus in the predicted time points. Therefore, a combined approach that explains both, hybrid
similarity calculation and hybrid adaptation, needs to be explored in the context of RQ3. To investigate
this, the state-of-the-art for explanations in CBR as well as for DL methods must first be examined,
and an explanatory approach selected based on requirements. In preliminary work, visualizations
for structural [36] and process-oriented cases [37] are already examined to explain the similarity cal-
culation. Such approaches can be transferred to the time series retrieval and extended for the reuse
phase. These may be combined with suitable explanation methods for DL approaches [38], such as for
transformers [39]. To evaluate the developed methods for their suitability, a requirements’ analysis is
carried out for the application area of TCBR and maybe also in particular for the PredM use case, based
on the literature results from the literature study. On this basis, suitable procedures are designed and
prototypically integrated into the ProCAKE framework. A user study will evaluate these implemented
approaches to show that this increases the explanation of the hybrid CBR system.
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4. Conclusion and Progress To Date

This paper presents a research summary of a PhD thesis that addresses the adaptation of time series by
using a hybrid CBR approach. The overall problem is motivated based on the use case of PredM. Since
this thesis is at an early stage, the three research questions and the identified two research artifacts are
presented, which will be addressed sequentially in future work. Within, a methodology for addressing
each research question is developed. At the time this work was submitted, the literature review was
already being processed and should be completed soon.
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