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Abstract
Case-Based Reasoning’s (CBR) ability to handle complex data is ideal for adding contextual information to images.
This work explores the idea of using hierarchical case structures to build contextual information about a given
image. Utilizing image tools that identify objects, this information can be stored concretely and abstractly in the
case base. The CBR system would store the relationship of past contexts to solve future contextual problems.
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1. Introduction

The primary objective of this research is to establish that captured cases from prior detection episodes
can be used to provide contextual information to increase accuracy of object detection in images.
Case-Based Reasoning (CBR) (e.g., [1]) is well known for its strength in enabling reasoning in domains
for which rule-based analysis is difficult. This is achieved by identifying key problem features and using
them to retrieve relevant prior cases to apply to the new situation. As object detection may be done at
various levels of granularity, it is inherently hierarchical, motivating the use of Hierarchical CBR, which
uses a case structure that divides the cases up into more manageable subparts and in an abstraction
hierarchy [2].

Limited work has been done on CBR and image processing [3], but integrating CBR with deep
learning for object detection has been shown to be beneficial [4]. The primary motivation for capturing
the contextual information in an image through hierarchical case structures is to exploit combined
information from multiple information sources, including object recognition systems using deep learning.
This work will contribute to CBR by investigating the application in the machine vision area through
structural case representation.

2. Research Plan

This work investigates the application of CBR to the area of machine vision. The primary objective of
this research is to establish that captured cases from prior detection episodes can be used to provide
contextual information to increase accuracy of object detection in images. In addition to its contributions
to object detection in machine vision, the research will contribute in (1) developing new methods for
hierarchical structural case representation, (2) developing knowledge-based similarity assessment
criteria for images, and (3) developing new methods for similarity assessment in hierarchical contexts
with image data.

For this work, a detection episode can involve single or multiple image operations, such as providing
detection labels and pixel coordinates in the image. There are a variety of image operations that can be
done to determine the contents of an image. At this stage of the research, the current image operations
are object detection and image segmentation, with additional operations that are applicable in the future.
Object detection and image segmentation provide different data. For example, image segmentation can
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calculate the area of a segment versus the area of a rectangular bounding box. Eventually, meta-data
from images (i.e. location, angle) will be incorporated as well to provide context.

2.1. Research Objectives

Given the main objective described previously, several sub-objectives exist:

1. Developing new methods for hierarchical structural case representation. Traditionally,
there is a single case structure in CBR holding all the features (c.f., [2, 5]). Image data is rich with
features but this information cannot always be effectively captured in a flat structure or single
case. The context cases representing detection episodes will require hierarchical representation.
The reason we are using hierarchical representation for context in an image is to enable reasoning
about scene components at different level of granularity.
A Hierarchical CBR system is built of abstract and concrete cases in a tree-like structure [5]. The
detection episodes will be stored in the concrete cases. However, the detection episodes will have
to be massaged as a single type of concrete case cannot effectively contain the features. There
might be a need to have multiple concrete cases as sub-cases, due to the available features. Cases
involving only image segmentation might have more information (i.e. area, extent) than object
detection, since object detection defines a bounding box, but not the area of the object in the
bounding box. Within the CBR approach, ontologies will be used to determine relationships
between objects.

2. Developing knowledge-based similarity assessment criteria for images. In a naturally
occurring situation, certain objects may or may not commonly appear next to other objects.
Object sizes can be used to disambiguate different objects in an image. This is the knowledge
we want to store and retrieve. The similarity assessment will not only rely on the features,
but real-life connections and encoded inferences. Knowledge about the scene will be intensive,
initially starting off with hand-crafted knowledge and possibly eventually moving up to mining a
large language model for relations or information about the applicability of the relations.

3. Developing new methods for similarity assessment in hierarchical contexts with image
data. As mentioned previously, hierarchical case representations contain both abstract and
concrete cases. Similarity for hierarchical CBR requires traversing the tree structure and finding
the similarity between the problem case and the stored cases. The levels of abstraction influence
the similarity measurement. With the idea of multiple types of concrete cases, the similarity
metrics will have to contain appropriate knowledge to work with a variety of concrete cases.

Besides extracting information from the image, external knowledge can be applied in general. Objects
themselves have specific properties that can be encoded. By encoding these into the system, they are
easily applied to every relevant case and used in similarity assessment. One property would be an
object’s function: a vehicle (i.e. truck, car, van) can transport another object. A truck is an easy example
to see transporting (or object is in truck), but for the case of a car, the detector might see the person
(object) inside of the bounding box of the car, if the point of view is getting a side view into the vehicle
window. These three objects are unique vehicles, but at a higher level of abstraction are all vehicles.

2.2. Approach

Previous research on contextual detection utilizes more probability heavy ideas; Barnea and Ben-
Shahar [6] utilize the probability of an object occurring based on the location of objects present or not
present. Their goal is to calculate a new confidence of each detection at a given location based on the
probability of a given object appearing next to another (i.e., a keyboard appear near a monitor). Perko
and Leonardis [7] probability methods add contextual information to an image by utilizing a pre-defined
radius around a source object and the distance to surrounding objects from the source object (spatial
object co-occurrence). The authors aimed to have the system be able represent visual context, and
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combine this with object detection, utilizing context priors, feature maps, and local-appearance based
object detection.

The focus of the research is the construction of the hierarchical case structure and incorporating it
with the knowledge of detection episodes and encoded knowledge. Since the focus of this research is on
the development of CBR methods to assist with combining information, the image processing tools it
uses are “off-the-shelf" pre-trained models1(i.e., [8, 9]). By using the off-the-shelf models, one can have
a system in place to easily substitute in state-of-the-art models or models trained on specific domains.

In order to build the hierarchical cases, we have to understand what information is available from
imaging tools. Understanding the difference between object detection and image segmentation was
the first step. Without this information, fuller cases could not be built. These cases initially were built
off of models that perform object detection and image segmentation. The definition being used for
image segmentation refers to assigning a pixel to a class in the image leaving no pixel unlabelled [10].
The difference between the object detection and image segmentation is that the bounding box does
not provide the exact shape of the contained object where as the pixel map contours can be used to
calculate various properties (i.e., area, extent). The models being used were trained on the COCO-MS
dataset by the model creators [10].

In the COCO-MS dataset, object detection is used to identify “things" in an image whereas image
segmentation identifies “stuff" in the image. “Things" are identified as objects that have “a specific size
and shape", such as a cars or faces [11]. “Stuff" is identified as material “defined by a homogeneous
or repetitive pattern ... but has no specific or distinctive spatial extent or shade" [11]. Examples of
“stuff" are grass, buildings, or trees, which is better defined by image segmentation compared to object
detection. “Things" and “stuff" are not mutually exclusive as they can work in tandem with each other.
They can be combined to provide essential context in the image. One such example would be vehicles
(‘things’) can be found on a road (‘stuff’).

After collecting the information from the images, the hierarchical case structure needs to be con-
structed. The hierarchical case structure will be developed from the bottom up, starting with the
concrete cases. Construction of the abstractions can be accomplished through an object oriented design
approach [5]. This approach does not apply to the current state of research, as the research into planning
involved a robot completing a task, whereas the research here will focus on identification. As part of the
abstraction, external knowledge can be encoded. The encoding would capture relationships between
objects or reasons why objects would not be near each other in an image. One such example would be
a cell phone would not be near a car when the cell phone is the same size of a car in the image from a
drone’s view.

With the case hierarchy and external knowledge, one will have the context needed that leverages
the relationship between object and knowledge-based vision systems to improve the detection. Based
on relevant cases in the case hierarchy, as well as on external knowledge, the approach adjusts the
certainty values for predicted objects. To evaluate this approach, we will perform an ablation study by
removing some or all in various aspects: detectors used, detected object relationships, features, and
knowledge. Our plan for this stage is to use a single object detection model and image segmentation
model, whereas later iterations of the research will add additional models to incorporate in the case
information.

3. Progress Summary

The task domain for the project is to object identification in images collected from autonomous drones.
The images are taken from a drone looking down in the dataset VisDrone [12].

As stated earlier, in order to build the cases, we needed to know what information we could get
from off-the-shelf models. In Figure 1 are two images that have bounding boxes for object detection
and image segmentation, respectively. These images show a given source detection and the 9 nearest

1Models used were from HuggingFace.co
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detections. Image segmentation was converted from selected pixels to an overall bounding box in order
to maximize space and easily compare bounding boxes in object detection.

(a) Image Segmentation (b) Object Detection

Figure 1: Example image operations for Image Segmentation (Fig. 1a) and Object Detection (Fig. 1b). Noted in
the images are a source detection (red box) and nearest detections descending in colors.

The case structure can now be assembled, as the image segmentation data is available. The object
detection model being used provides a location in the image, a label, and a confidence score. Image
segmentation provides a mask representing the location in the image as contours. This is converted
to bounding box(es), a label, and a confidence score. Before the contours are converted to bounding
box(es), the following information can be calculated: area, extent, aspect ratio. At the moment, extent
and aspect ratio do not have a specific use but they are available for future use.

After successfully implementing the retrieval of information from object detection and image segmen-
tation models, implementation of the hierarchical case structure is the next step. With the information
from these models, concrete cases can be constructed. Once the idea of a concrete case is developed, ab-
straction levels can be determined. The abstraction can be transferred into an object-oriented language
in the form of inheritance [5].

In order to evaluate the effectiveness of the hierarchical case structure, multiple evaluation methods
will be applied, as well as conducting an ablation study [13]. For the ablation study, the components
that can be systematically removed would be features from the cases, level(s) of abstraction from the
hierarchy, relational connections, and detection episode information (i.e., only using image segment or
object detection). This should help show the strength of each piece in the overall structure. Additionally,
since the models are “off-the-shelf", the system can be compared with different models. By comparing
to different models, one would be able to see the system is not dependent on the model but uses it as a
tool. Ultimately, that could show that a specific domain can be substituted in outside of the drone view,
such as dash cam or animal identification in a forest.

4. Conclusion and Future Work

From the work completed in Section 3, the goal of integrating contextual information and assessing
proposed object detections and justify the assessments. The current project is at the stage of starting
the hierarchical case structure to be implemented. Once that has successfully been completed, the next
steps would be incorporating external knowledge. The external knowledge will be useful in finding
relationships between the cases and improving the similarity methods.

Following the use of external knowledge, making the hierarchical case representation approach
explainable will be the next logical avenue. The structure of cases is ripe for explanation of detection
decisions. Cases have been found to be a useful form in presenting explanations, as explored in a
human-subjects study [14]. With the context of what is happening in an image, the system’s explanation
would highlight why a detection is correct or incorrect. Visual Question Answering can benefit from
this approach, as it can provide relationships between items in an image[15]. The ability to explain
why a detection was identified as a given label will demonstrate the power of the contextual knowledge
in this approach.
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