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Abstract
This paper describes our NYCU-NLP system design for multi-author writing style analysis tasks of the PAN

Lab at CLEF 2024. We propose a unified architecture integrating transformer-based models with similarity
adjustments to identify author switches within a given multi-author document. We first fine-tune the RoBERTa,
DeBERTa and ERNIE transformers to detect differences in writing style in two given paragraphs. The output
prediction is then determined by the ensemble mechanism. We also use similarity adjustments to further enhance
multi-author analysis performance. The experimental data contains three difficulty levels to reflect simultaneous
changes of authorship and topic. Our submission achieved a macro F1-score of 0.964, 0.857 and 0.863 respectively
for the easy, medium and hard levels, ranking first and second, respectively for hard and medium levels out of 16
and 17 participating teams.
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1. Introduction

The PAN Lab hosts a series of shared tasks for digital text forensics [1]. Following the achievements
of the past Style Change Detection (SCD) tasks at the PAN Lab [2, 3], the goal of this multi-author
writing analysis task seeks to identify all positions of writing style change at the paragraph level within
a multi-authored document. Given a single document combined from separate comments by different
users from the Reddit, the developed system should determine at which positions the author changes
at three levels of difficulty: 1) Easy: the document contains multiple paragraphs on multiple topics; 2)
Medium: the paragraphs in the document contains fewer topics; and 3) Hard: the document consists of
multiple paragraphs on a single topic. All documents may contain an arbitrary number of style changes,
which only occur between paragraphs.

This paper describes our developed NYCU-NLP (National Yang Ming Chiao Tung University, Natural
Language Processing Lab) system. Our solution explores the use of three pre-trained transformers:
RoBERTa, DeBERTa and ERNIE, and then fine-tunes the downstream classification task for the detection
of changes to writing style. Finally, the system output is assembled using a majority voting-based
assembly mechanism. We also take advantage of the property that sentences belonging to the same topic
show greater similarity in the vector semantics space. We use the embedding similarity adjustments
to enhance prediction performance at easy and medium levels which include paragraphs on different
topics. Our final submission received macro F1-scores of 0.964, 0.857 and 0.863 respectively at the easy,
medium and hard levels. These results ranked our method first and second, respectively for the hard
and medium levels, out of 16 and 17 participating teams.

The rest of this paper is organized as follows. Section 2 reviews related studies. Section 3 describes
our proposed NYCU-NLP system. Section 4 presents evaluation results and performance comparisons.
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Conclusions are finally drawn in Section 5.

2. Related Work

The BERT transformer was used as the paragraph representation to train a random forest classifier
for the SCD task [4]. Siamese neural networks were used to measure the paragraph similarities and
identify authorship changes [5]. Individual transformers were trained independently and then assembled
together for the final authorship change prediction [6]. The SCD task was regarded as a natural language
inference task and solved using the DeBRETaV3 transformer [7]. A prompt-based approach was used
to train a transformer model for the SCD task[8]. RoBERTa, BERT, and ELECTRA transformers were
combined with a binary classification layer to solve the SCD task [9]. The SCD task was also regarded
as an authorship verification problem based on the term-document matrix [10]. The mT0-x1 was used
as the based teacher model to train the smaller student model based on the knowledge distillation
mechanism [11]. A comparative learning method was presented to train the DeBERTa transformer to
ensure paragraphs written by the same author are close in the semantic space [12].

In summary, using transformer-based models usually obtained promising results in the previous SCD
tasks. Therefore, this motivates us to explore how to use transformers more effectively to solve the
multi-author writing style analysis task at PAN-2024.

3. The NYCU-NLP System

Figure 1 shows our system architecture integrating transformers for multi-author writing style analysis,
comprised of three main parts: 1) pre-trained transformers; 2) an assembly mechanism; and 3) similarity
adjustments.

Figure 1: Our proposed NYCU-NLP system architecture

We first select the following transformers for multi-author writing style analysis:

• a Robust optimized BERT pre-training approach (RoBERTa) [13]
RoBERTa enhances BERT [14] by removing the next sentence prediction objective that simplifies
the training process, and using a dynamic masking strategy that improves model robustness.
Furthermore, RoBERTa benefits from training with significantly larger batch sizes, enhancing the
stability and effectiveness of the training process. These modifications result in a more robust



pre-trained language model that achieves superior performance on various natural language
processing tasks.

• Decoding-enhanced BERT with disentangled attention (DeBERTa) [15]
DeBERTa improves BERT [14] by using a disentangled attention mechanism and an enhanced
mask decoder. Each word is represented using content and position vectors and then disentangled
matrices are used to compute attention weights. In the enhanced mask decoder architecture,
absolute positions are used to predict the masked tokens for model pre-training.

• Enhanced Representation through Knowledge Integration (ERNIE) [16]
Inspired by the masking strategy of BERT [14], ERNIE is designed to learn language represen-
tations by entity-level masking and phrase-level masking. ERNIE 2.0 is an advanced version
of ERNIE [17], which uses continuous multitask learning and a variety of pre-training tasks to
enhance language comprehension. A continuous learning methodology is used to progressively
integrate multiple tasks, which allows the model to proceed without forgetting what it has learned
previously. In addition, ERNIE 2.0 proposes several new pre-training tasks, including word-aware,
structure-aware, and semantic-aware tasks to respectively capture lexical information, syntactic
information, and semantic information.

We fine-tune the language model of the individual pre-trained transformer and connected Multi-Layer
Perceptron (MLP) as a classifier. Each pair of consecutive paragraphs is used for fine-tuning, along with
its labeled classes (where ‘1’ means change and otherwise ‘0’). We then use a voting-based assembly
mechanism [18], which each transformer model makes an independent classification (i.e., a vote 0 or 1)
for each testing instance. The final system output is determined by a majority of votes.

We suggest that two paragraphs with a similar topic should obtain a higher embedding similarity.
Therefore, a multilingual LaBSE [19] embedding is used to represent each paragraph as a semantic
vector. We then measure the cosine similarity between two given paragraph embedding vectors. If the
similarity exceeds a predefined threshold, the topics of the two paragraphs should have a higher degree
of similarity. We modify the assembly prediction from 1 (change) to 0 based on an assumption that
paragraphs with similar topics usually reflect no change of author if the cosine similarity exceeds the
threshold. In addition, since the paragraphs of a document at the easy and medium levels may contain
a variety of topics, we only adopt this similarity adjustment mechanism at these two levels.

4. Evaluation

4.1. Data

The experimental datasets were mainly provided by task organizers [20]. Each level has 4,200 documents
for model training and 900 documents for system validation. We also use additional 4,2000 documents
each from the SCD-2023 task [3] to fine-tune the transformers for the medium and hard levels.

4.2. Settings

The pre-trained RoBERTa1, DeBERTa2, and ERNIE 2.03 models were downloaded from HuggingFace
[21]. All models were fine-tuned on a server using a Nvidia Titan RTX GPU (24GB memory). The
hyper-parameter values were optimized as follows: maximum sequence length of 256; learning rate
0.00005; dropout 0.25; epoch 10 and batch size 60. The LaBSE 4 was downloaded from TensorFlow Hub
and the similarity adjustment threshold was set to 0.8. The system was deployed on the TIRA platform
[22] to evaluate performance on the various difficulty levels using the macro-averaging F1-score.

1https://huggingface.co/roberta-base
2https://huggingface.co/microsoft/deberta-base
3https://huggingface.co/nghuyong/ernie-2.0-base-en
4https://tfhub.dev/google/LaBSE.
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4.3. Results

Table 1 shows the validation set results. Among individual transformer models, DeBERTa-v1 outper-
formed the other models at the easy and hard levels. At the medium level, ERNIE 2.0 outperformed
RoBERTa and DeBERTa. Our NYCU-NLP system used the assembly mechanism and similarity adjust-
ments to obtain the best detection performance.

Table 2 shows the test set results. Our NYCU-NLP system significantly outperformed the baseline
prediction for 1 or 0. We achieved a macro-averaging F1-score of 0.964 (ranking ninth of 17 systems) at
the easy level; while F1-scores of 0.857 and 0.863 respectively at the medium and hard levels ranked
first and second of 17 and 16 participating systems.

Table 1
Results of transformer models on the validation set.

Approach Easy level Medium level Hard level

RoBERTa 0.9435 0.8436 0.8423
DeBERTa 0.9584 0.8408 0.8567
ERNIE 2.0 0.955 0.8496 0.849
NYCU-NLP 0.9716 0.8626 0.8658

Table 2
Submission results on the test set.

Approach Easy level Medium level Hard level

NYCU-NLP 0.964 0.857 0.863

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346

5. Conclusions

This study describes the design, implementation and evaluation of our NYCU-NLP system for the
multi-author writing style analysis task at PAN 2024. We selected pre-trained transformer models
as the starting points and fine-tuned the corresponding downstream classification tasks. Our unified
architecture used a voting-based assembly mechanism to determine final system detection. We also
adopted embedding similarity to adjust the system output at the easy and medium levels. Our submitted
system ranked first of 17 participating systems at the hard level and second of 16 systems at the medium
level.
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