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Abstract
Query Auto-Completion (QAC) is a fundamental component of user search experience on e-commerce websites. It assists in finding
user-intended products, by automatically presenting search queries as users typing in the search bar. Traditional QAC systems build
upon query popularity to suggest a list of potential completions, but they fall short for unforeseen search prefixes. A generative Large
Language Model (LLM) can complete even unforeseen prefixes, but relevance to the product catalog of the generated suggestions is
not guaranteed. To our best knowledge, there is no existing study using LLMs to generate product-aware search query completion
suggestions.

This paper proposes a generative approach named "Product-RAG", to incorporate product metadata and adapt Retrieval Augmented
Generation (RAG) in the development of QAC systems. Product-RAG contains two components: (1) a retrieval model that identifies
top-K most relevant products from the product catalog given a user-input prefix, and (2) a generative model that offers suggestions
based on both the given prefix and the retrieved product metadata. We evaluate this approach for its ability to match user-input prefixes
to user-intended products, using the metrics of ROUGE scores, Mean Reciprocal Rank (MRR) and Hit Ratio (HR) in downstream product
search. We observe that the proposed Product-RAG approach outperforms state-of-the-art generative models in auto-completing
e-commerce search queries.
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1. Introduction
Query auto-completion (QAC) [1, 2, 3, 4, 5] refers to an in-
formation retrieval system for search engines, for which,
given partial context typed by the user (i.e. prefix), it offers
one or multiple query suggestions to the user. In modern
e-commerce, where user experience is pivotal, QAC stands
as an important feature shaping the way consumers interact
with search engines and plays a crucial role in smoothing
all the downstream shopping experiences [6, 7, 8, 9]. By
leveraging personalized signals, product-related knowledge,
and advanced recommendation algorithms, QAC not only
accelerates the search experience but also ensures that users
receive tailored suggestions based on their unique prefer-
ences.

One major challenge of QAC tasks in e-commerce is to
understand user shopping intent from an incomplete search
query, and provide them relevant auto-complete sugges-
tions. A typical production QAC works as follows: Given
a prefix entered by a user, the QAC system obtains a col-
lection of queries satisfying the prefix from query log, and
adopts a selection process, often based on forecasted popu-
larity, to select candidate queries to send to the query ranker
[10, 11, 12]. This framework lacks the understanding of user
shopping intent. To give more importance to users’ intents
and provide more personalized and relevant QAC sugges-
tions, a number of works explore the context-aware and
personalized QAC systems [13, 14, 15, 16, 17].

Another challenge for QAC in e-commerce is to attain
product awareness by recognizing and predicting users’ in-
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tent related to specific products, brands, or categories and
providing auto-complete suggestions that align with the
user’s potential shopping targets. When query log falls
short for unseen or rarely seen prefixes, product knowl-
edge is particularly helpful to predict users’ shopping intent
and generate corresponding suggestions (e.g., in the case
of Figure 1). Nevertheless, in spite of efforts attempting
to understand user’s shopping intent with product cata-
log or product attributes [18, 19], we could not find any
work bridging the gap between partially complete search
queries and product knowledge for e-commerce QAC sys-
tems. Herein we propose a generative approach to leverage
the product knowledge in e-commerce QAC systems based
on Retrieval-Augmented Generation (RAG) Framework [20],
namely Product-RAG, which is capable of improving the
QAC systems by providing accurate auto-completion sug-

Figure 1: A search of "guidebook for edible mus" returns an
empty QAC suggestion list while multiple related products are
available.
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Figure 2: Schematic architecture of Product-RAG model for retrieving top-K products relevant to a prefix and generating K
product-aware query auto-completion suggestions from them.

gestions based on product knowledge relevant to search
prefixes. The RAG framework exhibits outstanding efficacy
in domain-specific sequence generation tasks through ex-
ploiting the domain knowledge as additional context when
generating the target sequences. Under the RAG scheme,
generative large language models (LLMs) are supervised by
retrieved relevant information from heterogeneous and pre-
determined knowledge sources, and consequently, present
accurate and controlled text output. This is a compelling
benefit for e-commerce QAC systems where relevancy of
QAC suggestions is essential for user trust. Additionally,
the RAG framework brings QAC systems great versatility
against frequently-updated information sources. This at-
tribute allows the utilization of the vast universal product
knowledge base into e-commerce QAC systems without un-
dergoing the high costs of re-training the generative model
on the giant product catalog. The superiority of the pro-
posed Product-RAG model is empirically demonstrated by
human-annotated e-commerce QAC tasks. We illustrate
that the proposed method could outperform state-of-the-art
generative Large Language Models (LLMs) by generating
QAC suggestions that 1) are more similar with the ground
truths and in terms of ROUGE scores, and 2) lead to more
relevant product search results in terms of Mean Reciprocal
Rank (MRR) and Hit Ratio (HR).

2. Related Work
Most QAC systems work on a sourcing-and-ranking basis -
they first source candidates from a large pool to limit the
scope, and then rank on the sourced candidates. This paper
focuses on the sourcing part of the QAC system, ensuring
that the sourced candidates are product-aware, before send-
ing them to the query ranker.

Established approaches for sourcing candidate query
completions often rely on most popular candidate
(MPC) approach, which could not incorporate important
semantic information of prefix and session context.
Newer approaches incorporate semantic information

using neural network representations learned with
query prefix, candidate query completions, along with
session context [21, 22]. Context-aware QAC considers
users’ past queries instead of solely relying on popular-
ity [13, 14, 15, 16, 17]. Meanwhile, recent advances in
natural language processing [23] have inspired enormous
work on semantically understanding users’ search context
and intent. They employ a high-dimensional space to
measure the semantic similarities between search queries
in contextual representations. These methods either offer
users more contextually relevant suggestions from query
log [24, 25, 26, 27] or generate new keywords [28, 29, 30].
Candidate sourcing approaches usually fall into one
of the three categories: retriever-only approaches, pure
generative approaches, and retrieval-augmented generation.

Retriever-only approaches. This class of approaches
are based on retrieving the candidates from a pool of
candidates that is usually built from scraping historical
logs of the QAC system. The candidates are often selected
based on popularity-based approaches such as MPC and
neural matching [31, 32, 33]. In MPC-based approaches,
candidates with higher forecasted popularity are selected;
in lexical matching approaches, candidates with higher
similarities are selected; neural matching approaches for
candidate retrieval allow selecting queries in semantic
representations [34]. Session context [21, 17] or personal
profile signals [35, 36] could be considered as auxiliary
inputs. However, since they are limited to the existing
candidates, offering suggestions is not guaranteed. In
addition, the achieved product-awareness is biased toward
popular candidates in the past.

Generative approaches. The generative approaches
use language models to generate the candidate based on
inputs like prefix, session context, and personalization
signals[37, 38, 39]. Generative approaches can provide can-
didates for prefixes fist appear. Two major challenges facing
pure generative approaches in e-commerce QAC system



development are: (1) They may suffer from hallucinations,
generating plausible queries but without a reference to
product information. (2) In a dynamic environment of
e-commerce where products changes continuously, they
lack the mechanism to automatically incorporate new
information post-training. This necessitates periodic
fine-tuning to maintain the model’s relevance and accuracy,
which can be prohibitively costly and impractical.

Retrieval Augmented Generation (RAG). RAG ap-
proaches [20, 40, 41], extend the capabilities of language
models by integrating external knowledge sources as auxil-
iary inputs to enhance the performance of the overall sys-
tem. To our best knowledge, our work is the first study that
adapts RAG framework for QAC systems. Prior to this, RAG
has been applied to various tasks and application domains
such as question answering [42], text summarization [20].
Since RAG uses product information as auxiliary inputs for
the language model during generation, and that the prod-
uct retrieval updates in response to underlying database
updates, the language model does not need to be fine-tuned
to capture new products.

3. Product-RAG
Existing studies show that the RAG framework is effective
and efficient in extending the already powerful capabilities
of LLMs to specific domains without the need to retrain
the model with a heterogeneous database. The proposed
Product-RAG model is based upon the architecture of the
RAG-Sequence Model [20] to generate one suggestion for
each relevant product. The schematic architecture of the
Product-RAG model for generating product-aware query
auto-completion suggestions from relevant products is de-
picted in Figure 2. Our framework leverages two compo-
nents:

1. A retrieval model 𝜂 that retrieves the best-matching
product titles or catalog from product pool.

2. A generative LLM 𝜃 that outputs auto-complete sug-
gestions for a given prefix and retrieved products
from the retriever.

Task formulation. We denote a search prefix as 𝑥 and
the target QAC suggestions as 𝑦. The retriever 𝑝𝜂(Z|𝑥)
consumes a product knowledge base P and returns top-K
relevant products Z = {𝑧1, 𝑧2, ..., 𝑧𝐾}, 𝑧𝑖 ∈ P given the
prefix 𝑥. For each 𝑧 ∈ Z, the generative LLM 𝑝𝜃(𝑦|𝑥, 𝑧)
generates a QAC suggestion for 𝑥 with context from the
retrieved product, rendering the top-K suggestions Y =
{𝑦1, 𝑦2, ..., 𝑦𝐾}. The Product-RAG can be parameterized
as

𝑝𝑃𝑟𝑜𝑑𝑢𝑐𝑡−𝑅𝐴𝐺(Y|𝑥) .
=∑︁

𝑧𝑖∈𝑡𝑜𝑝−𝐾(𝑝(·|𝑥))

𝑝𝜂(𝑧𝑖|𝑥)𝑝𝜃(𝑦𝑖|𝑥, 𝑧𝑖) (1)

Multi-vector retrieval model. State-of-the-art methods
typically fine-tune deep pre-trained language models, such
as BERT [43], to generate dense vector representations for
both input queries and documents. The top-K documents
with the highest similarity scores are then retrieved. In-
spired by recent advances in multi-vector representations
[34, 44], we adopt a retrieval model in the proposed ap-
proach, as depicted in Figure 2, where we fine-tune the
prefix and product encoders with e-commerce data.

Precisely, given the representation of a prefix 𝑥 and a
product 𝑧, the relevance score of 𝑧 to 𝑥, denoted as 𝑆𝑥,𝑧 is
defined as the sum of maximum cosine similarity between
each vector E𝑥

𝑖 in prefix embedding and the vectors in a a
product bag E𝑇 :

𝑆𝑥,𝑧 :=

𝑥∑︁
𝑖=1

max
𝑗∈𝑇

E𝑥
𝑖 ·E𝑇

𝑗 , 𝑧 ∈ 𝑇 (2)

Offline product knowledge indexing. We pre-compute
all product embeddings and offline index these vector repre-
sentations to support the efficient lookup of relevant prod-
ucts. The index includes 1) centriods representing centers
partitioning product embeddings into bags, 2) residuals stor-
ing embedding for a product and comparing to its nearest
centroid, and 3) index inversion representing an inverted
map from a centroid to products to support the fast near-
est neighbor search. They are encoded offline and loaded
into the memory of QAC service. Given a prefix, the prefix
encoder vectorizes it and the retrieval model looks for the
top-K most relevant products through operating MaxSim
between the prefix embedding and already-loaded product
indexing in memory.

Offline indexing of pre-computed product embeddings
also brings convenience to refreshing the product knowl-
edge pool frequently with low cost and requires no effort
from re-training models to adapt to newly added products.

QAC Suggestion Generation. For the generative compo-
nent of the Product-RAG, we use a generative LLM where
the input is a prompt containing both prefix 𝑥 and top-K
retrieved products 𝑧 ∈ Z and the outputs are K product-
aware QAC suggestions Y for the prefix. As we train the
retrieval model and the generative model separately, we can
use any state-of-the-art generative LLMs such as Mistral-7B
[45], PaLM [46], GPT-4 [47], as long as they can perform
text summarization and QAC or equivalent tasks. In our
proposed Product-RAG we empirically choose Mistral-7B
based on offline evaluations on the performance and latency
of different generative LLMs in QAC tasks. Moreover, we
are able to fine-tune Mistral-7B with e-commerce search
and product data.

4. Experiments
We now evaluate Product-RAG on e-commerce QAC
tasks, testing its ability to generate QAC suggestions for
a given prefix in the e-commerce domain. We define a
baseline LLM by fine-tuning the Mistral-7B model on
the e-commerce QAC database without the help of the
RAG framework. In the Product-RAG framework, we
employ the multi-vector retrieval model (denoted as
MultiVec), fine-tuned as outlined in the previous section,
as the primary retrieval component. To demonstrate the
effectiveness of our proposed retrieval method, we establish
a baseline retrieval model, BM25 [48], within the RAG
framework for comparison. The generative component for
both the Product-RAG-MultiVec and Product-RAG-BM25
frameworks is a fine-tuned Mistral-7B.

Experimental dataset. We perform an experiment on
1,500 search queries corresponding to book products with
the help of human expert annotation: given a search prefix,
a human expert manually annotates an auto-completion



Table 1
Evaluation scores of generated QAC suggestions. Each model generates 3 suggestions and we obtain the maximum evaluation
scores out of these suggestions as the evaluation score of the data point.

Model ROUGE-1 ROUGE-2 ROUGE-L MRR@10 HR@10

Mistral-7B 77.2 66.7 76.6 0.65 0.76
Product-RAG-BM25 75.3 64.9 74.6 0.62 0.74

Product-RAG-MultiVec 82.2 74.1 81.5 0.75 0.87

keyword as the ground truth QAC suggestion and, through
the product search page, find an available book product,
which we use as the ground truth targeting product. Thus,
each evaluation data point is composed by a triple <prefix,
QAC suggestion, product>. For each data point, we use
proposed models to generate top-3 suggestions based on
the prefix. For the Product-RAG models, we employ 7
million book products as product knowledge.

Evaluation metrics. We evaluate the generated sugges-
tions in both query and product levels. We compute

1. the similarity between generated suggestions with
annotated ground truth QAC suggestions in terms
of ROUGE-1/2/L F1 scores. We use the maximum
score out of the 3 suggestions for each data point.

2. for each target product, the Mean Reciprocal Rank in
the top 10 results (MRR@10) and the Hit Ratio (target
product is included) in the top 10 results (HR@10) on
the product search page triggered by the generated
suggestions. We use the maximum MRR@10 and
HR@10 out of the 3 suggestions generated as well.

Evaluation results. We report the ROUGE-1, ROUGE-2,
ROUGE-L F-1 scores, MRR@10, and HR@10 for the 3
experimented models in Table. 1. We observe that the
proposed Product-RAG-MultiVec outperforms both baseline
generative Mistral-7B and the counterpart based on the
BM25 retrieval model, in terms of all ROUGE scores and
the 2 product-level metrics. These findings demonstrate
the supremacy of the Product-RAG-MultiVec model in
generating high-quality QAC suggestions for e-commerce
systems.

Discussions. In the experiment above, we notice a neg-
ative impact in these metrics led by the BM25 retriever
compared with baseline Mistral-7B. Inspecting the top-3 re-
trieved products from BM25 and those from MultiVec model,
we notice a non-trivial gap between the performance of two
retrievers: in our experiment, MultiVec model is able to
successfully retrieve the targeting product or its equivalents
in 74.7% cases (e.g., Harry Potter and the Chamber of Secrets:
Gryffindor Edition Red or its equivalent Harry Potter and the
Chamber of Secrets), whereas BM25 retriever only succeeds
in 37.1% cases. The accuracy of two retrievers explains
the performance gap between the two Product-RAG mod-
els. This leads to a conclusion that when the retriever pro-
vides highly-relevant products, the proposed Product-RAG
framework is capable of improving upon the state-of-the-art
generative approaches in e-commerce QAC tasks. And we
believe that improving the precision of the retriever model is
one future direction of refining the proposed Product-RAG
framework.

5. Conclusions
In this work, we introduce Product-RAG, an RAG framework
that advances e-commerce QAC systems by identifying rele-
vant products to search prefix and informing product-aware
suggestions. This framework generates suggestions close to
user search intention, and it highlights product relevance
at an early stage of the shopping journey, before down-
stream product searches. Through empirical experiments
on auto-completing search queries, we compare the pro-
posed framework with baseline LLM and we test various
retrieval models. In particular, we find that the Product-
RAG-MultiVec remarkably outperforms its counterparts in
terms of query similarity and product relevance. This work
sheds light on bridging the semantic gap between partial
search queries and product knowledge in the scenario of
e-commerce QAC systems.
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