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Abstract
Decision support systems (DSS) are increasingly being integrated into high-stakes domains like healthcare,
law, and finance, where critical decisions have significant consequences. Traditional DSS often provide a
single, clear-cut recommendation, which can lead to automation bias and diminish the user’s sense of
agency. However, there is a growing concern about the over-reliance on these systems and the potential
for deskilling among users. The knowledge gap we aim to address is the development of decision support
systems that effectively encourage critical reflection and maintain user engagement and responsibility in
decision-making processes. In this workshop contribution, we report on the development of Judicial
AI, a novel approach inspired by Frictional AI. Judicial AI diverges from traditional DSS by offering
multiple, contrasting explanations to support different potential outcomes. This design encourages users
to engage in deeper cognitive processing, thereby promoting critical reflection, reducing automation
bias, and preserving the user’s sense of agency. This ongoing study employs a two-arm experiment
to investigate the effects of this approach in the context of content classification tasks, comparing it
with the traditional protocol. The expected outcomes of this ongoing study suggest that the Judicial
protocol could not only mitigate automation bias but also safeguard users’ sense of agency and promote
long-term skill retention.
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1. Introduction

In domains where decision-makers face high-stakes scenarios with significant consequences,
Decision Support Systems (DSS) are increasingly implemented. It is essential to support users
not only in identifying the optimal decision but also in effectively managing the decision-making
process. This approach aims to mitigate the detrimental effects of interaction, such as overcon-
fidence or underconfidence [1], while fostering appropriate reliance on the decision support
system [2]. This involves providing users with support to critically assess both their own
reasoning processes and the AI system’s recommendations, a feature often absent in oracular
decision support systems [3]. Such systems tend to offer clear-cut answers, thereby fostering
an uncritical reliance on the system. Cooper (1999) introduced the concept of cognitive friction
defined as “the resistance encountered by a human intellect when it engages with a complex
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system of rules” [4]. In technology domain, a design inspired by friction concept intentionally
incorporates what Cox et al (2016) describe as design frictions “points of difficulty encountered
during interaction with technology” [5] or what Cabitza et al (2019) term programmed ineffi-
ciencies [6]. Contrary to trends aiming to create seamless interactions that promote speed and
efficiency, a “positive friction ”strategy deliberately integrates these elements to improve user
engagement and reflection [7]. The term Frictional AI was introduced by Cabitza et al (2024)
as an umbrella term for a variety of methods aimed at encouraging reflection in human-AI
decision making processes by introducing cognitive friction [8].

In the domain of Human-Computer Interaction (HCI), the design of decision support systems
(DSS) that offer multiple, well-argued explanations for different hypotheses—rather than
simply presenting the (allegedely) correct answer—presents two significant advantages that
address cognitive and ethical concerns. Firstly, such a system is designed to mitigate the risk
of automation bias, a well-documented phenomenon where users over-rely on automated
systems [9], often accepting their outputs uncritically even when they are wrong [10]. By
presenting multiple plausible explanations, backing up each option, the DSS compels the user
to engage in deeper cognitive processing, comparing and contrasting the arguments put forth
for each hypothesis. This engagement naturally limits automation bias, as users are less likely
to defer uncritically to a single system-provided solution. Even when one explanation appears
more convincing, the presence of alternative perspectives serves as a safeguard, ensuring that
the user remains critical, reducing (but not eradicating) the chances of endorsing a false or
irrelevant conclusion.
Secondly, offering multiple explanations helps address a less explored but equally important
issue in HCI: the potential loss of agency in human-AI interaction [11, 12], especially when
the system is renown for its accuracy and reliability. When users are presented with only
one “right” answer, they may gradually lose their sense of control and responsibility over
decision-making processes [13]. This phenomenon, which can be assimilated to the concept
of deresponsibilization [14], reflects the risk that users may start to perceive themselves as
mere executors of the system’s decisions rather than active, responsible agents, which are
accountable for the final decision (as they still are). Over time, this can lead to long-term
consequences, including loss of motivation, loss of skill and hampered learning [8]. By fostering
an environment where the user must evaluate and decide between multiple, well-supported
hypotheses, the DSS preserves and even enhances the user’s sense of agency. The user remains
an active participant in the decision-making process, fully responsible for the final choice,
which in turn helps maintain and develop their cognitive skills.

To this end, we have designed an experiment introducing a Judicial system, one of the protocol
associated with Frictional AI, which involves an AI system providing contrasting plausible
explanations that each support a different decision outcome [15, 8].

This resonates with the “agonistic machine learning” models [16] and with the Evaluative
AI paradigm introduced by Miller (2023) [3] for explainable decision support. The novelty
introduced by the Judicial AI system is that, inspired by the judicial domain, it proposes distinct
explanations to support each of the two possible outcomes.

In this project we investigate the textual generative setting in Judicial protocol for sentence
classification and its effects in terms of accuracy, confidence, reliance, perceived responsibility



and sense of agency for the decisions made.

Figure 1: A schematic view of the study design. Participants are divided into two groups: one group
receives AI contrastive explanations (Judicial Protocol), while the other group receives AI advice (Tradi-
tional Protocol). Both groups make an initial decision and indicate their initial confidence level before
interacting with the AI. After receiving the AI input, participants make a final decision and report their
final confidence. The study also assesses participants’ perceived responsibility, sense of agency, and AI
influence.

2. Methods

As illustrated in 1, we will conduct a two-arm experiment to examine how different interaction
designs influence decision-making in content moderation tasks. Participants in each arm will
be presented with the same set of 30 sentences, previously identified as complex by state-of-
the-art hate speech detection systems and sourced from a social media platform. The two arms
of the study will employ distinct interaction protocols, which will be randomly assigned to
participants.

• Judicial: Participants will be presented with a sentence and asked to classify it as either
hate speech or not hate speech. Additionally, they will be required to rate their confi-
dence in their decision using a four-level ordinal scale, which ranges from “not at all
confident” to “completely confident”. Following this initial judgment, participants will
be shown the sentence again, accompanied by two arguments, generated by the Judicial
AI system, presented in colored boxes: one in a pastel red box on the left, advocating
for the classification of the sentence as hate speech, and another in a pastel blue box on
the right, presenting an opposite argument. Participants will then be asked to provide
their final decision and confidence rating using the same scale as before. This process
will be systematically repeated for all 30 cases. To minimize potential order bias in the
decision-making process, half of the participants assigned this protocol will encounter
first the opposing viewpoint. Specifically, the pastel blue boxes, representing arguments
for content classification as not hate speech, will be positioned on the left, while the pastel
red boxes, supporting the classification of content as hate speech, will be on the right.



• Traditional: The initial screen for each case will be consistent with the Judicial arm.
Participants will first be asked to make an initial decision on whether the sentence
constitutes hate speech or not, and to rate their confidence in this decision. After this, the
system will present its classification of the sentence (hate speech or not) and participants
will be asked to either confirm or reject this classification, providing their confidence
level in this final decision.

Pre-test and post-test questionnaires will be administered to assess participants’ trust in the
AI system. Additionally, the post-test questionnaire will evaluate the sense of agency and
responsibility participants perceive regarding the decisions they made during the study.

We expect to address the following research questions:
R1: Is the Traditional protocol associated with higher accuracy compared to the Judicial
protocol?
R2: Are respondents of the Judicial protocol more confident than Traditional ones in their own
final decision?
R3: Is there a significant difference in reliance behavior between the Judicial and Traditional
protocols?
R4: Do Judicial respondents feel a higher sense of agency and responsibility regarding their
decisions compared to Traditional respondents?

To address the proposed research questions, a series of analyses will be conducted 1 on the
groups of users subjected to the Traditional and Judicial interaction protocols, as outlined in
Table 1.

3. Expected results

A DSS that offers multiple plausible explanations not only aligns with the principles of user-
centered design but also plays a crucial role in maintaining critical engagement, preserving
user agency, and ensuring the retention of decision-making skills, thereby addressing both
automation bias and the risk of deskilling in human-AI interactions. By encouraging deeper and
more critical reflection, this design reduces the risk of fostering undue user trust, which can
contribute to the White Box Paradox [17]. However, it is important to note that the protocol
could still inadvertently introduce bias if one explanation seems more convincing, even if it is
incorrect. The adoption of the Judicial protocol in human-AI interaction is expected to have a
significant impact on the quality of decisions made by users, in particular on perceived agency
and control over their choices. Therefore, we believe Judicial AI could represent a promising
direction in the study of improved decision support system processes, potentially increasing both
the effectiveness of these systems and user satisfaction. Further research focused on refining
Judicial protocols and examining their long-term effects could have significant implications for
the design and implementation of future decision support systems.

1with the tool available at https://mudilab.github.io/dss-quality-assessment/



Table 1
Research questions (RQs) and corresponding planned analyses to evaluate the impact of Judicial and
Traditional protocols on user accuracy, confidence, reliance, and sense of agency in decision-making
processes.

RQ Research Question Planned analysis
RQ1 Is the Traditional protocol associated with

higher accuracy compared to the Judicial
protocol?

Compare initial and final accuracy levels
of users in both the Traditional and Ju-
dicial protocol groups to assess if the ab-
sence of direct advice in the Judicial pro-
tocol affects final accuracy.

RQ2 Are respondents of the Judicial protocol
more confident than Traditional ones in
their own final decision?

Analyze and compare the final confidence
levels and the differences between initial
and final confidence for both groups to de-
termine if the Judicial protocol increases
confidence in the final decision.

RQ3 Is there a significant difference in reliance
between the Judicial and Traditional pro-
tocols?

Compare reliance by analyzing how users
in both groups rely on correct or incor-
rect advice/explanations. Examine cases
where the initial decision differs from the
final decision to identify reliance patterns.

RQ4 Do Judicial respondents feel a higher
sense of agency and responsibility regard-
ing their decisions compared to Tradi-
tional respondents?

Analyze the final questionnaire responses
to compare the perceived levels of AI influ-
ence, responsibility, and sense of agency
between the two groups.
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