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In online question and answer (Q&A) communities, people ask questions and share answers at all levels of
topic sensitivity. Identity options within these communities range from anonymity to real name. The amount
of engagement, and the quality of engagement on Q&A sites may differ depending on the identity options
available. In this paper, we investigate the relationship between the amount of engagement, the quality of
engagement, and different types of identity by analyzing three Q&A sites with different identity policies.
We find that highly sensitive questions are more likely to be asked anonymously. Furthermore, allowing
anonymity does not affect answer quality and only has a weak, negative indirect effect on engagement. On
the other hand, anonymity leads to more trolling. We suggest online communities provide a way for users to
ask highly sensitive questions anonymously and pair this with moderation mechanisms to reduce trolling.
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1 INTRODUCTION
Social Q&A sites provide a platform for users from all around the world to exchange personal
knowledge and information. Social Q&A sites have been of interest to HCI communities in part
because they are examples of computer-mediated knowledge sharing [1, 31, 32]. Compared to
asking questions via a search engine, Q&A sites provide unique benefits for users such as social
fulfillment [40], expert opinions [88], faster-perceived speed, and better answer quality [58]. How-
ever, similar to other ways people may gather information online, the quality of information on
social Q&A sites varies from excellent to poor [3]. User behavior on Q&A sites also varies. Some
users are more engaged, and they actively interact with other users by asking, answering, upvoting,
downvoting, and commenting [89]. Deviant behavior such as trolling is also common in online
communities including Q&A sites [15, 44].

One factor that may be related to information quality, user engagement, and trolling on Q&A sites
is the identity policy, which varies from site to site. Q&A sites have different types of identity options
ranging from real name — where a contributor’s name (and subsequently the contributor’s identity)
is associated with their question or answer — to anonymity, where no identifying information
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is associated with specific questions or answers. Choosing which identity policy to implement
presents questions for firms seeking to develop their sites, engage users, and maintain the quality
of information at a high level. One of the most important questions is about privacy; many Q&A
sites choose to provide a privacy feature for users to ask or answer questions anonymously.
Being anonymous online can bring certain benefits such as encouraging users to engage in

freedom of thought and expression and helping them to control personal information disclosure [37].
There is a need for users to be able to use the Internet privately, and anonymity is one way to achieve
privacy. Common types of anonymous activities online include file sharing and downloading,
social networking to exchange help and support, browsing, and searching for information [37].
Anonymity also has drawbacks such as resulting in a lack of consequences for bad behavior [36]
and undermining personal contribution in group communications [79]. Being identified online
may also have positive effects such as leading users to use less offensive words [27] and avoid
discrimination [22]. Given that anonymity has both pros and cons, Q&A sites and other online
communities may struggle to achieve balance in the design of their identity policy - especially in
regard to the important question of whether to include anonymity as an identity option.
In this paper, we seek to deepen our understanding of the relationship between different types

of identity and user engagement, answer quality, and trolling behavior on Q&A sites. Our work
can help to assist Q&A sites and other user-centered online communities to choose appropriate
identity policies and help users to make decisions about identity options provided by Q&A sites.

We collected a dataset of 3,000 questions and answers from three popular Q&A sites with different
identity policies: Yahoo Answers (https://answers.yahoo.com/), Quora (https://quora.com/) and
Zhihu (Chinese, https://zhihu.com/). We conducted a post-hoc observational analysis of these ques-
tions and answers to uncover the relationship between identity/anonymity and user engagement,
answer quality, and trolling behavior.

Our results illustrate: (1) highly sensitive questions are more likely to be asked anonymously; (2)
allowing anonymity does not affect answer quality and only has a weak, negative indirect effect
on engagement; (3) anonymity leads to more trolling. The primary contributions of this work are
threefold.

• First, an empirical study of questions and answers from across three Q&A sites with different
identity policies reveals the importance of allowing users to have an anonymity option,
especially for highly sensitive topics.

• Second, our analysis reveals that answer quality and user engagement are consistent across
different levels of identity on Q&A sites; notably, anonymity does not negatively affect answer
quality and user engagement.

• Finally, we provide insights for Q&A sites suggesting that they include an option for users to
engage anonymously. Providing an option to participate anonymously does not risk reducing
content quality and user engagement, and moderation mechanisms may help reduce trolling.

2 RELATEDWORK AND BACKGROUND
2.1 Identity inQuestions and Answers
One way that people find it useful to seek and find information online is via Q&A sites [88]. People
interact with Q&A sites using various types of identity. Based on the level of disclosure, these
types of identity include anonymity [7, 68], pseudonymity [95], and real names [75]. On Q&A sites,
a real name is one’s real, full name [76, 109]. Being identified by one’s real name online can be
both negative and positive. For example, revealing real identities can lead to discrimination both
in online [22] and offline [28] settings. Real name policies may also lead to a decrease in people’s
willingness to express disagreement, which can harm fruitful debate [35]. On the other hand, by
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enforcing real-name policies, sites can reduce offensive behavior. For example, offensive word use
was reduced by 11% on one online news commenting platform when it began enforcing a real name
policy [27].
On Q&A sites, anonymity means that users can choose to not disclose their user names or

real names in questions or answers [75, 106]. Being anonymous online has both advantages and
disadvantages. On one hand, being anonymous online helps people feel more relaxed, and feel
free to express views, and helps control personal information disclosure [37]. On the other hand,
anonymity may undermine perceptions of one’s contributions in group communications [79]. On
the whole, Internet users are supportive of anonymity. Eighty-six percent of Internet users have
taken actions to remove or mask their online activities [78], and 59% of Internet users say that they
should be able to use the Internet anonymously. Furthermore, 18% of Internet users already use the
Internet anonymously or in a way that their identities are hidden [78].

Besides anonymity and real name, another common identity option on Q&A sites and other online
communities is pseudonymity. Unlike anonymity, pseudonymity links a user’s online behavior to
a single identity (pseudonym), but that pseudonym may not be able to be linked back to a user’s
identity [80].

To summarize, there is variability in the identity options available to users. There is also variability
in the behaviors and comfort of people as they interact online based on identity options. In particular,
we are interested in understanding whether the sensitivity of topics people ask and answer questions
about depends on the identity policy of a Q&A site. However, we found no systematic study of how
the type of identity relates to topic sensitivity and users’ asking and answering behavior. Users’
asking and answering behavior may result in different degrees of user engagement [89], various
distribution of information quality [3] and unequal amount of trolling [15].

2.2 User Engagement inQuestions and Answers
In this work, we define user engagement as the interactivity [60] between users and Q&A sites. Basic
Q&A features including asking, answering, following, commenting, upvoting, and downvoting can
be used as metrics to measure user engagement on Q&A sites [52, 56]. Upvoting and downvoting are
two core features that many Q&A sites have [3, 32, 50, 71, 81, 97]. According to Yahoo’s community
guidelines [100], upvoting an answer is synonymous with a thumbs-up or a vote of approval. This
understanding of upvoting is shared by the Yahoo community as evidenced by discussions on Yahoo
that reveal users also treat upvoting as liking and agreement [99]. Although Quora and Zhihu do
not provide a guideline for upvoting, users’ understanding of upvoting is similar to Yahoo [77, 110].
Differences in user engagement may relate to different types of identity. For example, after removing
the anonymity option on an online community of practice for U.S. soldiers (i.e., the identity model
changed from allowing anonymity to disallowing anonymity), the number of comments decreased
significantly (although the overall peripheral participation measured by logins and page views were
unaffected) [39]. Similarly, after disabling anonymity and requiring users to log in via Facebook on
two online news sites (i.e., the identity model changed from allowing anonymity to disallowing
anonymity), the number of comments decreased [27, 64].
These works were focused on comparing engagement with and without anonymity options.

However, neither of these works examined engagement with Q&A sites where multiple levels of
identity are provided to users (anonymity vs. non-anonymity: pseudonymity, real names, or both).
Thus, we are left with the following questions: How is user engagement affected by various identity
options? When users are given identity options, will the level of user engagement differ between
anonymous and non-anonymous participation? Therefore, we ask:
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RQ1: What is the relationship between different types of identity and user engagement on Q&A
sites?

2.3 InformationQuality inQuestions and Answers
Prior work evaluates and predicts information quality on Q&A sites [3, 32, 50, 71, 81, 97]. The
most relevant predictors of quality include the price required for an expert to post an answer [32],
length of answer [3, 71], upvotes [71, 97], downvotes [71], and factual information [50]. Information
quality may also be associated with different types of identity. For example, after sites removed the
option to engage anonymously (i.e., the identity model changed from allowing anonymity to disal-
lowing anonymity), comment quality improved on online news sites [27] and online communities
of practice [39]. However, these studies were focused on comparing information quality with and
without anonymity options. This does not help us understand what happens to information quality
when sites give users multiple types of identity choices simultaneously. Therefore, we ask:

RQ2: What is the relationship between different types of identity and answer quality on Q&A sites?

2.4 Question Topics and Sensitivity
Identity, question topics, and topic sensitivity are related in online communities such as Q&A sites.
When people use their real names to ask questions on social networks to their friends, family, and
colleagues, they tend to ask less sensitive questions (e.g., they will ask questions about technology
and entertainment) [58]. On the other hand, when people ask questions to strangers via anonymous
platforms like Facebook confession boards, the topics of questions tend toward more sensitive
topics (e.g., health, illegal substances, and sex) [7]. On real-name-enforced Q&A sites like Quora,
people use the anonymity feature more frequently to answer highly sensitive questions [68]. Similar
to Quora, there are many sensitive questions and answers on Yahoo Answers that users ask and
answer anonymously [69]. In this study, we selected ten highly sensitive topics and ten less sensitive
topics for analysis. We selected these topics based on prior work on Q&A sites that suggested these
topics were highly sensitive or less sensitive, respectively [7, 68, 69]. These topics are listed in
Table 1.

Table 1. Highly and less sensitive topics [7, 68, 69]

Highly Sensitive Topics Less Sensitive Topics
Sex Sports

Suicide Travel
Death Corporations

Orgasms Food
Masturbation Music

Female sexuality Movies
Male sexuality Television

Rape Science
Abuse History

Pornography Psychology

2.5 Trolling inQuestions and Answers
Deviant online behavior such as trolling has been of interest to HCI researchers for decades [10, 11].
Prior studies have examined trolling in a number of cyberspaces, including feminist forums [33],
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computer-mediated communications [30], online video gaming [94], and crowdsourcing platforms
such as Wikipedia [87]. Q&A sites are also subject to trolling [21]. Some Quora users [67] have
suggested that Q&A sites that enforce real-name policies are subject to less trolling than Q&A sites
that do not enforce real-name policies. However, there are many differences across Q&A sites that
could lead to differences in trolling. For example, the typical user population of each site varies.
Systematic studies are needed since it remains unclear how different types of identity are associated
with trolling within a site. Therefore, we ask:

RQ3: What is the relationship between different types of identity and trolling behavior on Q&A
sites?

To sum up, we know that people use different types of identity in online communities to ask and
answer questions with different topics and different levels of sensitivity. However, we do not know
if people’s identity choice relate to the topics or sensitivity. We also know that people’s behavior
in online communities, such as the quality of the information they share and trolling, may relate
to the identity they use. However, we do not know how different types of identity relate to these
behaviors when multiple identity options are provided to people simultaneously within a site. Thus,
we conducted an empirical study across three Q&A sites with different identity policies.

3 METHOD
3.1 Dataset
We selected three popular Q&A sites (Quora, Zhihu, and Yahoo) for two main reasons. First, and
of primary importance for our research questions, these three Q&A sites have different identity
policies (see Table 2). Quora is the only Q&A site we know of that enforces the use of a real-name
identity policy [76]. Zhihu recommends that users use real names as their usernames but does not
make this mandatory. Zhihu also allows users to upload supporting documentation to verify their
identities [111]. Verified users receive a certification mark attached to their usernames (shown as a
blue tick on the interface, similar to Twitter’s verified account checkmark), which may incentivize
users to use real names. As a result, some Zhihu users register using real names while others register
using pseudonyms. Yahoo Answers does not enforce or even recommend a real-name identity
policy. Instead, Yahoo asks users to use their Yahoo user ID or any nickname they desire [100]. Thus,
we consider Yahoo usernames to be pseudonyms. Despite these differences in identity policies,
Yahoo, Quora, and Zhihu all provide privacy features that allow users to ask or answer question
anonymously.

Second, these three Q&A sites provide similar (but not identical) interactive features. For example,
they all allow users to ask questions, but Yahoo does not allow users to comment on questions. All
sites allow users to: ask questions, answer questions, follow questions, upvote answers, downvote
answers, and comment on answers. The common site features enable us to capture engagement
metrics across sites. All sites also have similar web interfaces (see Fig. 1, Fig. 2, and Fig. 3 for
example interfaces for Quora, Zhihu, and Yahoo respectively).

Table 2. Identity policy and anonymity feature on Q&A sites

At Registration Offer Anonymity?
Yahoo Pseudonymity ✓
Quora Real name (mandatory) ✓
Zhihu Real name (not mandatory) ✓
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Fig. 1. An example web interface of Quora

Fig. 2. An example web interface of Zhihu
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Fig. 3. An example web interface of Yahoo

3.2 Data Collection
We collected data in March 2017. All the questions we collected were asked between January 2014
and March 2017. The data consists of 3,000 questions and all the answers (3,000 of which were
analyzed) under these questions on Yahoo, Zhihu, and Quora.

3.2.1 Identifying questions. First, we needed to select questions with similar topics (from the list
of highly and less sensitive topics in Table 1) from all sites. To accomplish this, we examined how
each site categorizes topics and determined whether the site listed an existing topic for the 20 we
identified. The 20 topics we identified were all existing topics on both Quora and Zhihu. To collect
questions, we simply navigated to the topic feed page and manually collected the top 50 questions
from each based on ranking. However, Yahoo has fewer, and thus broader, topics than Zhihu and
Quora [97, 104]. We observed 332 topics listed on Yahoo (https://answers.yahoo.com/dir/index) and
found that most of the highly sensitive topics we selected did not exist as high-level topics listed on
Yahoo. So, we used the ten highly sensitive topics as keywords and queried Yahoo’s web interface
using the keywords. Then, we manually selected the top 50 questions from the search results based
on the ranking of each query. On the other hand, the ten less sensitive topics were all already
existing topics on Yahoo, so we simply collected the top 50 questions from the feed page of each
topic based on ranking. Note that it is possible that sites use a different ranking algorithm for the
feed page vs. the search results; however, no site specifically discloses their ranking algorithms, so
we are not able to measure this. Without access to an API, this was our best option. Thus, using this
approach, after a preprocessing (See Section 3.2.2), the 3,000 questions in our dataset are comprised
of 20 topics (10 highly sensitive, 10 less sensitive) × 50 questions (one from each topic) × 3 Q&A
sites (Yahoo, Quora, and Zhihu).

3.2.2 Filtering questions. We excluded questions that either 1) had a description and/or 2) those
with no answers. As shown in Figure 1, 2, and 3, some questions have a description but other
questions only have a title. To ensure consistency and avoid the impact of the uneven length and
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quality of these descriptions, we excluded questions that contained descriptions. Following [66]’s
approach, we also excluded questions without any answers because we were interested in analyzing
both question-level and answer-level data. As a result, all of the questions we analyzed had at least
one answer and had no description.

We understand that excluding questions with a description and without answer limits our ability
to extrapolate our results beyond these question types. To clarify the extent to which this sample
could plausibly inform policies in the rest of the site, as of April 2020, we collected the same amount
of data using the same approach. We found that 81.6% of questions had no question descriptions
and 99.9% of questions had at least one answer. Quora has already disabled the question description
feature after we collected data [74]. According to Quora, this change provides a number of benefits
including: 1) “Prevents answers that appear irrelevant if the writer didn’t read the question details”;
2) “Prevents answers that respond specifically to the question details but appear irrelevant to the
main question”; 3) “Increases the likelihood that answers to a question will receive upvotes because
those answers are more widely relevant” [74]. These arguments support our filtering criteria that
exclude questions with a description.

3.2.3 Collecting answers and engagement metrics. After we identified and filtered the questions, we
manually collected all the answers associated with these questions as of March 2017. This resulted
in more than 385,000 answers in total, providing a large set from which we could sample - 3,000
answers - our goal for analysis (see Section 3.3). We also collected a set of metrics for each question
and answer (see Table 3 for the complete list of these metrics which includes upvotes, downvotes,
and comments). Note that while answer downvotes on Quora and Zhihu are available features for
users, they are not visible on their web interface. Thus, we were not able to collect them.

3.3 Data Processing
We conducted a post-hoc observational analysis on the questions and answers we collected. While
the Q&A site metrics listed in Table 3 required no additional processing since we collected them
from the Q&A sites’ web interface, other metrics including question sensitivity, answer quality and
trolling did require processing. We paid seven undergraduate/graduate research assistants to act as
human raters for these metrics. Their job was to rate or label question sensitivity, answer quality,
and trolling manually. We conducted inter-rater reliability tests for all ratings by human raters to
ensure reliability. Because we were limited to human, rather than automatic processing, we needed
to limit the number of ratings each human rater needed to complete. So, we randomly selected one
answer associated with each question for analysis. This resulted in a final set of 3,000 answers for
qualitative and quantitative analysis.

3.3.1 Human raters. Five male and two female human raters volunteered to participate, their ages
ranged from 19 to 28. Four raters are Asian, two raters are White, and one rater is African American.
Rater #1 is male, speaks both English and Chinese and considers himself to be a native speaker
of both languages. Rater #2 is male, speaks English as a native language and speaks Chinese as a
second language. Rater #3 and rater #4 are both male and speak English as their native language.
Rater #5 and #6 are both native Chinese speakers and speak English as a second language. Rater
#7 speaks English as a second language. Both rater #6 and #7 are female. For all measurements, at
least two raters participated in each rating. The human raters first went through a 300-question
training phase (consisting of a separate set of questions that were not used in later analysis) to
rate question sensitivity, answer quality, and trolling until the agreements were over 80%. Then,
the human raters used the annotation from the training phase as examples and guidelines to rate
individually, at which point inter-rater reliability was calculated again and any disagreements were
resolved by a discussion between raters.
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Table 3. Q&A sites metrics

Quora Yahoo Zhihu
Question Title ✓ ✓ ✓
Asker’s Name ✓ ✓ ✓

# of Question Followers ✓ ✓ ✓
# of Question Comments ✓ ✕ ✓

# of Answers ✓ ✓ ✓
Answer Text ✓ ✓ ✓

Answerer’s Name ✓ ✓ ✓
# of Answer Comments ✓ ✓ ✓
# of Answer Upvotes ✓ ✓ ✓

# of Answer Downvotes ✕ ✓ ✕

We present the measurements resulting from these ratings in the following four sub-sections:
Categorizing Identity, Measuring Question Sensitivity, Measuring Answer Quality, and Measuring
Trolling on Answers.

3.3.2 Categorizing identity. Identity can be categorized as anonymous, pseudonymous or real name.
For Yahoo and Quora, following the approach used by [68], human raters first labeled anonymous
askers and answerers (both are shown as “Anonymous” on Yahoo and Quora’s web interface).
Then, human raters labeled other askers’ and answerers’ names as pseudonyms on Yahoo or real
names on Quora. For Zhihu, human raters first labeled anonymous askers and answerers (shown
as “匿名用户” on Zhihu’s web interface). Then, we supplemented the approach by [68] by adding
human coders to distinguish between real names and pseudonyms. Rater #1 and rater #2 labeled the
remaining askers’ names individually as pseudonyms or real names. Raters first determined whether
the family name of an identity is real by comparing the family name to a reference containing
statistics about Chinese names [103]. Then they determined whether the given name is a real name
or not. The Fleiss’s Kappa indicates that all coders agreed 91% of the time about which names
were pseudonyms and which were real names. [68] described the following as a limitation of their
approach: “although anecdotal evidence suggests most users use their real name (many users link
to their Facebook and Twitter accounts in their Quora profiles), our findings are limited by the
extent to which Quora succeeds in enforcing the real names policy”. The same limitation applies
to our categorization on Quora and Zhihu. On Zhihu, like Quora, many users link to their social
media accounts using their real name. However, our work, like [68], is limited in that it is possible
that names we categorized as real names are not real names after all.

3.3.3 Measuring question sensitivity. To better understand the relationship between different
levels of identity, question topics, and their sensitivity, we measured the sensitivity of questions.
Measuring sensitivity has been fraught across disciplines. As Lee and Renzetti describe, “one
difficulty with the notion of a ‘sensitive topic’ is that the term is often used in the literature as if it
were self-explanatory” [48]. Perhaps not surprisingly then, we found no guidance about assessing
sensitivity or sensitive content in the context of research about Q&A sites. Although prior work
on Q&A sites [7, 68, 69] has suggested that some topics are highly sensitive, those work have
not formalized a method to assess sensitivity automatically. Emerging work in photo privacy has
provided a taxonomy of sensitive content in photos which may guide automatic methods like
machine learning in the future [51], but it is not yet clear to what extent that taxonomy applies to
Q&A sites. Furthermore, none of the three Q&A sites we analyzed provide a definition or have
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guidelines about what is considered sensitive, so we could not rely on them to help us assess the
sensitivity.

So, for guidance, we turned to the privacy literature. Privacy experts note that the most current
definitions are restricted to “data that may give rise to discrimination, for example healthcare
data,” [59, p. 35]. Similarly, the Organization for Economic Co-operation and Development’s (OECD)
guidelines of data sensitivity use “the risk of discrimination” as their key criteria in determining
whether or not content is sensitive [61, 62].

Since there is no universal definition of sensitivity in the academic literature and Q&A sites do not
define sensitivity, following the lead of privacy experts’ views [59], the OECD guidelines [61, 62],
and experts on sensitive topics [48], we chose to train our human raters with a broad definition of
sensitivity that considers anything that could lead to discrimination as sensitive. Lee and Renzetti
argue that a broad definition of sensitivity is a “major advantage” that it allows for the “inclusion
of topics that ordinarily might not be thought of as ‘sensitive’ ” [48, p. 511].
To assess the sensitivity of questions, we used manual human coding using a using a 5-point

Likert scale (1-not at all sensitive, 2-slightly sensitive, 3-moderately sensitive, 4-very sensitive,
5-extremely sensitive). Within each topic, the sensitivity of each question may vary. Thus, it is
necessary to manually assess sensitivity at the question-level. Each Yahoo and Quora question was
rated by rater #1, #2, and #7. Each Zhihu question was rated by rater #1, #2, and #6. We blinded
coders to the asker’s identity (i.e., concealed the asker’s identity from the rater so as not to influence
their rating) during the coding process. We chose the 5-point Likert scale because it has been used
in the past to successfully measure the sensitivity of the topics in a variety of survey [83] and
interview [38] questions.
To ensure raters were applying this definition consistently, we calculated inter-rater reliability

(IRR). Using the guidelines from work on the assessment of IRR that suggest using intraclass
correlation (ICC) for Likert scales [29], we performed ICC on the three raters’ ratings. The agreement
was .815, .834 and .867 for Yahoo, Quora, and Zhihu respectively, indicating good agreement [9, 45].

3.3.4 Measuring answer quality. Previous work measures answer quality using two primary ap-
proaches: machine learning [3, 5] and human ratings [14, 16, 23, 90]. Successful machine learning
models can “separate high-quality items from the rest with an accuracy close to that of humans” [3].
Thus, since human ratings are the gold standard, we measured answer quality using human raters.
As we described in Section 3.3, to limit the number of answers for analysis, we randomly sampled
one answer from the entire set of answers we collected along with each question for further analysis.
This resulted in 3,000 answers for analysis.

We used the metrics used to measure question quality by [31] to measure answer quality. The
items are writing quality: “I think this answer is well-written,” and archival value: “I think this
answer provides information of lasting/archival value to others.” Three raters rated each answer
using a 5-point Likert scale (1-strongly disagree, 2-disagree, 3-neither agree or disagree, 4-agree,
5-strongly agree) with the answerer’s identity concealed while referring to the question. Rater #3,
#5, and #7 rated 1,000 answers from Yahoo. Rater #4, #5, and #7 rated 1,000 answers from Quora.
Rater #4, #5, and #6 rated 1,000 answers from Zhihu. The raters’ ratings were consistent using ICC
as a measure: For Yahoo, the agreement was .796 and .811 for writing quality and archival value,
respectively. For Quora, the agreement was .820 and .793 for writing quality and archival value,
respectively. For Zhihu, the agreement was .791 and .807 for writing quality and archival value,
respectively.

3.3.5 Measuring trolling on answers. We adopt a definition of trolling on answers that includes
flaming, griefing, swearing, personal attacks, or not answering the question, including any behavior
that violates the three Q&A sites’ community guidelines and terms of use [15]. Pinpointing trolls
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and trolling posts automatically is challenging [84]. To quantify the amount of trolling behavior on
answers, each answer (while referring to the question) was read and labeled by three human raters
with answerer’s identity concealed. Labeling options were binary: includes trolling vs. does not
include trolling. Before coding, raters reviewed three Q&A sites’ community guidelines and terms
of service to have a sense of what is not allowed on each site. Rater #3, #5, and #7 labeled 1,000
answers from Yahoo. Rater #4, #5, and #7 labeled 1,000 answers from Quora. Rater #4, #5, and #6
labeled 1,000 answers from Zhihu. The Fleiss’s Kappa was .802, .842, .814 for Yahoo, Quora, and
Zhihu respectively, indicating great agreement.

3.4 Ethical and Privacy Considerations
We followed CSCW’s community norms of ethical ways of studying online communities [12, 24,
25, 96]. Our entire research protocol was IRB approved. We also abided by each sites’ Terms of
Service for the entire study. All the data we collected are stored in a secure location to which only
the research team has access. When processing the data, we replaced the identifiable name of users
with unidentifiable labels. The names and the avatars of users are blurred in Figure 1, 2, and 3.

4 RESULTS

Table 4. An overview of the question-level metrics analyzed across three Q&A sites. Numbers are N or means
(M) with standard errors in parentheses. A = anonymity, P = pseudonym, R = real name.

Yahoo Zhihu Quora
A P A P R A R

Questions Sampled 334 666 324 483 193 365 635
Answers per Question 18.2 (3.9) 16.9 (1.3) 184.0 (31.8) 434.2 (57.9) 289.5 (59.6) 20.5 (2.8) 43.6 (4.6)
M Question Sensitivity 2.05 (0.05) 1.78 (0.03) 2.49 (0.06) 1.90 (0.05) 1.67 (0.07) 2.12 (0.06) 1.87 (0.04)
M Question Followers 0.3 (0.1) 0.3 (0.04) 2634.2 (380.1) 7520.2 (877.8) 8815.1 (1571.6) 35.4 (10.4) 124.1 (27.4)
M Question Comments N/A N/A 8.7 (1.4) 14.1 (1.5) 11.7 (2.3) 0.6 (0.1) 0.9 (0.1)

Table 5. An overview of the answer-level metrics analyzed across three Q&A sites. Numbers are N or means
(M) with standard errors in parentheses. A = anonymity, P = pseudonym, R = real name.

Yahoo Zhihu Quora
A P A P R A R

Answers Sampled 97 903 208 632 160 41 959
Trolling answers 39 221 54 90 19 3 47
M Answer Comments 0.3 (0.03) 0.3 (0.01) 2.2 (0.5) 3.6 (0.6) 4.1 (1.2) 1.6 (0.6) 2.1 (0.4)
M Answer Upvotes 1.5 (0.1) 1.1 (0.02) 7.2 (2.5) 13.0 (3.6) 23.6 (8.9) 23.9 (11.2) 165.5 (45.2)
M Answer Downvotes 1.1 (0.1) 0.8 (0.02) N/A N/A N/A N/A N/A

4.1 Analysis
We considered multiple analysis methods (including both univariate and multivariate methods) to
deal with the complex relationships between all the metrics we wanted to analyze. We decided to
use path analysis [98] with a robust estimator. Path analysis is a special case of Structural Equal
Modeling (SEM) and can be understood as an extension of a regression [92]. A path model lets us
determine the structural relations between all variables in a single model. Thus, it will let us see the
relationship between the identity of the asker and trolling and archival value. Meanwhile, it will
also let us see the relationship of the sensitivity of question topic and the number of answers, for
example. Other analysis strategies would not allow us to see and understand the relationship of these
variables at the same time. While providing a comprehensive introduction to the analysis method
and its interpretation is outside the scope of the paper, please see the following for comprehensive
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(a) number of answers on Yahoo (b) writing quality on Yahoo (c) archival value on Yahoo

(d) number of answers on Quora (e) writing quality onQuora (f) archival value onQuora

(g) number of answers on Zhihu (h) writing quality on Zhihu (i) archival value on Zhihu

Fig. 4. Marginal effects of different levels of identity (anonymity is shown in red; pseudonymity is shown
in green; real name is shown in blue) on number of answers (left column), answer writing quality (center
column) and answer archival value (right column) on Yahoo (first line), Quora (second line) and Zhihu (third
line).

guidance: 1) a textbook that gives an excellent description is [42, Chapters 6, 7, 11, 12] and 2) a
practical example using path modeling, with an explanation of it in the appendix is [43, p. 489 -
491]).

We chose to create three separate path models, one for each of the sites we analyzed, instead
of combining data from all three together into one model. We did this to minimize the effects of
confounding variables (e.g., different site features, users, and design of each site). For each site,
we started with a saturated path model. A saturated model contains all possible paths between
variables. The next step in path model is to trim the path model until the model had a good fit
and the effect of each path is statistically significant (p < .05). Statistical significance here means
that the two variables on each side of the path are significantly associated [92]. To trim each path
model, we started with the least significant and least interesting effects (e.g., those that were added
for saturation), and removed paths iteratively until all non-significant paths were removed.

Each path of the model is shown using an arrow. Like any regression model, path models make
assumptions about the direction of causality for each path. However, since our study is not a
randomized experiment, we interpret these as associations, rather than directional causality. In
each path model, question-level metrics are shown in green and answer-level metrics are shown in
red. The regression weight is predicted by the model. Numbers on the arrows (and their thickness)
represent the coefficient (and standard error). Factors are scaled to have an SD of 1. Significance
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levels are: ***p < .001, **p < .01, *p < .05. R2 is the portion of the variance explained by the model.
We encoded each categorical variable with the value on the right of “vs.” as the baseline.

We conducted multicollinearity tests [65] for all variables for all models. The values of tolerance
were all above the threshold (0.2) [65], which means there is no issue of multicollinearity in our
models. Note that unlike significance tests (e.g., ANOVAs), in a path analysis there is no need to
control familywise error rates [19]. Thus, we did not use any correction for multiple comparisons
(e.g, Bonferroni correction).

The marginal (unmediated) effects of identity on user engagement (taking number of answers
as an example, other metrics following the same trend) and answer quality (writing quality and
archival value) are shown in Figure 4, which reflect RQ1 and RQ2, respectively. We first present the
results of question sensitivity across the three Q&A sites and then we interpret the trimmed path
models with main effects in the next three sub-sections split by site. An overview of the metrics we
analyzed, including the number of trolling answers (which reflect RQ3), can be found in Table 4
and Table 5. Note that while only one metric of user engagement is included in the path models,
other metrics followed the same trend. Thus, we removed those metrics for simplicity. The full
path models with all metrics included for all three Q&A sites can be found in the Appendix.

4.2 Question Sensitivity
Since our sample is not normally distributed, we settled on the use of non-parametric tests (e.g.,
Mann-Whitney U, Kruskal-Wallis), where appropriate. Across sites, the mean (and its standard
error) of question sensitivities varied between highly sensitive topics and less sensitive topics:
Yahoo (2.43 ± .035 vs. 1.3 ± .029), Zhihu (3.03 ± .029 vs. 1.03 ± .013) and Quora (2.81 ± .033 vs.
1.06 ± .011). The values of Mann-Whitney U are 219,220 (Yahoo), 246,250 (Zhihu), 244,250 (Quora),
respectively. All the values of p are less than 0.001. Questions about highly sensitive topics are more
sensitive than questions under less sensitive topics. This variation may be taken as a validation
that the topics we identified from previous literature [7, 68, 69] represent highly sensitive and less
sensitive topics respectively. An example of a less sensitive question (rated as “not at all sensitive”)
is: “What is the most clever life hack you’ve learned?” An example of a highly sensitive question
(rated as “extremely sensitive”) is: “How painful is death through drinking bleach?”

Table 4 shows the average question sensitivity of three Q&A sites split by different levels
of identity. On Yahoo, the mean (and its standard error) of question sensitivity varies between
pseudonymous askers (1.78 ± .033) and anonymous askers (2.05 ± .052). The Mann-Whitney U
is 129,400, p < 0.001. On Zhihu, the mean (and its standard error) of question sensitivity varies
between pseudonymous askers (1.90 ± .049), anonymous askers (2.49 ± .058), and real name askers
(1.67 ± .071). Kruskal-Wallis is χ 2(2) = 86.986 (p < 0.001). However, on Quora, we did not observe
the same trend. There is no significant difference between anonymous askers (2.12 ± .055) and
real name askers (1.87 ± .039) in terms of question sensitivity. The Mann-Whitney U is 90,462 (p =
0.127).

4.3 Yahoo
Figure 5 shows the trimmed path model for Yahoo. The model fit is: χ 2(12) = 25.060, p = .015;
RMSEA = 0.033, 90% CI : [0.014, 0.051], CFI = 0.979, TLI = 0.963. The model’s chi-square should
not be statistically significant. However, the chi-square statistic is very sensitive to the sample
size [6] and is no longer relied upon [86]. Hu and Bentler [34] propose the cut-off values for other
fit indices to be: RMSEA < 0.05, with the upper bound of its 90% CI below 0.10, CFI > 0.96 and TLI >
0.95. The cut-off values indicate that our model has a good model fit.
Using this model we find that on Yahoo, anonymous askers are more likely to ask questions

about highly sensitive topics. Notably, questions about highly sensitive topics are more likely to be
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Fig. 5. The trimmed path model for the data of Yahoo. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is
the portion of the variance explained by the model. Numbers on the arrows (and their thickness) represent
the coefficient (and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.
Question-level metrics are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1
and pseudonym is coded as 0. Highly sensitive is coded as 1 and less sensitive is coded as 0. Trolling is coded
as 1 and non-trolling is coded as 0.

answered anonymously than questions about less sensitive topics. We do not find any direct effect
of answerer’s identity on answer quality; anonymous and pseudonymous askers ask questions of
equivalent quality. The indirect effects are mediated by trolling. The marginal effects of answerer’s
identity on writing quality and archival value show that the indirect effects are not significant (see
Figure 4b and Figure 4c, p = .051 and .085 respectively).
We observed 260 (26%) answers are trolling on Yahoo (see Table 5). Anonymous questions are

more likely to be trolled. Furthermore, anonymous answers are more likely to be trolling. The
trolling answers, in turn, have lower writing quality than non-trolling answers. Answers with
higher archival value are more likely to have higher writing quality. Thirty-six point nine percent
of the variance in archival value and 14.4% of the variance in writing quality can be explained by
this model.
Finally, neither asker’s identity nor answerer’s identity has a direct effect on user engagement

metrics. However, asker’s identity has an indirect effect on the number of answers mediated by
question topics. Only 0.8% of the variance in the number of answers can be explained by this
model. The marginal effect of asker’s identity on the number of answers (one of the metrics
to measure user engagement) shows that the effect is not significant (see Figure 4a, p = .748).
Following the same trend, both asker’s identity and answerer’s identity have a weak, indirect
effect on other user engagement metrics (e.g., number of question followers, number of answer
upvotes/downvotes/comments, see Table 4 and Table 5). Thus, we removed these metrics (but
kept the number of answers to represent user engagement) from the simplified trimmed model for
simplicity. The full trimmed path model of Yahoo can be found in Figure 8 in the Appendix.
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4.4 Quora
Figure 6 shows the trimmed path model for Quora. The model has a good [34] model fit: χ 2(10) =
7.929, p = .636; RMSEA = 0.000, 90% CI : [0.000, 0.027], CFI = 1.000, TLI = 1.008.
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Trolling 
(trolling vs. 

non-trolling)

Archival Value 
(R2 = .290)

Writing Quality 
(R2 = .128)

Fig. 6. The trimmed path model for the data ofQuora. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is
the portion of the variance explained by the model. Numbers on the arrows (and their thickness) represent
the coefficient (and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.
Question-level metrics are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1
and real name is coded as 0. Highly sensitive is coded as 1 and less sensitive is coded as 0. Trolling is coded as
1 and non-trolling is coded as 0.

Using this model we find that on Quora, anonymous askers are more likely to ask questions
about highly sensitive topics. Notably, highly sensitive questions are more likely to be answered
anonymously than questions about less sensitive topics. We do not find any significant effect of
answerer’s identity on answer quality (See Figure 4e and Figure 4f, p = .081 and .291 respectively).
Unlike Yahoo, on Quora we do not find any significant effect of asker’s identity/answerer’s

identity on trolling. Only 5% of the answers we analyzed on Quora contain trolling compared to
the 26% of answers on Yahoo (see Table 5). Trolling answers have a significantly lower archival
value than non-trolling answers. Answers with higher archival value are more likely to have higher
writing quality. Twenty-nine percent of the variance in archival value and 12.8% of the variance in
writing quality can be explained by this model.

Asker’s identity and the topic of questions have a direct but weak effect on the number of answers
(one of the metrics to measure question-level user engagement). Although the marginal effect is
significant (See Figure 4d, p < .001), only 3.8% of the variance of the number of answers can be
explained by this model. Following the same trend, asker’s identity has a weak but indirect effect
on other question-level user engagement metrics (e.g., number of question followers/comments,
see Table 4). Answerer’s identity has no significant effect on answer-level user engagement metrics
(e.g., number of answer upvotes/comments, see Table 5). Thus, we removed these metrics (but
kept the number of answers to represent user engagement) from the simplified trimmed model for
simplicity. The full trimmed path model of Quora can be found in Figure 9 in the Appendix.
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4.5 Zhihu
Figure 7 shows the trimmed path model of Zhihu. The model has a good [34] model fit: χ 2(13) =
30.171, p = .004; RMSEA = 0.036, 90% CI : [0.019, 0.054], CFI = 0.986, TLI = 0.977.
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Fig. 7. The trimmed path model for the data of Zhihu. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is
the portion of the variance explained by the model. Numbers on the arrows (and their thickness) represent
the coefficient (and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.
Question-level metrics are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1,
pseudonym is coded as 2, and real name is coded as 3. Highly sensitive is coded as 1 and less sensitive is
coded as 0. Trolling is coded as 1 and non-trolling is coded as 0.

On Zhihu, both asker’s identity and answerer’s identity have three levels (anonymity, pseudonym,
and real name) ordered by the level of identity self-disclosure. Thus, we treat asker’s identity and
answerer’s identity as two linear contrasts. Using this model, we find that on Zhihu, anonymous
askers are more likely to ask questions about highly sensitive topics. Meanwhile, questions about
highly sensitive topics are more likely to be answered anonymously than questions about less
sensitive topics.
We do not find any direct effect of answerer’s identity on answer quality (see Figure 4h and

Figure 4i, p = .055 and .160 respectively). The indirect effect is mediated by trolling. We observed
163 (16.3%) trolling answers on Zhihu (see Table 5). Similar to Yahoo but unlike Quora, anonymous
answers are more likely to be trolling. The trolling answers, in turn, have lower archival value than
non-trolling answers. Similar to Yahoo and Quora, answers with higher archival value are more
likely to have higher writing quality. Fifty-one point one percent of the variance of archival value
and 21.2% of the variance of writing quality can be explained by this model.
Finally, both asker’s identity and answerer’s identity have no direct effect on user engagement

metrics. For example, asker’s identity has an indirect effect on the number of answers mediated by
the topics of questions. Although the marginal effect is significant (see Figure 4g, p < .001), only 4.2%
of the variance in the number of answers can be explained by this model. Following the same trend,
asker’s identity has a weak, indirect effect on other question-level user engagement metrics (e.g.,
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number of question followers/comments, see Table 4). Answerer’s identity has no significant effect
on answer-level user engagement metrics (e.g., number of answer upvotes/comments, see Table 5).
Thus, we removed these metrics (but kept the number of answers to represent user engagement)
from the simplified trimmed model for simplicity. The full trimmed path model of Zhihu can be
found in Figure 10 in the Appendix.

5 DISCUSSION
The data analysis illustrates that there are many common findings of the identity and Q&A metrics
across sites and there are also quite a few different findings across sites. In this section, we explain
these findings in terms of identity, user engagement and trolling.

5.1 Anonymity
Across the three Q&A sites we analyzed, anonymous askers are more likely to ask questions about
highly sensitive topics. Anonymous questions are then more likely to be answered anonymously.
We were not surprised to see people ask and answer questions anonymously about highly sensitive
topics. However, before our investigation, we did not know whether it was the sensitivity of the
question or the topic of the question that was related to the use and benefits of anonymity. It is
possible that questions about highly sensitive topics can be less sensitive and vice versa, questions
about less sensitive topics can end up being highly sensitive in certain cases. By analyzing the
sensitivity of the questions, we show that the question topic is related to the sensitivity of the
question (see Section 4.2). We also show that the use of anonymity is associated with both the topic
of the question and the sensitivity of the question on Yahoo and Zhihu (See Sections 4.2, 4.3, and 4.5).
On Quora, the use of anonymity is only associated with question topics but not the sensitivity. The
identity policy varies across sites. Quora is the only real name enforced Q&A site we analyzed.
Thus, users on Quora may be more sensitive to the use of anonymity. Users on Quora may be more
likely to use anonymity to ask even less sensitive questions.
There are many varieties of Q&A sites and other forms of online communities and the con-

text of the community itself can vary from highly sensitive to less sensitive. For example, Stack
Overflow (https://stackoverflow.com/) is a popular technical Q&A site for software engineers and
programmers. As a successful Q&A site [56], Stack Overflow does not provide any anonymity
options for its users. Questions and answers on Stack Overflow are technical and therefore may
be less likely to be perceived as sensitive. In an online community like Stack Overflow, the use of
anonymity may not therefore provide benefits for users. On the other hand, in a more sensitive
context (e.g., health), the situation is different. On an Q&A site dedicated to health issues, such
as PatientsLikeMe, has more overall sensitive context. In this case, experiential information such
as personal health conditions and personal health experience are often revealed and discussed in
detail [49]. This information is often considered highly sensitive, personal, and useful. People’s
trust in these experiential health information is as high as their trust in factual health information,
such as published medical papers [18]. A one-level anonymous or non-anonymous identity model
may not fit for all. Previous studies on Whisper (an anonymous app) reveals that not all content
needs similar levels of anonymity protection and guarantees [17]. By analyzing different topics
and sensitivity levels within different Q&A sites, our results further reveal the importance of
context-specific anonymity.
Our results suggest that online communities, especially those dealing in highly sensitive in-

formation, should provide a way for their users to engage anonymously. Moreover, the need of
anonymity, especially in highly sensitive context is probably universal. The users of these sites
may be different. For instance, they may have a different cultural background. People with different
cultural backgrounds may behave very differently on Q&A sites [2, 63, 102]. The perceived risks
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may also vary between users. For example, Chinese users and U.S. users are under different threats
from surveillance and loss of employment/opportunity [26]. These perceived risks may contribute
to different use of anonymity. However, we still find that the way they use anonymity is similar on
Q&A sites. For example, the ratio of anonymous questions across the three sites is very similar.
Our study reveals that although people from different cultural backgrounds may behave differently
on Q&A sites, at least, the way they use anonymity is similar.
Anonymity enables people to freely express views and can help control personal information

disclosure [37]. Additionally, it helps reduce social costs such as the psychological barriers that
deter solicitation for assistance [53]. Put another way, anonymity enables people to separate the
content of their ideas and discussion from their identity, thus reducing many privacy consequences.
People are looking for more and more health information (which is usually highly sensitive)
online [91]. People may be less willing to use Q&A sites or other online health forums without
having anonymity options to protect their privacy. People want to have the options of different
levels of anonymity for each post [54]. The anonymity option allows for more negative valence [55],
and writing negative aspects of someone’s life online provides potential benefits [70]. People have a
desire to be simultaneously involved in online communities, and anonymous. However, only a small
number of online communities allow users to participate anonymously. When people want to be
anonymous in those communities without an anonymity feature, they may engage in workarounds.
For example, on a popular social news forum - Reddit, people use “throwaway” accounts as their
temporary identities as a workaround to achieve anonymity [47]. On Reddit, users using throwaway
accounts are significantly more likely to engage in seeking support for stigmatized context [4].

5.2 Engagement
In December 2013, the Huffington Post changed its identity policy to disallow anonymous comments.
Commenters were forced to authenticate their accounts via Facebook, in turn revealing their
real names. This change in identity policy resulted in a dramatic decrease in the number of
comments [27]. Similarly, when TechCrunch and a site for U.S. soldiers changed their identity
policies in the same way, the number of comments also decreased [39, 64]. However, a serious
limitation to our interpretation of those findings is that they only focused on the difference of
with and without anonymity options. Our results reveal that when users have options of identity,
anonymity does not affect engagement directly. Although identity has a weak and indirect effect
on user engagement, the effect is mediated by factors like question topic, answer quality, or trolling.
Our findings shed new light on the relationship between different levels of identity and engagement,
and suggest new research questions such as how different engagement from the community affects
users’ future identity decision making. Moreover, similar to the findings of anonymity, the findings
of user engagement are consistent among the sites, even though the users may be different and
have different cultural backgrounds.

Taken together, these results call into question the previously held belief that offering anonymity
will result in loss of user engagement for Q&A sites and other online communities. Ideally, we
suggest sites should offer anonymity thus enabling highly sensitive questions and discussions,
while simultaneously reducing trolling through other measures to protect engagement.

5.3 AnswerQuality
We find that different types of identity have no significant effect on answer writing quality or
archival value across three Q&A sites. Previous work shows that changing the identity policy
from allowing anonymity to only allowing real names results in an increase in online comment
quality [27, 39]. However, our work, which is differentiated from prior work in that on the Q&A sites
we analyzed, users have multiple identity options available simultaneously, whereas prior work
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only focus on comparing having anonymity vs. not having anonymity. Also, prior work mainly
only focus on one site. Our results find the same trend across sites, even though the users may
be different and from different cultural backgrounds. While services providers value anonymous
contributions, they often have perceived threats about anonymity such as low-quality contributions
to the community [57]. Our results reveal that the quality of the answers on Q&A sites is not
affected by including an anonymity option. Because anonymity enables people to feel free to express
views [37], it is possible that it may counter some of the negative things associated with other
aspects of anonymity, therefore resulting in an equivalent quality of answers between anonymous
and non-anonymous users.

5.4 Trolling
On Quora, we found very few trolling answers overall. When we did observe trolling, there was no
difference in trolling between different types of identity. On Yahoo and Zhihu, however, anonymous
answers were more likely to be trolling than non-anonymous answers. Deviant behavior such
as trolling is a common issue in online communities [15], and we know from prior work that
anonymity may provide cover for trolls. For example, the theory of online disinhibition describes a
phenomenon where people may have a lack of restraint on the Internet. This kind of disinhibition
could sometimes be toxic (e.g., trolling) [93]. In this theory, anonymity is one of the factors that
could lead to toxic disinhibition. Toxic disinhibition is when the disinhibition someone experiences
takes on a negative, potentially harmful nature. Trolling may be one example of toxic disinhibition.
Similarly, in the social identity theory of deindividuation [82], people in groups (e.g., on a Q&A site)
could lose selfhood and thus lose self-control over behavior. This control loss leads to behaviors
like trolling. In this theory, anonymity is one of the factors that could lead to this control loss.
However, not all behaviors like trolling are negative. For example, these behaviors may be

considered pro-social when the target has committed some offense [8]. Therefore, even if providing
users of Yahoo and Zhihu with the option to ask or answer questions anonymously does enable
some trolling behavior, that may not be an entirely bad thing if some of the trolling is pro-social.
In an online community (e.g., a Q&A site), trolling requires a certain degree of commitment
because trolling requires successful learning and assimilating of a community [20]. This learning,
assimilating, and commitment could be beneficial to online communities as it could raise user
engagement and the quality of the information users share. While it is outside the scope of this
work, future work could explore how much anonymity contributes to the pro-social effects of
trolling.
Yahoo, Zhihu, and Quora all moderate content to guard against trolling. For instance, Yahoo

maintains the right to delete any content that violates its community guidelines [101]. Quora
and Zhihu collapse answers which violate their policies [72, 108]. Quora and Zhihu also delete
questions and answers according to their terms of use [76, 105]. One reason Quora has very few
trolling answers may be due to its strict moderation mechanisms. Another possible reason may
be the real name policy. By analyzing news comments from both anonymous authors and real-
name authors, Santana finds that real name comments are more civil than anonymous comments
in online newspaper discussion forums [85]. On Facebook Confession Boards, people ask taboo
and stigmatized topics anonymously and receive relevant responses without having too much
cyberbullying or negativity as the responder’s identity is identifiable [7]. Real-name users may
be more civil, and thus, the community norm of Quora may be more civil than other Q&A sites
that are not a using real-name policy. The community norm could, in turn, affect people’s online
anonymity behavior [46].

Trolling is common in all online social systems [41]. Since even ordinary people can behave like
a troll under certain circumstances [15], Yahoo, Zhihu, and other sites might address trolling using
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better moderation mechanisms. For example, sites may be able to use longitudinal data from user
history to monitor reactions among suspect threads to better detect trolling posts [84].

6 LIMITATIONS AND FUTUREWORK
One major limitation of this work is that we were restricted by the characteristics of existing Q&A
sites. As we described in the Section 3.1, we chose the three sites for their shared and unique
characteristics. We also noted that there are multiple variables that differ across sites. For example,
only one of our sites was in the Chinese language, whereas the other two were in the English
language. Although we find that the results are pretty similar across three sites we analyzed, the
primary users of these sites have clear language and cultural differences that may affect their
behaviors. Furthermore, sites did not have identical policies: all three sites offered the option of
asking and answering questions anonymously, whereas only one (Quora) had an enforced real
name policy. Future work could examine this further by conducting experiments to control these
variables. Another interesting area of future work would be to compare Q&A metrics before and
after should any Q&A site change their identity policies. For example, starting in March 2017 (after
we collected data), Quora started to review all anonymous content for spam and harassment before
being distributed [73]. Starting in June 2017 (after we collected data), Zhihu started to enforce
users to attach their mobile phone numbers (which are also attached to Social ID card) with their
accounts [107]. These changes in identity policies might alter users’ behavior and need further
exploration.
Another limitation of this work is the dataset. We asked permission to crawl each of the three

sites, but all sites declined or did not respond. Quora1is heavily restricted by robots.txt. We can’t
get all the information we need (e.g., the number of comments and followers) even with crawling.
Zhihu does not provide APIs for data crawling. While Yahoo did previously provide an API to crawl,
they took their API offline in 2014 [99]. Thus, we were not able to use APIs for data collection,
nor did we crawl the sites, which might violate the sites’ Terms of Service. Instead, we manually
collected data. For some metrics (e.g, number of downvotes on Quora and Zhihu), Q&A sites have
features that are not visible to users so we were not able to collect them without APIs. Without
the API, our work is also limited by only being able to analyze the top-ranked questions. The
low-ranked questions are almost impossible to collect manually. In order to do so, we need to collect
the full set of questions. However, it is very difficult even with a web crawler. For example, using a
web crawler, [97] was only able to collect about 58% of the questions during a one-month period
on Quora. Since each question could have multiple topics, “getting the full set of all questions is
difficult”[97]. Future large-scale studies would be facilitated if these Q&A sites would open their
APIs to allow researchers to collect data at the question and answer level, rather than requiring
researchers to collect these data manually, which limits the amount of data that can be efficiently
collected.

Finally, similar to almost all other studies using public online forum data, our study was limited
by sites’ content moderation practices. As we discussed earlier, all three Q&A sites we analyzed
have content moderation mechanisms [72, 76, 101, 105, 108]. Questions and answers may already
have been removed before we collected and analyzed the data. Since we only collected questions
that have answers, it is possible that some answers were removed by moderation because they
violated sites’ guidelines and policies prior to data collection. Thus, moderated portions of the
Q&As were not accounted for in our analysis. However, we still found that the trolling on answers
in different types of identity is consistent on Yahoo and Zhihu.

1Quora began allowing users crawl the site on December, 2017 [76], after we collected our data. However, Quora is still
heavily restricted by Quora’s robots.txt: https://www.quora.com/robots.txt
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We found that on Yahoo and Zhihu, anonymous answers are more likely to be trolling; On Quora,
there are very few trolling answers. Multiple factors could play a role in this finding. For example,
Quora’s strict moderation mechanism may have already moderated many of the trolling answers
in real time, before we collected the data. It is also possible that Quora’s real name policy leads
to less trolling behavior. Other factors such as the demographics of Quora’s user base could also
be behind this finding. Since we were not able to collect raw data from these Q&A sites, we are
not able to answer this question in this paper. Future work could examine this by collecting and
analyzing both the raw and moderated data if possible. It is difficult for researchers to collect raw
data before content moderation manually and may not even be possible in most cases because sites
do not provide access to raw data to researchers. Q&A sites and other online communities should
consider providing raw data via their APIs so more accurate data can be collected and analyzed
by researchers. For example, Reddit now has a streaming API so researchers can collect all the
comments that are posted on Reddit on a continuous basis [13].

7 CONCLUSION
By analyzing questions and answers from three Q&A sites that have different identity policies,
we find that anonymity is important, especially for sensitive topics and questions. Based on this
finding, we suggest Q&A sites and other online communities consider offering users ways to
engage anonymously, especially about highly sensitive topics. Our results also show that offering
anonymous identity options does not necessarilymean that Q&A sites and other online communities
risk losing user engagement or content quality. However, anonymity leads to more trolling, and
thus we recommend sites implement moderation mechanisms to guard against trolling.
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Fig. 8. The full path model for the data of Yahoo. The model fit is: χ2(34) = 67.191, p = .001; RMSEA = 0.031, 90%
CI : [0.020, 0.042], CFI = 0.987, TLI = 0.980. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is the portion
of the variance explained by the model. Numbers on the arrows (and their thickness) represent the coefficient
(and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.Question-level metrics
are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1 and pseudonym is coded
as 0. Highly sensitive is coded as 1 and less sensitive is coded as 0. Trolling is coded as 1 and non-trolling is
coded as 0.
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Fig. 9. The full path model for the data ofQuora. The model fit is: χ2(39) = 31.422, p = .801; RMSEA = 0.000, 90%
CI : [0.000, 0.018], CFI = 1.000, TLI = 1.006. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is the portion
of the variance explained by the model. Numbers on the arrows (and their thickness) represent the coefficient
(and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.Question-level metrics
are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1 and real name is coded
as 0. Highly sensitive is coded as 1 and less sensitive is coded as 0. Trolling is coded as 1 and non-trolling is
coded as 0.
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Fig. 10. The full path model for the data of Zhihu. The model fit is: χ2(37) = 43.942, p = .201; RMSEA = 0.014,
90% CI : [0.000, 0.026], CFI = 0.996, TLI = 0.994. Significance levels: ***p < .001, **p < .01, *p < .05. R2 is the
portion of the variance explained by the model. Numbers on the arrows (and their thickness) represent
the coefficient (and standard error). Factors are scaled to have an SD of 1. Identities are shown in blue.
Question-level metrics are shown in green. Answer-level metrics are shown in red. Anonymity is coded as 1,
pseudonym is coded as 2, and real name is coded as 3. Highly sensitive is coded as 1 and less sensitive is
coded as 0. Trolling is coded as 1 and non-trolling is coded as 0.
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