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Abstract

Many multicast applications, such as audio/video stregnfile sharing or emergency
reporting, are becoming quite common in wireless mobilerenment, through the
widespread deployment of 802.11-based wireless netwokkswever, despite the
growing interest in the above applications, the currentHED2.11 standard does
not offer any medium access control (MAC) layer support ®éfficient and reliable
provision of multicast services. It does not provide any Mlager recovery mech-
anism for unsuccessful multicast transmissions. Consgtyiéost frames cannot be
detected, hence retransmitted, causing a significanttywdlservice degradation. In
addition, 802.11 multicast traffic is sent at the basic date, roften resulting in severe
throughput reduction.

In this work, we address these issues by presenting a reliablticast MAC proto-
col for wireless multihop networks, which is coupled withghkweight rate adaptation
scheme. Simulation results show that our schemes provigtegacket delivery ratio
and, when compared with other state-of-the-art solutitimsy also provide reduced
control overhead and data delivery delay.

Keywords: 802.11; multicast; reliable; rate adaptation

1. Introduction

Recently, group-oriented services have appeared as ohe pfimary application
classes targeted for wireless multihop networks. Examalesind in both civilian
and military applications: in the former, users who shaeesame interests can form
on-demand communities, e.qg., for the purpose of file shanmuiti-player online gam-
ing, audio/video streaming, video conferencing; in theelahodes working in groups
strive toward a common goal, for mission-critical taskgpimation dissemination,
emergency reporting in rescuing operations.

Multicasting supports data dissemination to a group of $)aterefore it plays
a crucial role as enabler of the above set of applicationstodgh it, all intended
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receivers are reached by a single transmission, thus Iog@etwork costs and im-
proving channel efficiency with respect to unicast transioiss to individual group
members.

Multicasting has been extensively studied, especiallyatttansport and routing
layers. While multicasting at the transport layer mainlpoerns issues on error recov-
ery, routing-layer multicasting focuses on building a wea mesh topology, maintain-
ing them in case of mobility of the nodes, ensuring energgiefiicy, as extensively
surveyed in [1]. Besides, although most network layer roa#ti protocols work with
any MAC scheme, their effectiveness in terms of reliabitign be improved by pro-
viding a reliable underlying MAC layer. Nevertheless, thdent features of wireless
networks, such as random packet drops due to mobility, fpdirternal interference,
bandwidth scarcity, coupled with the lack of network infrasture in multihop ad
hoc networks, make the provision of reliable, efficientt fal$\C-layer multicasting
extremely challenging.

Indeed, the current IEEE 802.11 technology [2], based oriecasense multiple
access with collision avoidance (CSMA/CA), has no explic&chanism to support
multicasting at the MAC layer: multicast packets are gelhefarwarded as one hop
broadcast in order to reach all group members in the neidfdmarwith a single trans-
mission. Thus, two major problems arise when legacy 80%1ised. Firstly, no
MAC-layer recovery for multicast frames is provided: the v$ a handshaking proce-
dure, such as request-to-send/clear-to-send (RTS/Cai®gs, or of acknowledgments
(ACKs) is not allowed, thus unsuccessfully transmittedke#s are never retransmit-
ted. This issue is of particular relevance since, in mufiinetworks, a transmission
failure at any of the forwarding nodes may cause the losseoptttket at any receiver
in the downstream multicast tree. Secondly, to ensure fggeption probability, mul-
ticast traffic is always sent at the basic data rate (i.e.|avest data rate available in
a network using an IEEE 802.11 technology); this often ttesul severe throughput
degradation, especially for multicast streaming.

To solve these shortcomings in 802.11-based multihop n&sywarious multicast
MAC protocols have been recently proposed with the aim t@ané the reliability and
efficiency of multicasting. Typically, simple extensionghe IEEE 802.11 Distributed
Coordination Function (DCF), which have appeared in thexditure, target only reli-
ability, resulting in high control overhead, collisions ang the RTS/CTS frames and
failure in solving the hidden terminal problem [3, 4]. On tmntrary, efficient proto-
cols that are not compliant with the IEEE 802.11 standardhateasily implemented
in practical devices [5, 6, 7]. However, to the best of ounklealge, none of the above
mentioned approaches is able to simultaneously cope witbilty and efficiency
issues, by also ensuring high throughput values. It folltveg a good compromise
between these two trends needs to be found.

In this work, we design a fully-distributed reliable and @#nt multicast MAC
protocol, which introduces as few modifications as possibite respect to the IEEE
802.11 MAC specifications and is suitable for infrastruetyrmultihop ad hoc and
mesh network topologies. We name our scheé®h®, Reliable Multirate Multicast
MAC. RM2 does not rely on any centralized entity that instructs feetliransmissions
by multiple receivers or handles them on behalf of otherivecs. In addition, it relies
on a rate adaptation mechanism, which avoids the indisgataiuse of the basic data



rate and allows a transmitter to send traffic at the highdst@de that is acceptable to
all multicast receivers. This clearly increases the oVveetivork throughput. Finally,
RM2 is able to ensure high packet delivery ratio as well as redldega delivery delay
and control overhead.

The remainder of the paper is organized as follows. Sectideszribes the basic
principles of the 802.11 DCF scheme, while Section 3 disesisslated work. In Sec-
tion 4, we provide an overview of our solution for multiratdiable multicasting. In
Section 5, a detailed description of the transmission sehafRME is given. The rate
adaptation mechanism and the NAV updating procedures acgided in Section 6 and
Section 7, respectively. Section 8 compares through ns@lations the performance
of RM® and RAMP, our early proposal in [8], against the legacy 8D21d the MMP
protocol presented in [9]. Finally, Section 9 concludesgaper.

2. Background: The IEEE 802.11 DCF Scheme

In 802.11 networks [2] time is divided into time intervaldled time slotsand the
channel access is based on the CSMA/CA mechanism. DCF &xplath a physical
and a virtual channel sensing, to determine whether thenehnidle or busy. Virtual
sensing is implemented by including in all transmitted fesnan indication of their
duration so that the non-destination stations overheaxritrgnsmission are aware of
the time interval during which the channel will remain bugycounter, called NAV
(Network Allocation Vector), is set accordingly to keepdkaof the channel status.
Once a station has set its NAV, it remains in overhearing $tatthe whole duration of
the transmission.

When a station wishes to access the channel, the physicairénal carrier sense
mechanisms are checked. If both of them detect the chanidiedsr a time duration
equal to DIFS (Distributed Inter Frame Space) seconds, tite transmits. Other-
wise, the station waits for the channel to become idle; thwthjn an interval of DIFS,
it randomly selects a backoff value from the range calledt@ution Window (CW)
and sets its backoff counter to this value times the slottchira The value of con-
tention window is doubled at every failed transmissionmafie The backoff counter is
decremented at the end of each idle slot; as the backoff eoterches zero, the node
accesses the channel.

For unicast transmissions, correctly received data freanescknowledged by the
intended destination by sending an ACK frame after SIFS (Shter Frame Space)
seconds from the data frame reception.

To increase the reliability level of unicast transmissiansl avoid the hidden ter-
minal problem, the access scheme described above canénglodntrol frame hand-
shaking between sender and receiver. In this case, the rsirstiéransmits an RTS
frame and sends the data frame only after it receives a CTeffeom the intended
destination. Once the handshaking takes place succesfoth the sender’s and the
receiver’s neighbors are informed about the upcoming dategsmission and will re-
frain from accessing the channel, thus avoiding collisions

The current IEEE 802.11 technology has no explicit mectmandssupport multi-
casting at the MAC layer: multicast packets, regardlesdeif tength, are generally



forwarded as one-hop broadcast in order to reach all thévexsen the neighborhood
with a single transmission. RTS/CTS cannot be used for sgriaioadcast/multicast
frames and such frames are never acknowledged. Thus,dostfcannot be detected,
hence retransmitted. To compensate for the inherent abikty of such an approach,
packets are transmitted at the basic data rate (e.qg., typickbps for 802.11b), also
when a much higher rate could be acceptable to the multieasivers.

3. Related Work

Since our aim is to design a rate-adaptive reliable and effidlAC protocol for
multicasting, we first discuss some of the main solutiongpsed in the literature
regarding both reliability and efficiency in 802.11-basedworks. Then, we review
some multicast MAC protocols that provide adaptation ofdhe rate.

Reliable and Efficient Multicast MAC Protocols. To solve the shortcomings of
802.11-based networks in supporting multicasting, somg sehemes [3, 4] extended
the basic 802.11 control mechanisms used for unicast frasoes as RTS/CTS and
ACK, to broadcast/multicast transmissions. However,dhssutions were unable to
coordinate the transmission of CTS frames from multiplenezrs, which makes col-
lisions among CTS frames highly probable. To avoid CTS siolfis, later proposals
either make receivers send their CTS frame at different tivstants [10, 11] or replace
these frames with one CTS frame sent by a leader node [12]ceEuét is an increased
reliability level in multicast delivery, although thesdwtions still suffer from the hid-
den terminal problem, thus often incurring in excessivayler inefficiency in channel
utilization.

To counteract the hidden terminal problem, in [5, 6, 7] busyes are used to
signal negative ACK/negative CTS; however, such an apjroequires additional
transceivers in the wireless devices to handle the busytone

A low-overhead solution is proposed in [13]. When a multicaember receives
a data packet from the sender, it allocates a symbol on agsigreed Orthogonal Fre-
quency Division Multiple Access (OFDMA) subcarrier, whiatts as a positive/negative
ACK for the packet. Thus, after SIFS, all receivers can sémdlganeously their feed-
back and the scheme incurs the same overhead as in unigashisaions. However,
since the virtual carrier sensing procedure is not deployedprobability of collisions
due to hidden terminals may still be high; furthermore, thatqcol lacks of a proper
retransmission policy for failed multicast transmissions

Two interesting solutions, working in 802.11-based ad hmdrenments and not
requiring additional hardware are in [9, 14]. The multicastare MAC protocol (MMP),
proposed in [9], adds an Extended Multicast Header (EMHgtthepacket, reporting
the identifier of the next-hop neighbors that are supposeéedeive the packet and
send back an ACK, following their order of appearance in tMHE If not all of the
expected ACKs are received, the sender retransmits theefsalok using a handshake
mechanism, where the RTS frame reports the identifiers ohttes which did not
send the ACK, and a CTS is expected from each of them, agdowioly their order
of appearance in the RTS frame. The solution in [9], althoegsuring high packet
delivery ratio, implies a significant overhead because #eket size is increased to



carry all next-hop MAC addresses. To overcome this probteenscheme in [14] ex-
ploits RTS/CTS frames similarly to [9], but limits the nunmlod next-hop neighbors to
four. It also complements the data packet header with theatidn of which next-hop
neighbors have sent a CTS, so that neighboring nodes calmeseNAV accordingly.
Finally, an early version of our solution, the so-called RRMcheme, was presented
in our conference paper [8]. RAMP implements the same trésssom procedures as
RM2, however it does not implement any rate adaptation for iwasti data transmis-
sion and always uses the basic data rate.

Multirate Multicast MAC Protocols. Since the IEEE 802.11 physical layer sup-
ports multi-rate transmissions, several unicast prowiale been proposed to exploit
this capability. In [15], senders increase the data rags afinsecutive successful trans-
missions and reduce the rate after consecutive transmisiares. In [16], the pro-
posed Receiver Based Auto Rate (RBAR) protocol lets theireceneasure the per-
ceived channel quality, decide the transmission rate, hed notify it to the sender
before the data packet transmission.

In multicast communications, each intended receiver mage&nce different (and
variable) channel states, thus making rate adaptatioreagdtirce a challenging task.
Only few works exist that tackle this topic.

Rate Adaptive Multicast (RAM) [17] exploits RTS/CTS cortfoames to allow
multicast receivers to perform channel estimation andsalection. The sender node
transmits an RTS frame and the members of the multicast grmgsure the Received
Signal Strength (RSS) of the received RTS frame, dependinghich they choose a
suitable data rate. Then, all multicast receivers simelasly send a variable length
dummy CTS frame, whose length corresponds to a selectedatataAccording to the
duration of the CTS transmissions, the multicast sendepuoedfict the lowest data rate
to use for transmitting the data frame.

A similar approach is followed in HIMAC [18]. Although the RvA and the HI-
MAC protocols can ensure high throughput by enabling thelseto transmit at the
maximum achievable data rate among the receivers, theyotansure full reliability.
Indeed, the duration of the data packet transmission camnaidvertised before the
data transmission starts, thus the nodes that are hiddéwe teehder cannot set their
NAV.

To the authors’ knowledge, no solution has been recordetigniterature that
is able to provide reliable multicast communications wigitesuring high throughput.
Thus, by drawing on the solutions presented in [9] and [14]eting full reliability,
and by borrowing the main features of the receiver-basedadaptation scheme pro-
posed in [16] for unicast transmissions, we design a rasgace protocol which aims
at providing high throughput and reliability of multicagiramunications in multihop
802.11 wireless networks.

4. Outline of RM3

We consider a wireless multihop network and assume that N&&€r multicasting
is managed as a mapping of network-layer multicasting. hgies that the routing
protocol, which handles group membership by addition/neahof nodes to/from a



multicast group, has the additional task of identifyingieet-hop nodes of a multicast
transmission through their network layer addresses, poionapping them into their
MAC layer addresses.

Based on these assumptions, we devise thé Bution with the aim of improving
the packet delivery ratio while curbing control overhead packets’ delay.

The key points of the proposed RMcheme are that (i) sender and receivers carry
out anefficient bare-bone handshaking procedure to ensure reliableaastitiata de-
livery; (i) the handshaking procedure is enhanced in suelag as to let the sender
choose the optimal data rate to transmit multicast packgtearning the current chan-
nel state at all receivers; (iii) shortened node identif@@essused instead of full-length
node addresses to save bandwidth and reduce control oderaied (iv) nodes re-
ceiving (or overhearing) a control or a data frame on the nbhhopdate their NAV
accordingly so as to increase the channel utilization withiocreasing the collision
probability on the wireless medium.

The main steps of the proposed protocol can be summarizedass:

1) When a node has to transmit the first multicast data paitkstnds a multicast
RTS (MRTS) frame to the multicast receivers.

2) On receiving the MRTS, each receiver sequentially sengioperly modified
CTS frame (MCTS), which includes its highest acceptabla tite, based on the
channel quality measured while receiving the MRTS. The M@&8smissions
follow the sequential order specified in the MRTS frame.

3) On receiving the MCTSs, the sender computes the minimutheofdvertised
data rates and chooses this value as the actual data rate fbatia transmission.

4) On receiving the data frame from the sender, every recs@rads a proper ACK
frame (MACK) in the sequential order as specified in the diatmé.

The details of our RM protocol and the associated rate adaptation scheme are de-
scribed in the next sections.

For clarity of presentation, henceforth we refer to the meralof a multicast group
asmulticast final receiverand to the next-hop neighbors of a given upstream node as
multicast MAC-layer receiversThe latter ones act as forwarders in order to reach the
intended multicast final receivers, and on their turn they lmelong to the multicast
group as well. As an example, in Figure 1, nodes represestéuick circles are the
multicast final receivers, while the other ones, with theestjpn of the sender nodg
are multicast MAC-layer receivers. In particular, nddevhich with A is a multicast
MAC-layer receiver forS also belongs to the multicast group.

5. The RM?3 Transmission Procedures

The RM? considers some new control frames, which are modified vessid the
respective frames specified by the 802.11 standard for sinitansmissions: Multi-
cast RTS (MRTS), Multicast CTS (MCTS), and Multicast ACK (I@K); in addition,
RM?3 makes use of a new Multicast DATA (MDATA) frame. Note thatethfore-
mentioned frames can be simply identified by setting the sletb§uBTYPE in the



Figure 1: Example multicast tree

FRAME_CONTROL field of the MAC header, without altering the 802.11 standdAC
frame’s structure.

5.1. First Packet Transmission

Let us assume that a source nofehas to deliver a data flow to the members of
a multicast group/. To do so,S transmits the first packet of the flow to its next-hop
neighbors and operates as depicted in Figure 2 and desdséed; note that also
intermediate nodes follow the same behavior as the one eddyyt the source node
when acting as forwarders towards their next-hop neighbliedes having a single
next-hop neighbor follow unicast transmission procedures

S first transmits an MRTS frame following the standard 802. CHzhannel sens-
ing and backoff procedures. The MRTS frame differs from taedard RTS, because
it has a variable-length destination address field, as invi@jch contains the MAC
addresses (each 6-byte long) of the next-hop neighborsdaadwy the routing layer
through the Address Resolution Protocol (ARP). Hence,dairthe number of next-
hop neighbors of5, the length of the MRTS frame exceeds the one of the standard
RTS by(N — 1) x 6 bytes, as shown in Figure 3(a), whé®é, represents the MAC
address of receivér The order of appearance of tRé\ addresses in the MRTS frame
determines the order to be followed by the receivers to sewcH their MCTS frames.

The sender sets tliuRATION field in the MRTS frame as follows:

N - (2 : SIFS + TMCTS + TMACK) + TMDATA + SIFS (1)

where thel',,crs andT), 4« are the transmission delays of the MCTS and MACK
frames, respectively, arld,, , .1 iS the transmission delay of the multicast data frame.
Note that all these values are computed by assuming the tadsias the transmission
data rate, since, upon sending the first packet, the sendeotknow which data rate
is suitable for its next-hop nodes.

The next-hop nodes, for which the MRTS is intended, seqalynsend an MCTS
frame back toS. Let us define as next-hop identifier for nod@\NHID;) the position
of a next-hop neighbor in the order of MAC address field#(with i = 1,..., N)



Figure 2: Transmission procedure used in Ridr the first packet of the multicast flow and for packet
retransmissions

Octets: 2 2 6 6 6 6

Frame

‘ Control Duration

RAL ‘ ‘ RAN ‘ TA ‘ CRC ‘

(@)MRTS format

Octets: 2 2 1 6 4

Frame
Control

Duration

NHBitmap{ TA

CRC ‘

(b)MRTS in case of retransmissions

Bits: 4 4
Octets: 2 2 6"
F . NHID
Cgﬁ't?gl Duration RA ‘ &Rate CRC ‘
(c)MCTS format
Octets: 2 2 6 1 4
&rame | buration | RA ‘ NHID ‘ CRC ‘
(d)MACK format

Figure 3: Control frames format

carried in the MRTS frame of the first data packet of the mattidlowt. The NHID
size is determined by the maximum number of allowed nextri@ghbors and is much
shorter than a MAC address (e.g., 4 bits can be a reasonatiteghUnlike previous
proposals, our solution provides for the next-hop neighbeceiving an MRTS to store
their NHID?. Also, to increase the efficiency of our scheme, we let MCT8l (dACK)
frames carry a field with the NHID of the node issuing thesemiframes, as shown
in Figure 3(c) (and 3(d)), thus allowing the senddo differentiate between the MCTS
(MACK) frames it receives from the different neighbors. &lg, using the NHID in

1In case of addition/removal of members to/from a multicasug notified by the network layer, a new
MRTS with extended? A; addresses fields is transmitted by the sender (forwardelg, wehose next-hops
are changed, with the aim to assign new NHIDs.

2Since a node may have more than one upstream node (althdags bt the case for tree-based multi-
cast routing protocols), it has to store different NHIDsu$hin order to ensure the uniqueness of the NHID,
each node maintains the mapping between the upstream nddleeaNHID assigned by it.



Octets: 2 2 6 6 6 2 6 0-2312
Frﬁmﬁ Address % Address F Cosrﬁﬂm

Col Duration | Address 1

NHBnma% Frame Body ‘ CRC ‘

Figure 4: MDATA frame format

the frames exchange betwegrand its next-hop neighbors, and vice versa, instead of
the node MAC address, significantly reduces the protocalrma.

Collisions among MCTS frames are avoided by letting the 1@yt nodes access
the channel sequentially, according to their NHIDs. Fomepke, a next-hop neigh-
bor with NHID = ¢ (i > 1), will transmit its MCTS afteri - STF'S + (i — 1)Thors
seconds from the reception of the MRTS. Tikth next hop neighbor will set theu-
RATION field in its MCTS by decreasing the duration value includethen MRTS by
the quantityi(SIFS + Twers)-

The RM?® protocol requires nodé to send an MDATA frame including a next-hop
bitmap field,NHBITMAP, which is a vector of length equal t§¥ bits (i.e., the number
of next-hop neighbors from which expected to receive an MCTS frame). A bit 1 in
the bitmap in positioni, i = 1,..., N, corresponds to the NHID of thieth next-hop
neighbor from whichs received the MCTS frame. A zero in position = 1,..., N,
of the bitmap means that the next-hop neighbor which wasatggdeo transmit an
MCTS after a time equal ta:- SIF'S + (: — 1)Tycrs, has failed to send it.

Note that the bitmap can be accommodated in one or more ofrthged address
fields in the MAC header, thus no overhead is added. Spetyfivad choose to over-
write the fourth address field, which carries the Source Adslinformation in case of
communication between Access Points, to accommodate titendBITMAP field, as
shown in Figure 4.

TheDURATION field in the MDATA frame is settaV,. (ST F'S+Th acx ), WhereN,.
is the number of receivers from which the sender has suedbssfceived the MCTS
frames. This value can be obviously shorter than the duratiiinally advertised in
the MRTS frame ifN, is smaller thanV.

On receiving the MDATA frame, all next-hop neighbors read Hitmap field. If
the bit corresponding to the NHID of a node is set to one, théene required to
transmit a MACK frame. If some of the nodes detect missing 8€Ti.e., bits in
the bitmap set to zero) from other next-hop neighbors, they teschedule their own
MACK transmission accordingly, in order to move up theimgmission and replace
the missing next-hop neighbors. In more detail, each recagunts the number of
zeros in the bitmap positions preceding the index positimmesponding to its own
NHID. If the number of the missing neighbors replies, deddig N,,,, is greater than
zero, each node computes the transmission time of its own K/#&me according to
the following expression:

(i — Np)SIFS + (i — 1 — Ny )Thack )

wherei is the NHID of the node. Otherwise, the node transmits its MA&fter
iSTFS + (i — 1)Ty acx Seconds from the reception of the MDATA frame.

A node, which has successfully received an MRTS and has eeViCT' S back to
the source, by reading a 0 in the bitmap field included in theAW®frame, realizes



that its MCTS has not been received by the sender (this candéodchannel loss or
collision). In this case, even if the receiver correctly aged the bitmap field in the
frame header (transmitted at the basic rate), the correeption of the MDATA frame
could be hindered by the choice of a data rate higher thamtbalowed by the current
link conditions between the source and the receiver. Furtbee, even if the receiver
successfully detects the data frame, in order to avoidsiofls with transmissions by
other nodes, it cannot acknowledge its reception. It fafldlat the receiver needs to
wait for a new MRTS/MCTS frame exchange.

The efficiency of the RM transmission procedure can be increased by exploiting
the DURATION field of the MACK frame. In legacy IEEE 802.11, tiBeJRATION
field in the ACK frame is only set to a value different from 0 whigagmentation
is enabled, i.e., when theORE FRAGMENT bit is set. We assume, according to the
802.11 standard, that fragmentation is not implementedrfolticast transmissions,
however we enable next-hop neighbors to setthrATION field in their MACK frame
so as to indicate the actual duration of the whole frame engbaThis value is copied
by the relevant MDATA frame and updated by each next-hopivec®y subtracting
the time already spent for preceding MACK transmissionsodewith NHID equal to
1 sets theoURATION field in the MACK frame according to the following expression

DURATION para — (Neyi + 1)(SIFS + Thyack) 3)

whereN, ; is the number of nodes transmitting the MACK frame beforeenodr his
number corresponds to the number of 1s before indbat appear in the bitmap in the
header of the MDATA frame.

By doing so, the hidden terminals (i.e., the nodes that ateidrithe radio range
of S but in radio proximity of some next hop nodes, and thus caheat the MDATA
but can hear the MACK) can be informed of the instant of redeafsthe radio re-
sources. This duration can be shorter than the durationnatig advertised in the
MCTS frames. In this way, hidden terminals can update théW,Mind channel uti-
lization can be increased.

5.2. Packet Retransmission

The sendelS keeps track of the nodes that did not respond with an MCTS or an
MACK frame. If there are any of theng; first carries out a new channel quality mea-
surement through an MRTS/MCTS exchange with such nodes; iheeschedules
the MDATA transmission towards both types of nodes, follogvihe standard backoff
mechanism. Note that a missing MCTS or MACK trigger the samlgaliour byS
because a missing MACK could be the sign of an erroneous tiecegf the MDATA
frame due to the channel conditions degradation betweetrahsmitter and the re-
ceiver.

However, unlike the case of the first packet transmissiom réteivers now have
acquired a unique NHID. The MRTS frame size can thereforetaaed by including
the next-hop bitmapNHBITMAP, of few bits, instead of several MAC addresses, as
shown in Figure 3(b). Clearly, by keeping the MRTS frame $rmakize, it is less
subjectto collisions due to hidden terminals. We recalltthr@bare-bone MRTS frame,

10



with theNHBITMAP field in place of the MAC addresses, can be sent only whenall th
next-hops have retrieved their own NHID.

As in legacy 802.11, the data frame will be retransmittddatinaximum number
of attempts has been reached, after which it is dropped.i$f unable to deliver the
frame to one of its next-hop neighbors, it notifies the nekatayer, which will react
accordingly.

In conclusion, we stress that, in order to maintain the @mverhead low, RM
limits the use of the MRTS/MCTS frames to the first packet ofidtivast data flow and
to the case of retransmissions. All other packets are idsteat byS without control
handshaking, as shown in Figure 5. Indeed, once the firsfidaiee has been success-
fully sent, the set of ‘active’ next-hop nodes has been datexd and the handshaking
overhead can be avoided. Therefore, the sender instruxtshop nodes to transmit
feedbacks through the bitmap carried in the MDATA packet.

MDATA

NH1

NH2

Figure 5: Transmission procedure used in Ridr multicast packets (except for the first one)

6. The RM3 Rate Adaptation Mechanism

In order to increase the throughput over the multicast R exploits MCTS
frames so as to implement a rate adaptation mechanism ateatibast sender.

More specifically, each receiver notifies the sender of thhést data rate at which
it can receive correctly, by using the 4-BitTE subfield in the MCTS frame (see Fig-
ure 3(c)). The sender reads tRaTE field in the MCTSs sent by the receivers, and
computes the minimum of the advertised data rates. It thens#s this value as data
rate for the next data transmission.

The rate adaptation procedure is carried out before sertdmdrst packet of a
multicast flow and it is triggered again every time a MACK fruis not received, in
order to adapt to possible changes in the channel conditiorisg the multicast ses-
sion. Indeed, a missing MACK could be due to the impossibdftcorrectly decoding
the data packet due to channel state degradation. In thés aasew channel quality
measurement phase must be started through an MRTS/MCT@regehin order to
adapt the data rate accordingly.

We consider that each receiver selects the desired dathaséel on the Signal-to-
Noise Ratio (SNR) measurements taken while receiving th& MRame. The tech-
nique adopted to determine the desired data rate is out pesaicthis work, and RN
is independent of the particular algorithm that is used. e\mw, to derive the results
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in Section 8, we employed a simple and widely popular methatl ¢onsists in com-

paring the SNR value with a set of predefined SNR thresholdsh $hresholds are

computed assuming an a priori knowledge of the wirelessmélamodel and repre-

sent the channel conditions required for a successful daption at a given data rate
[16], [18]. A receiver stores these threshold values andyedstermines the highest
acceptable data rate. Table 1 reports the set of data rabesused according to the
experienced value of SNR [18].

Table 1: SNR thresholds and data rates

Data rate [Mbps] 6 | 9 |12|18| 24| 36| 48| 54
SNR threshold [dB]| 21 | 22 | 23| 26 | 30 | 34 | 38 | 40

7. NAV Updating

We now detail the NAV updating procedure followed by the reodeerhearing a
transmission in the proposed RMcheme.

The goal of the procedure we introduce is twofold: we aim girioning the channel
utilization and at ensuring full protection against theddd terminal problem. For
the sake of clarity, we separately describe the NAV updatiragedure at sender’s
neighbors and at receivers’ neighbors. The former can hessender but are hidden
to the receivers, the latter can hear at least one of thevexsdbut are hidden to the
sender.

7.1. Procedure at Sender’s Neighbors

Upon receiving an MRTSS$’s neighbors that are not the intended receivers, will
set their NAV to the following value (see Figure 6):

N - (SIFS + Tycrs) + SIFS 4)

where N is the number of the expected receivers of the MRTS messagée tNat
N can be retrieved either through the number of MAC addresagied in the MRTS
frame, which is sent for the first packet of the multicast dlat&, or through the number
of '1s’ in the bitmap carried in the MRTS frame that are serddre of retransmissions.
The procedure is also reported in Algorithm 1.

We point out that this technique avoids useless channeivasen when none of
the intended next hops replies with an MCTS. It has beenyfirstioduced for unicast
transmissions in [19], with the name of RTS Validation, toidvthe so-called false
blocking problem. False blocking is due to the fact that aayeteiving an RTS frame
refrains from transmitting, even though the intended desibn of the RTS frame does
not send back a CTS and, thus, no data transmission will talce pln our case, upon
overhearing an MRTS, a node sets its NAV value to the timeaitstorresponding
to the MDATA transmission and then assesses the state ofhidnenel, as shown in
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Figure 6 (fifth row). If the channelis idle, then it defers noder, otherwise it updates
its NAV upon hearing the transmission of the MDATA frame.

However, beside false blocking, we observed a new problemthwis unique to
multicast traffic and we namdelse reservation

Firstly, when the number of next-hop neighbors from whicé gender receives
an MCTS (V,) is smaller than the number of expected next-hop neighkbg)s the
DURATION field in the MDATA frame advertises a shorter duration of thegoing
transmission with respect to what stated in the MGURATION field, i.e., the reser-
vation made by the sender through the MRTS frame turns ouetmdorrect. The
proposed NAV updating policy addresses this problem, singives sender’s neigh-
bors the possibility to read tlisRATION field in the MDATA frame and to update their
NAV accordingly, as shown in Figure 7 (seventh row), thuewihg a better channel
utilization.

Secondly, a false reservation can occur due to the rate attapmechanism. In-
deed, through the MRTS the sender advertises the duratitreafpcoming data ex-
change by considering that the MDATA frame will be transedttat the basic rate.
When the data rate selected for the MDATA frame is higher ti@nbasic rate, the
channel is reserved for an unnecessarily longer time. Agaénsolve this problem
by letting the nodes set their NAV accordingly to the expi@s (4): thus, sender’s
neighbors have the chance to update their NAV based on thelatiration advertised
in the MDATA frame.

Algorithm 1 Sender’s neighbors: NAV updating procedure

: let Nav=- the current value of NAV
. let newNav=- the new computed value of NAV
: let now=- the current time
let L = the MDATA time duration
let f = the overheard frame
: switch SuUBTYPEIn f
caseMRTS:
newNaw— now-+ N (SIFS+ T),crs) + SIFS
caseMDATA:
newNav<— now+ MDATA DURATION + L
end case
: end switch
. if newNav> Navthen
Nav <« newNav
- end if

©® N R WDNR

I T S e

7.2. Procedure at Receivers’ neighbors

Similarly to [16], in RM® every node maintains, beside the usual NAV variable, a
list of the tentative end times of each ongoing multicagigraission from the generic
sendet to receiverj. The generic entry in this list is denoted BV, ; and is indexed
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Figure 6: NAV updating procedure: S does not receive MCT Sistres not transmit MDATA

S MRTS || ! | MDATA !
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NAV set | NAV | "

NH1’s neighbors: y H . y b
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NAV update I i o o " NAV |

NH1’s neighbors:| o I
NAV update ! ! ) i ! ! [ Nav

S's neighbors:‘ | i v I I I | i
legacy NAV set 3 r - - NAV - |

NH1's neighbors:f o o v o
legacy NAV set | i NAV |

Figure 7: NAV updating procedure: NH2 does not answer withVi&TS

with the addresses of noddwhich is the data sender that receives the MCTS frame)
and of nodgj (i.e., the node with NHID= j that transmits the MCTS frame).

As reported in Algorithm 2, when a node overhears an MCTS é&fiom nodej it
updates its NAV if the current value is lower than the newlyextised duration. Also,
it stores the advertised duration valueNAYV; ;. However, the MCTS frame advertises
the duration of the ongoing transmission in the worst caseasto, i.e., by assuming
that the basic rate will be used for the transmission of theAUframe. It follows
that nodes overhearing an MCTS and setting their NAV acogidilikely incur a false
reservation problem. To avoid such inefficiency, if/R nodes can update their NAV
according to the information included in the MACK framesg$égure 7).

Upon hearing a MACK frame from nodg a neighboring node checks the current
value of its NAV and updates it accordingly, even if, unlike standard, theURATION
field in the MACK frame advertises a shorter duration thandhe advertised in the
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Algorithm 2 Receivers’ neighbors: NAV updating procedure

1: let Nav=- the current value of NAV

2: let newNav=- the new computed value of NAV

3: let (s, j) = the generic entry of the liSHAV, ;

4: let now=- the current time

5: let f = the overheard frame sent from nod® nodej
6: switch SUBTYPEIn f

7: caseMCTS:

8: newNaw— now-+ MCTS DURATION

o: storenewNawin [(4, j)
10: if newNav> Nav

11: Nav < newNav

12: end if

13: end case

14: caseMACK:

15: newNaw— now+ MACK DURATION

16: if (newNav< Navand newNav> I(z,k)) Vz # i, Vk # j
17: Nav < newNav

18: storenewNavin (1, j)

19: end if
20: end case

21: end switch

previously received MCTS frames (lines 14-20 in Algorithin 2n particular, the
second condition in line 16 ensures that a NAV update doesgff@it other ongoing
transmissions whose end is scheduled after the oneftom

Again, we stress that enabling neighboring nodes to shdnenNAV helps coun-
teract the false reservation problem arising when the thuraff the ongoing transmis-
sion is shorter than what stated in the MCT&RATION field. This can happen when
either the number of MACK frames is lower than expected,(Mg.< N), or when the
data transmission is sped up by using a higher data rate ltleanaisic one, originally
advertised in the MRTS/MCTS handshake.

Finally, we remark that the NAV updating procedure holdslfoth transmissions
of first packets and retransmissions. For the following péskthe MRTS/MCTSs
handshake is avoided, thus, nodes overhearing both MDAGABKRCK frames update
their NAV as suggested in the legacy 802.11. However, an itapbdifference exists:
in RM3 the MACK DURATION field informs the nodes, which overhear this frame and
are hidden to the sender, about the residual duration ofrtgeing transmission(see
Figure 8), while in the case of unicast 802.11 traffic the clehis released after the
ACK frame sent by the receiver. Thus, thanks to the fact th&M? the receivers set
the MACK DURATION field to a value other thaf and the overhearing nodes update

SNotice that, given a MACK transmissions, other MACK frameayrfiollow.
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Figure 8: NAV updating procedure: MACK DURATION field not zer

their NAV accordingly, the multicast transmission is nateitened by collisions due
to hidden nodes.

8. Performance Evaluation

We implemented RM in ns2 [20], and compared its performance against results
derived using either the MMP scheme [9], the standard IEEE X0 and the early
version of our protocol called RAMP [8].

8.1. Simulation Settings and Benchmark Schemes

Table 2 summarizes the main simulation settings. We conaidetwork composed
of 50 nodes and simulate several instances of network tgmsovhere nodes are
randomly deployed over a 1 km1l km geographical area, according to a uniform
distribution. Mobility of nodes is not considered, sincer @im is to focus on the
validation of the proposed MAC scheme, regardless of howdhtng layer addresses
lack of connectivity and mobility issues.

To analyze the performance of Rivwe collect two kinds of results. The first set
of results is derived by considering a source node gengr&imstant Bit Rate (CBR)
traffic at the rate of 64 Kbps, each packet has size equal td$tEa. Both the well-
known Two-ray Ground Model and the Ricean fading model [24ich accounts for
time-varying channel conditions, are used as propagatimfets.

The second set of results are computed for a streaming sassiged by a source
node under a harsh Ricean fading propagation model. Spakifiore used the well
known benchmark “akyio” CIF video sequence (10 sec), albdlat [22], coded with
MPEG4 standard codec at 30 frames/sec (fps), with an irgregof 300 frames. The
generated traffic, both CBR and video traffic, has to be dedivéo a group of multicast
users. The size of the multicast group is a varying paranetaur simulations.

At the network layer, we consider that the Multicast Ad-hat @mand Distance
Vector (MAODV) [23] is implemented. MAODV is a tree-basedutmg protocol,
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Table 2: Simulation settings

Parameter Value
Area Size 1000 x 1000 rA
Number of Nodes 50
Routing Protocol MAODV
Basic Transmission Ratg 6 Mbps
Transmission Range 250 m

which follows directly from the unicast AODV and discoversilticast routes on de-
mand. The route discovery mechanism employs the same RaggeRt and Route

Reply messages used in the AODV protocol.
At the MAC layer, we set the 802.11 parameters to their defallie [2]. The

basic transmission rate is set to 6 Mb/s. All nodes have a acamtnansmission range

of 250 m.

The main features of the benchmarked protocols are showalile B.

Note that, when RN, RAMP, and MMP are applied, we modified MAODV in
order to enable any upstream node’s routing layer, at eagh & pass information
about the downstream nodes to the MAC layer. Also, accorttirte multicast tree
created through MAODV, a given node may have one or more hegt and, thus,
either unicast or multicast transmissions may have to bd.usethe former case, we
point out that when the RR¥lis used, the same mechanisms for rate adaptation and

NAV updating described in Sections 6 and 7 are applied.

Table 3: Main Features of the Compared Protocols

Feature 802.11 MMP RAMP RM3
Acknowledgements No Yes Yes Yes

Virtual Carrier Sensing No retransmissions 1st packet/retransmissionslst packet/retransmissio
Additional Address Fields No Always 1st packet 1st packet
Enhanced NAV Updating| No No No Yes

MACK Duration 0 0 not zero not zero
Transmission Rate Basic Basic Basic Rate-adaptive

8.2. Performance Metrics

In order to assess the protocol performance, we evaluatesttieet delivery ratio
and the averagend-to-end packet delayhe former is computed as the the number of
packets successfully received at the application layerdiyen multicast final receiver
over the total number of packets generated by the applictgicer at the source node.
The latter is the average time elapsed from the time insthetmhe packetis generated
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at the source node to the time instant when the packet isvextbly a given member
of the multicast group.

Furthermore, to evaluate the efficiency of the reliable se® under study, with
respect to the IEEE 802.11 standard, we computethiéicast overhead.e., the ratio
between the number of bytes transmitted at the MAC layer lsliabie scheme and
the number of bytes transmitted at the MAC layer when 80X1ised. In particular,
for RM3 and RAMP, such metric accounts for the bytes included in thesmitted
MRTS, MCTS, MACK frames, and required for retransmitted keds, while in the
case of MMP, it accounts also for the extra bytes added todteeghcket for carrying
the MAC addresses of the intended next-hops. Clearly, sundverhead implies both
a waste of bandwidth and an additional energy consumptioth®whole network,
with respect to when the IEEE 802.11 MAC scheme is applied.

In order to account for the channel utilization efficiencg also evaluate theolli-
sions percentagas the ratio of the number of occurred collision events tantinmaber
of data packets generated by the application layer at théaasil source. The compu-
tation of this metric allows a fair comparison among the dgetl schemes, since we
measure the overhead and the collision events regardl#ss nimber of packets sent
at the MAC layer, which may vary according to the considenedqzol.

Finally, to emphasize the gain in performance obtaineduiindRM® with respect
to the IEEE 802.11 standard, we considerdkierage rate satisfactiort is computed
for every downstream node among a set of multicast MAC-layended receivers,
and is given by the data rate used by a given original/intdiate sender for the trans-
mission of an MDATA over the allowed data rate advertisedh®yriode in the MCTS
frame. This metric can be used as an indicator of the datanettease that we enable
through our rate adaptation mechanism.

With regard to the second scenario under study, we evalsaaeditional perfor-
mance metric the perceptual quality experienced by thespseterms of Peak Signal-
to-Noise Ratio (PSNR). We evaluate the PSNR at all membeiseaiulticast group,
and we report the best, worst and average PSNR values, altnthe/related standard
deviation.

We point out that all of the above metrics are computed byamiag the values
experienced by each multicast group member, and then amgragch intermediate
results over ten different instances of the network topplofys for the average rate
satisfaction, this is first averaged over the number of rmasti MAC-layer receivers
having the same upstream node and, then, over all one-tg-tmamsmissions that
occur along the multicast tree built through MAODV. Finallye average the results
over ten topology instances.

8.3. Results with CBR Traffic

In the remainder of this section, we present the behavidi@above performance
metrics when the multicast group size varies.

Figure 9 presents the packet delivery ratio obtained tHidRig® and 802.11, both
when the Two-ray Ground and the Ricean propagation modelssgd. We observe
that the retransmission policy adopted in Réhsures a very high packet delivery ratio,
i.e., approximately 100% under the two-ray ground progaganodel and slightly
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lower values when the time-varying harsh Ricean channebisidered. In order to
increase of the readability of the plot, the performance dMRand RAMP, similar to
the one exhibited by RR] is not reported.

Conversely, the standard IEEE 802.11 suffers from unraeaveacket losses.
Specifically, when the Two-ray Ground model is consideradt few losses due to
collisions are experienced, causing a slight performaeggatiation. When, instead,
the Ricean model is used and losses due to bad channel coisdicome more likely,
the packet delivery ratio significantly decreases. Theseltetherefore show that a
reliable scheme is highly needed in order to successfutlgléatransmission failures
due to both collisions and channel errors, hence to ensuood Igvel of quality of
service.

If the reliable schemes under study all provide similar periance in terms of
packet delivery ratio, RMis no match for MMP and RAMP in terms of average end-
to-end packet delay, as shown in Figure 10 in the case of tleerdy Ground propa-
gation model. Indeed, unlike MMP, RMloes not require the use of additional control
packets or packet fields with respect to the standard 802CH, Dnless retransmis-
sions have to take place. Also, the rate adaptation meahaniRM? leads to a higher
throughput, hence lower delay, than RAMP. Finally, the dgad IEEE 802.11 exhibits
a slightly lower latency than RRbut at the expense of reliability (since no packets are
retransmitted upon collision).

This performance is confirmed by the results on multicastteead, which are
presented in Figure 11. As expected, Rvhd RAMP incur the same overhead, since
the rate adaptation mechanism in Ribes not require the transmission of additional
packet fields or control frames. Relatively to MMP, instea®, notice a significant
overhead reduction due to the bare-bone frame exchangerimeplted in RM and
RAMP.

Figure 12 presents the collisions occurrence for all thesws under study, again
under two-ray ground propagation conditions. As expedtehks to the higher reli-
ability level and the NAV updating procedures, in Ridollisions are less likely than
in the standard 802.11 MAC. Interestingly, however, both®*Riid RAMP outperform
also MMP. This behavior is due to the fact that, in RAMP, MAQidrhes carry the re-
maining duration of the whole frame exchange thus infornfiitiglen terminals about
the channel status. Furthermore, barebone MRTS framesptese to collisions are
employed in case of retransmissions. As a result, the moiligrobability is greatly
reduced.

When the Ricean propagation model is used, the same diffeseaamong the com-
pared schemes are noticed, with higher values of overhehdeday resulting from the
higher number of retransmissions incurred in by the rediachemes, as compared to
the ones obtained with the Two-ray Ground model.

At last, by looking at Table 4, we can observe that, thank&ieoRM? rate adap-
tation mechanism, nodes involved in the multicast forwagdéxperience high rate
satisfaction values, with respect to the case when the bagids used as transmission
rate, as in IEEE 802.11. Specifically, values reported byeldtshow that three-fold
data rate improvement can be experienced with respect tbasie rate used by the
other protocols.
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8.4. Results with Video Traffic

We now consider a video traffic source and present the PSN@rpeance for the
IEEE 802.11 standard and the RMcheme, in Table 5. We observe that the perceived
video quality is significantly improved when RNis used: compared to 802.11, a gain
in the PSNR of at least 5 dB is obtained for the average andtwases, while up
to 20 dB gain can be achieved in the case of the best PSNR erped among the
multicast group members. Such benefits are due to the joipleimentation of rate
adaptation and retransmission procedures ir’ Rvhich allow a better use of channel
resources and the recovery of lost frames.

Looking at the standard deviation values, we notice a highaldity in the mea-
sured PSNR values. Such behavior is mainly due to the fattélalts are averaged
over the final receivers, i.e., the multicast group membeng;h are differently located
with respect to the source node. The multicast final recgitret are located nearby
the source node achieve excellent performance, close tolé¢la¢ PSNR that can be
achieved in case of no losses (namely, 45.48 dB). Instea@rxtwhich are further
away from the source, experience an increasing delay, sdti@smissions cumulate,
as the number of hops between source and receiver growscduigstrongly penalize
the digital video quality which typically relies on frameslie displayed at a constant
rate.

In video transmission systems, the packet loss is not theioygortant metric for
the perceived video quality, but the delay of packets andvétr@tion of the delay,
usually referred to as jitter, must also be recorded. Tatdbdvs the average packet
jitter computed as the time difference between the instaintsception of a packet and
the previous one. We can notice that the average jitter isdnitpr RM?, as compared
to the 802.11 protocol. The reason for such a behavior is\afjs to the enforcement
of retransmission procedures for lost packets, which uidabdy increases the delay.

Although the effects of high jitter can be mitigated usingegerly modified play-
out buffer, itis worth pointing out that, in our performarealuation, no playout buffer
was introduced at the multicast final receivers; its presenight have further boosted
the PSNR values, by enhancing the chances of packet regderi

9. Conclusion

We proposed a reliable and efficient MAC scheme to suppoht-thigoughput mul-
ticast traffic in wireless multi-hop networks. Reliability provided by integrating
the standard features of the legacy 802.11 MAC protocol eittroverhead mecha-
nisms for error recovery. Throughput efficiency is instebthmed through an efficient
NAV-updating technique and a receiver-based rate adaptatheme, which are im-
plemented at every downstream node involved in the forwargrocedure over the
multicast tree. Our solution has several advantages: ilig fistributed, easy to
deploy in 802.11-based devices, and has low complexity.uition results showed
that the proposed scheme greatly outperforms the stan@ard Bprotocol in terms of
transmission reliability, and provides lower delay andheigchannel utilization than
other state-of-the-art reliable MAC protocols.
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Table 4: Average rate satisfaction

Group size|| 802.11| RM®
5 0.331 | 0.997
10 0.287 | 0.867
15 0.287 | 0.866
20 0.275 | 0.837
25 0.282 | 0.866
30 0.263 | 0.812
35 0.257 | 0.789
40 0.290 | 0.877

Table 5: PSNR (expressed in decibel)

Group size 802.11 RM3

Avg Best Worst Std. dey Avg Best Worst Std. dey
5 19.63 25.63 15.14 258 | 32.46 46.45 22.19 6.59
10 15.48 17.74 14.06 0.88| 23.01 38.51 1855 3.80
15 14.44 17.06 13.67 0.83| 24.82 39.60 19.05 5.87
20 17.73 24.16 16.21 1.70| 26.53 39.83 20.68 6.05
25 1521 17.93 12.97 1.26 | 24.24 37.69 20.31 5.13
30 15.37 18.81 13.37 1.17| 21.37 32.37 15.08 4.20
35 14.82 18.09 12.95 1.02| 26.12 35.98 21.19 5.88
40 14.17 16.14 12.94 0.75| 23.88 37.02 19.39 4.84
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Table 6: Jitter (expressed in ms)

Group size|| 802.11| RM3
5 17.1 | 19.13
10 26.3 | 27.19
15 31.26 | 33.67
20 32.17 | 36.21
25 35.31 | 42.97
30 37.37 | 43.37
35 39.92 | 52.95
40 43.78 | 56.06
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