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Abstract

As of today, TCP remains the de-facto transport protocol in the Internet. However, TCP may incur high delays, especially

when retransmitting lost packets as they have to be retransmitted only by the source and after a timeout that is roughly equal

to a round trip time. To reduce such delay, recent work [1–3] proposed to deploy a special network function, called Transport

Assistant (TA), that is able to detect and retransmit lost TCP packets from inside the network rather than the source, and

thereby, reduces retransmission delays. Unfortunately, there is no study on the impact of the placement of the TA on its

performance benefits in terms of packet delivery delay. In this paper, we focus on the TA placement problem. We discuss

the trade-offs and parameters to be considered to select the best placement for the TA. We first mathematically model the

TCP packet delivery delay, i.e., the time needed to deliver TCP packets, when the TA is deployed. We also formulate, as

an Integer Linear Program (ILP), the problem of placing multiple TAs in order to reduce TCP packet delivery delays while

minimizing their deployment costs. We consider use-cases, one where a TA could handle a single flow and another where a

TA could handle multiple flows. We then propose two heuristics to solve the problem with minimal execution time. Through

experiments, we demonstrated that the deployment of TAs could reduce TCP packet delivery delays by up to 30% and could

be leveraged to guide routing and load balancing. Moreover, we show that using the proposed heuristics for placing TAs could

lead to performance that is close to optimal solutions obtained with the ILP but with lower execution time.
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Abstract

As of today, TCP remains the de-facto transport protocol in the Internet. How-
ever, TCP may incur high delays, especially when retransmitting lost packets as
they have to be retransmitted only by the source and after a timeout that is
roughly equal to a round trip time. To reduce such delay, recent work [1–3] pro-
posed to deploy a special network function, called Transport Assistant (TA), that
is able to detect and retransmit lost TCP packets from inside the network rather
than the source, and thereby, reduces retransmission delays. Unfortunately, there
is no study on the impact of the placement of the TA on its performance benefits
in terms of packet delivery delay. In this paper, we focus on the TA placement
problem. We discuss the trade-offs and parameters to be considered to select the
best placement for the TA. We first mathematically model the TCP packet deliv-
ery delay, i.e., the time needed to deliver TCP packets, when the TA is deployed.
We also formulate, as an Integer Linear Program (ILP), the problem of placing
multiple TAs in order to reduce TCP packet delivery delays while minimizing
their deployment costs. We consider use-cases, one where a TA could handle a
single flow and another where a TA could handle multiple flows. We then pro-
pose two heuristics to solve the problem with minimal execution time. Through
experiments, we demonstrated that the deployment of TAs could reduce TCP
packet delivery delays by up to 30% and could be leveraged to guide routing and
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load balancing. Moreover, we show that using the proposed heuristics for placing
TAs could lead to performance that is close to optimal solutions obtained with
the ILP but with lower execution time.

Keywords: Transport Control Protocol, Transport Assistant, Software-Defined
Networks, FlexNGIA

1 Introduction

Since the genesis of Internet, the Transport Control Protocol (TCP) has been the main
transport protocol used to support applications requiring performance and reliability.
TCP provides a connection-oriented communication service over the Internet and offers
a reliable transport between two endpoints over a non-reliable infrastructure supported
by the Internet Protocol (IP) [4]. The TCP protocol incorporates several functions
like flow control, congestion control, and packet loss detection and retransmission.

Thanks to the use of timers and duplicate Acknowledgments (ACKs), TCP is able
to detect when a segment is lost and acts accordingly by retransmitting it. Unfortu-
nately, this scheme incurs high delays to deliver packets that have experienced loss
between the two endpoints. Indeed, the sender should wait for a timeout (roughly
equal to a round trip time) before retransmitting the lost packet. This leads to a
packet delivery delay that is at least three times the source-to-destination end-to-
end delay. Of course, this high delay could severely affect the performance of several
time-sensitive applications.

A potential solution to address this problem and reduce such delays could be to
retransmit the lost segment from an intermediate node belonging to the path connect-
ing the source to the destination. This solution is partially studied in [1–3] where the
authors propose to deploy a special network function inside the network named Trans-
port Assistant (TA). The TA is a network function that is deployed in an intermediate
node and that is able to cache packets, to detect losses and retransmit lost packets.
As the TA is closer to the destination, it is able to early detect and retransmit lost
segments and to reduce the retransmission delays, avoiding the need to resort to the
source node to retransmit the segment. As described in [3], the TA caches and analyzes
in real-time incoming TCP segments in both directions. If a segment is not acknowl-
edged within a timeout or if three duplicate acknowledgement are received requesting
that segment, the TA restransmits it without waiting for the source retransmission.
Whenever a segment is acknowledged, it is removed from the cache.

The experiments conducted in [2, 3] show that the use of TA clearly improves sev-
eral performance metrics like the average packet delivery time, the flow completion
time, the packet loss and the number of retransmitted packets from the source. How-
ever, selecting the best placement of the TA in the network remains a key challenge
that has not been investigated in previous work. Indeed, the location of the TA has a
direct impact on the performance and efficiency of the TA as it affects the time needed
to detect loss as well as the retransmission delays.
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In this work, we aim at addressing this particular challenge and focus on the
TA placement problem to analyze the different parameters that could impact the
performance benefits brought by the TA and could be used to optimally select its
placement in the network.

This paper extends our previous work [5] where we propose a mathematical formula
to model the expected packet delivery delay i.e., the average time needed to deliver a
TCP packet assuming the TA is placed in the path of the flow and that packets could
be lost and retransmitted multiple times. This time includes potential retransmission
times and is computed in function of the location of the TA as well as parameters like
the packet loss probabilities and propagation delays of the network links. We hence
studied the impact of these parameters for different realistic scenarios and network
topologies.

This paper extends these efforts by proposing the following contributions:
• We further extend the analysis of average packet delivery delay and the selection

of the TA optimal placement in a more realistic scenario where the loss probability of
the network links is variable over time.

• We also discuss how the use of TAs could improve routing decisions and load
balancing and increase available bandwidth while satisfying delay constraints.

• Furthermore, we address the problem of the placement of multiple TAs in order
to support multiple flows1 and ensure their delay requirements. We propose two
Integer Linear Programs (ILP1 and ILP2) aiming at finding the optimal number and
location of multiple TAs in order to minimize their deployments costs and satisfy the
delay requirements of the flows. In ILP1, a TA could only handle one flow whereas
in ILP2, a TA could handle multiple flows at the same time. We also propose and
evaluate two heuristic algorithms to solve the two programs for large-scale instances
of the problem.

The rest of the paper is structured as follows. Section 2 addresses the TA place-
ment problem for a single flow and presents the proposed mathematical model of the
expected TCP packet delivery delay when the TA is used, including the impact of dif-
ferent parameters on this delay and how the TA could be leveraged to improve routing
and load balancing decisions. Section 3 focuses on multi-TA placement problem for a
single or multiple flows and presents the proposed ILPs, heuristics as well as their per-
formance evaluation. Section 4 surveys related work, and finally, Section 5 concludes
the work.

2 TA Placement for a Single Flow

In this section, we focus on the TA placement problem assuming that a Transport
Assistant can handle only one single flow. We first define and mathematically model
the expected packet delivery delay in function of parameters like the location of the TA
and the loss probabilities and the propagation delays of the network links. Using the
proposed formula, we study the impact of these parameters on the performance and

1In this paper, a flow refers to a set of TCP connections having the same source and destination and
sharing the same path.
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(a) Packet delivery delay with
and without Transport Assistant

(b) Packet delivery assuming the segment is
lost m times between the source s and the
TA (node i) and lost n times between the TA
and the destination d

Fig. 1: Packet delivery delay

efficiency of the TA. In particular, we first study the case where loss probabilities of the
network links are constant over time. We then study the case where loss probabilities
could vary over time. The results will show how loss probability and location could
significantly affect packet delivery time, and how the location of the TA should also
be adjusted based on the current congestion status of the network. Finally, we discuss
how TAs could be leveraged to further support routing and load balancing decisions.

2.1 Mathematical Modeling of the Packet Delivery Delay

In order to evaluate the impact of the TA location on the performance, we define
two key metrics. The first metric is called the reachability of the TA. It refers to the
probability that a packet sent from the source reaches successfully the TA. The sec-
ond metric is expected/average packet delivery time assuming a particular placement
of the TA and given loss probabilities inside the network.

• Reachability: we define the reachability of the TA as the probability that a packet
sent from the source reaches the Transport Assistant. Indeed, if the packet is lost
before reaching the TA, it cannot be retransmitted from the TA, and hence, it will
not benefit from the advantages of the TA. The reachability depends on the packet
loss of the different links composing the path connecting the source to the location of
the TA. In the following, we develop a formula to compute the reachability of the TA
for a given location.

Let’s assume that V is the set of nodes composing the network. Assume P =
(v1, v2, ..., vd) to be the path followed by the flow packets when traveling from the
source to the destination. Hence, (vj)j∈[1,d] ⊂ V is the subset of nodes composing the
path originating from the source v1 ∈ P towards the destination vd ∈ P. Furthermore,
let pj,j+1 be the packet loss probability in the link (vj , vj+1) where j ∈ [1, d − 1].
We denote by ru,w the probability that a packet sent from node vu reaches the node
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vw (1 ≤ u < w ≤ d). This probability could be computed as follows:

ru,w =

w−1∏
j=u

(1− pj,j+1) (1)

Assuming that the node vi ∈ P is the node hosting the TA, the reachability to the
TA from the source could be given by r1,i computed using Eq.(1).

• Packet Delivery Delay: the packet delivery delay refers to the time needed for
a packet to be delivered from the source to the destination. This time encompasses
all delays including the time needed to retransmit the packet when it has been lost.
In the following, we develop a formula to compute this time assuming a packet has
been lost m times between the source and the TA and n times between the TA and
the destination.

As shown in Fig. 12a, let τ1 be the retransmission timeout used by the source v1 to
detect packet loss, and τi the one used by the TA located in node vi to detect packet
loss. These timeouts could be roughly estimated as the round trip times between the
source or the TA and the destination, respectively. Hence, they could be estimated as
follows:

τ1 = δ1,d + δ̄d,1 (2)

τi = δi,d + δ̄d,i (3)

where δv,w is the delay between nodes v and w, and δ̄w,v is the delay of the return
path from nodes w to v. Fig. 12a compares packet delivery times with and without
the TA and shows clearly the different the used timeouts and the potential gain of
using the Transport Assistant in terms of packet delivery time.

Let ∆i
m,n be the packet delivery time of a segment assuming this segment has been

lost m times between the source v1 and the TA located at vi and also assuming the
same packet is lost n times between vi and the destination vd. Fig. 12b illustrates how
such delay could be computed. Mathematically, it could be written as follows:

∆i
m,n = mτ1 + δ1,i + nτi + δi,d

= m(δ1,d + δ̄d,1) + δ1,i + n(δi,d + δ̄d,i) + δi,d

= m(δ1,d + δ̄d,1) + n(δi,d + δ̄d,i) + δ1,d

(4)

It is worth noting that if no TA is deployed, ∆d
m,0 provides the packet delivery

time assuming the packet has been lost m times. In other words, it is equivalent to
having the TA placed at the destination (i.e., i = d and n = 0).

• Expected Packet Delivery Delay: based on probability theory, the expected/av-
erage packet delivery delay assuming the TA is placed at node vi could be estimated
as follows:

E(∆i) =
∑

(m,n)∈N2

P i(m,n)∆i
m,n (5)

5



where P i(m,n) is the probability that the segment is lost m times between the
source v1 and the TA (located at vi) and lost n times between vi and the destination
vd. It could be estimated as follows:

P i(m,n) =

{
0 if r1,i = 1 and ri,d = 1

(1− r1,i)
m r1,i (1− ri,d)

n ri,d, otherwise
(6)

Note also that E(∆d) provides the expected packet delivery time when no TA is
deployed. In this case, the TA is assumed to be placed at the destination (i.e., i = d,
n = 0 and rd,d = 0).

• Selection of the Optimal Placement of the TA: in order to select the optimal
placement of the TA, i.e., the node that provides the minimum packet delivery delay,
we can compute the expected packet delivery delay, E(∆i), for all nodes vi ∈ P and
then identify the optimal location.

Fig. 2: Abilene topology. Links propagation delays follow a normal distribution with
a mean of 8ms and standard deviation of 5ms.

2.2 Analysis of the impact of the TA location, loss
probabilities and propagation delays within the network

In the following, an exhaustive analysis of the impact of the TA location and the loss
probabilities and propagation delays of the network’s links is performed using the
developed formula of the expected packet delivery time (Eq. 5). Experiments were
conducted considering the Abilene network topology composed of N = 12 nodes and
L = 15 bidirectional links (see Fig. 13). The figure shows the propagation delays of
the all the links as well as the studied path (Path P2 in Table 3) on which a single
TA should be placed to support TCP connections originating from host h1 towards
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Table 1: Available paths from host h1 to host h2 in the Abi-
lene Topology

Path ID Path Number Propagation
of nodes delay (ms)

P1 (s1, s2, s5, s7, s4, s11) 6 53.4
P2 (s1, s2, s6, s7, s4, s11) 6 67.8
P3 (s1, s2, s5, s8, s10, s11) 6 31.0
P4 (s1, s2, s5, s7, s4, s10, s11) 7 59.2
P5 (s1, s2, s6, s7, s4, s10, s11) 7 73.6
P6 (s1, s2, s5, s8, s10, s4, s11) 7 49.6
P7 (s1, s2, s6, s7, s5, s8, 8 78.6

s10, s11)
P8 (s1, s2, s12, s9, s3, s6, 9 82.0

s7, s4, s11)
P9 (s1, s2, s6, s7, s5, s8, 9 97.5

s10, s4, s11)
P10 (s1, s2, s12, s9, s3, s6, 10 87.8

s7, s4, s10, s11)
P11 (s1, s2, s12, s9, s3, s6, 11 92.8

s7, s5, s8, s10, s11)
P12 (s1, s2, s12, s9, s3, s6, 12 111.4

s7, s5, s8, s10, s4, s11)

host h2.

• Results with constant loss probability over time: The first set of results
aims at evaluating the impact of the placement of the TA in the network in the
studied path assuming that packet loss probabilities of the network links are constant
over time. We consider first three scenarios 1, 2 and 3 (Table 4) where we keep the
same propagation delays for the links but we consider different loss probabilities of
the links for each of the three scenarios. In scenario 1, only access links have high loss
probabilities (10%) whereas the other links have no packet loss. In scenarios 2, packet
loss probabilities of the links are randomly set between 0 and 10%. For scenario 3,
a different configuration of loss probabilities is generated. This is to show how the
placement is impacted for different configurations.

Results for the three considered scenarios are reported in Fig. 14 where the
Expected Packet Delivery Delay is shown as a function of the node in which the TA
is placed. The figure shows also the Expected Packet Delivery Delay when no TA is
used at all (see last bars in the figure). We can see in the figure that, for the three
scenarios, the use of the TA allows to reduce the packet delivery delay. For instance,
for scenario 1, the best location for the TA is the node s11 where the average packet
delivery delay could be reduced up to 28% (from 100ms when the TA is not used to
82ms when it is deployed in s11). This is explained by the fact that retransmitting lost
packets from s11 allows to avoid the delay needed to re-send the packet from h1 to s11.
We can also see in the figure that, for scenarios 2 and 3, thanks to the TA, the packet
delivery delay is reduced by up to 25% and 18% when the TA is deployed and placed
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Table 2: Description of the studied scenarios. Note that all scenarios consider the
studied path P2 (highlighted in Fig. 13)

Scenario Propagation Delay Packet Loss

1 Delays of P2 shown in Fig. 13
10% for access links (h1,s1) and (s11,h2)
0% for other links

2 Delays of P2 shown in Fig. 13
Random loss between 0% and 10%
for all links

3 Delays of P2 shown in Fig. 13
Random loss between 0% and 10%
for all links

4 Same in all links (5ms)
Random loss between 0% and 10%
for all links

5 Long delay close to the source Same as scenario 4

6 Long delay close to the destination Same as scenario 4

Fig. 3: Expected packet delivery delay for different TA placement in the path P2 for
scenarios 1, 2 and 3 described in Table 4.

in nodes s7 and s6, respectively. It is also clear in the figure that the location of the
TA has a strong impact on the resulting average packet delivery delay of the packets.

Furthermore, in order to study the impact of the propagation delays on the packet
delivery delays, we consider three more scenarios 4, 5 and 6 (Table 4) where the
propagation delays in the network were varied. In scenario 4, the propagation of the
all links throughout the studied path are equal to 5ms. In this case, the average packet
delivery delay (Eq. 5) will mainly depend on the loss probabilities of the links. As
shown in Fig. 15, even if the propagation delays are equal, the expected packet delivery
delay varies depending on the location of the TA. In scenario 5, the propagation
delay of the links closer to the source are the highest. This means that if a packet
crosses those links successfully, it makes sense to deploy a TA right after to avoid that
retransmitted packets experience the long propagation delays. This is clear in Fig. 15,
where in scenario 5, using the TA even at the first node of the path (s1) reduces the
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Fig. 4: Expected packet delivery delay for different TA placement in the path P2 for
scenarios 4, 5, and 6 described in Table 4.

packet delivery delay (compared to the case where no TA is used shown in the last
bar). Conversely, if the long links are towards the destination, i.e., scenario 6, the
benefit of the TA becomes visible when it is farther from the source (e.g., when placed
in node s7) and depends also on the loss probabilities of the links.

• Results with variable loss probability over time: In the next analysis, our
goal is to evaluate the impact of a variable loss probability over time on the placement
of the TA and the resulting performance in terms of expected packet delivery delay.
In the following results, we use the same path P2 in Abilene Network. We assume
that the packet loss probability of each link varies over time(see Fig. 16). As such the
loss probability of each link, pj,j+1, is randomly selected at each timeslot within the
range [0, 10%]. Fig. 17 shows packet loss probability over time for all the links of the
considered path (path P2).

Results are reported in Fig. 17 where the expected packet delivery delay is com-
puted over time based on the evolution of the packet loss probabilities of the links. The
figure shows the results when the TA is not deployed and when it is deployed in differ-
ent placements (i.e, nodes). We can see that the worst-case performance, i.e., highest
packet delivery delay, occurs when the TA is not deployed. For this particular experi-
ment and the packet loss evolution shown in Fig. 16, nodes s4 and s7 seem to be the
best placements for the TA as they allow the TA to incur the lowest packet delivery
delay. Accordingly, when the TA is used, it reduces up to 25% the packet delivery
delay (see Fig. 17 from 5 to 10 timeslots).

The figure also shows that the optimal placement, i.e., the one achieving the lowest
packet delivery delay, could change when the congestion state and loss probabilities
in the network change over time. For instance, the best placement for the TA is s4
during the time interval [6,10] and it is the node s7 during the interval [10, 15].
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2.3 TA-Assisted Routing and Load Balancing

As shown above, the deployment of the TA could significantly improve the packet
delivery delay. To leverage such advantage, the network operator could use the pro-
posed model to estimate the packet delivery delay for all available paths between a
source and a destination assuming TAs are deployed. He can then deploy TAs and
then route the flows across the paths satisfying the packet delivery delay requirements
of these flows while ensuring the load is balanced across the selected paths.

For instance, Fig. 18 shows the expected packet delivery delay for all the possible
paths between h1 and h2 (Table 3) in the Abilene topology (Fig. 13) without and with
the TA deployed in the node that minimizes the packet delivery delay. For each path,

Fig. 5: Packet loss probability over time for all links composing the considered
path P2.

Fig. 6: Expected packet delivery delay over time for different TA placements.
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Fig. 7: Expected packet delivery delay for all paths between h1 and h2. Link propa-
gation delays are the ones presented in Fig. 2.

the figure shows the best location (i.e., node) for the TA and the expected packet
delivery delay. The figure clearly shows that the packet delivery delay could be reduced
by up to 30% thanks to the TA (e.g., path P12).

Let’s assume we have a set of flows between h1 and h2 having a requirement in
terms of packet delivery delay of 200ms. Fig. 18 shows that without the TA, paths P1
to P7 satisfy this requirement and are available to route such flows. Thanks to the
TA, three additional paths (P8, P9 and P10) could also satisfy the requirement and
become available also to route such flows and to share the traffic load with the other
paths satisfying the delay constraint. Fig. 19 shows similar results for the Abilene
network but with different propagation delays for the links. The benefits of the TA in
terms of packet delivery delays is also clear for all paths between h1 and h2.

These results confirm that the TA could be of utmost importance to reduce packet
delivery delays of the available paths between the nodes, and hence, could be leveraged
to increase the number of paths satisfying delay constraints and eventually improve
traffic load balancing and increase the achievable bandwidth.

3 Multi-TA Placement for Multiple Flows

In this Section, we explore the multi-TA placement problem. Indeed, several Transport
Assistants could be placed in the network to handle the flows of the network. In
particular, a flow here could be defined as a set of TCP connections sharing the same
source and destination. We assume that each flow has a delay constraint; that is the
packet delivery delay for this flow should not exceed a predefined threshold. In this
context, the goal of the multi-TA placement problem is to ensure all the flows of the
network satisfy their delay constraints by placing a minimal number of TAs in the
network while minimizing their deployment costs. The TAs are dynamically deployed
when needed, i.e., in order to satisfy the delay constraint of the flow. Of couse, if
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Fig. 8: Expected packet delivery delay for all paths between h1 and h2. Average link
propagation delays equal to 8 ms.

the delay constraint of the flow is already satisfied there is no need for a Transport
Assistant.

In the following, we propose two Integer Linear Programs (ILP1 and ILP2) aiming
at finding the optimal number and location of multiple TAs in order to minimize their
deployments costs and satisfy the delay requirements of the flows. In ILP1, a TA could
only handle one flow whereas in ILP2, a TA could handle multiple flows at the same
time. To address the problems for large-scale instances, We also propose and evaluate
two heuristic algorithms.

3.1 Problem Formulation

In the following, we mathematically formulate the TA placement problem as a Integer
Linear Program (ILP). Assume F is the set of all the flows crossing the network.
To capture the delay constraint, for each flow f ∈ F, we define λf as the maximum
delay that should be experienced by the flow f .

Assuming V = (v1, v2, ..., vd) is the set of the network nodes, we define afi as a
Boolean variable that is set to 1 if the flow f crosses the node vi. Let ci be the cost
of deploying a TA in the node vi. Of course, it could vary from one node to another
depending on several parameters like the cost of the virtual machine or container
hosting the TA, the bandwidth, and the processing capacity. We define bif as a Boolean
variable that is set to 0 if the node vi is the destination of the flow f and 1 otherwise.
This input variable is used to cancel the cost of the TA when it is not needed for the
flow, i.e., the delay constraint of the flow is already satisfied. Thanks to bif , we force
the linear program to place the TA in the destination of the flow with a cost equal to
zero. We denote by E(∆i

f ) is the expected packet delivery delay for flow f assuming

the TA is placed in node vi. Finally, we define the decision variable xi
f as a Boolean

variable that takes 1 if the TA handling the flow f is placed in node vi and 0 otherwise.
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Our objective is to minimize the number and cost of the TA deployment over the
infrastructure while ensuring the expected packet delivery delay of all the flows are
below their respective maximum delay. In the following, we propose two ILPs (ILP1
and ILP2) and objective functions for two different cases. In the first formulation,
ILP1, a single TA is assigned to only a single flow. In the second formulation, ILP2,
a TA could handle several flows, and hence, it could be assigned to multiple TAs.
In the following, we provide more details about the two proposed formulations.

• ILP1 - One TA per Flow: in this formulation, we assume that one TA could
handle only the traffic of a single flow. In other words, there is a TA for each flow.
The objective function aims at minimizing the costs of the deployments of the TAs.
It can be expressed as follows:

minimize

|F|∑
f=1

|V|∑
i=1

xi
fb

i
fci (7)

subject to the following constraints:

xi
f E(∆i

f ) ≤ λf ∀i ∈ [1, |V|] ∀f ∈ [1, |F|] (8)

|V|∑
i=1

xi
f = 1 ∀f ∈ [1, |F|] (9)

xi
f ≤ afi ∀i ∈ [1, |V|] ∀f ∈ [1, |F|] (10)

Constraint (8) captures the delay requirement of a flow f and stipulates that
the expected packet delivery delay when the TA is deployed is less or equal to the
maximum delay that should be experienced by the flow λf . Constraint (9) ensures
that only one single TA is deployed for each flow f . Finally, Constraint (10) ensures
that a TA associated with one flow is deployed in a node crossed by that flow.

• ILP2 - One TA for multiple Flow: in this formulation, we assume that one
TA could handle the traffic of multiple flows even if these flows have different sources
and destinations.

Define yi as a Boolean that takes 1 if a TA is deployed in node vi. This means
if a TA of multiple flows are placed in the same node vi, they will be merged and a
single TA will be instantiated in that node to handle these flows. Hence, yi could be
computed based on xi

f as follows:

yi ≥ xi
fb

i
f ∀f ∈ [1, |F|] (11)

The objective function could be then written as follows:

minimize

|V|∑
i=1

yici

subject to constraints (8), (9) and (11)

(12)
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3.2 Heuristic Algorithms

In order to tackle issues encountered in large-scale instances of the problem, (i.e., high
number of nodes, paths and flows), we propose and assess in the following two heuris-
tic algorithms to solve ILP1 and ILP2.

• ILP1 - Heuristic 1: in the following, a heuristic is proposed to solve ILP,
i.e., the TA placement problem considering that one TA can handle the traffic of a
single flow. Alg. 1 shows the pseudo-code of the proposed solution. Given as input
the network topology, G = (V,L), and the set of flows in the network, F, the goal is
to find a TA placement for each flow, while minimizing the associated deployment
costs. Thus, for each flow f ∈ F (line 2), the shortest path rule is used to assess its
corresponding path. For each node vi in the path, we compute the expected packet
delivery delay and evaluate the deployment cost ci. The TA is placed in the nodes
vi that satisfies the flow delay constraint λf and having the lowest deployment cost
(lines 6-11). Finally, the flow matrix including the TA placement and the correspond-
ing cost per flow is returned as output.

Algorithm 1 Heuristic to solve ILP1

Require: The network topology G = (V,L), the set of flows: F
1: flow matrix ← ∅
2: for all f ∈ F do ▷ Handle each flow
3: ta ← ∅
4: cost ←∞
5: path ← shortestPath(V, fsrc, fdst) ▷ Shortest path for f
6: for all vi ∈ path do
7: if E(∆i) ≤ λf and ci < cost then
8: cost ← ci
9: ta ← vi

10: end if
11: end for
12: flow matrix ← flow matrix ∪ {f , ta, cost}
13: end for
14: return flow matrix

• ILP2 - Heuristic 2: next, a new heuristic is proposed to solve the multi-TA
placement problem, i.e., the TA placement problem considering that a single node
can handle the traffic of multiple flows. The corresponding pseudo-code is reported
in Alg. 2. In this case, the solution tries to exploit the set of nodes that already
handled a TA for previous flows. Thus, for each flow f , the heuristic looks in the set
of nodes composing the shortest path from the source to the destination if any of
them handles a previous TA function. In case there is a node with a previous TA, the
corresponding flow exploits this situation and no new TA is required (line 6). In case
no node in the shortest path contains a TA, then the procedure to find the least cost
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TA is adopted as in Alg. 1.

Algorithm 2 Heuristic to solve ILP2

Require: The network topology G = (V,L), the set of flows: F
1: flow matrix ← ∅
2: for all f ∈ F do ▷ Handle each flow
3: ta ← ∅
4: cost ←∞
5: path ← shortestPath(V, fsrc, fdst) ▷ Shortest path for f
6: ta ← checkTAinPath(path) ▷ Select the node in the path with a previous TA
7: if ta == ∅ then
8: for all vi ∈ path do
9: if E(∆i) ≤ λf and ci < cost then

10: cost ← ci
11: ta ← vi
12: end if
13: end for
14: end if
15: flow matrix ← flow matrix ∪ {f , ta, cost}
16: end for
17: return flow matrix

Fig. 9: Comparison between ILP1 and Heuristic 1 considering the three cost functions.

• Experimental Results: in this paragraph, we compare the performance of
ILP1 vs. ILP1-Heuristic as well as the ILP2 vs. ILP2-Heuristic. To do so, we have run
experiments on the Abilene Network (Fig. 13). We assume there is a flow between
each pair of node, i.e., there is a total of |F| = |V| · (|V| − 1) injected into the network.
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Fig. 10: Number of TAs per node for ILP1 considering the three cost functions.

Fig. 11: Comparison between ILP2 and Heuristic 2 considering the three cost func-
tions.

Each flow f has a random latency requirement λf ∈ [mini(E(∆i
f )),maxi(E(∆i

f ))].
We considered three different scenarios with different TA deployment cost functions
c1i , c

2
i and c3i where i ∈ V. For the first cost function, the cost of a node is randomly

generated between 0 and 1 (i.e. c1i ∈ [0, 1],∀i ∈ V). In the second cost function, the
deployment cost in node i is inversely proportional to its degree in the network graph,
i.e., c2i = 1/degree(i). In the third cost function, c3i , the cost of the node is inversely
proportional the number of flows crossing it. This gives lower costs to nodes that are
used by the highest number of flows, and hence, gives them more priority to host TAs.

Fig. 20 shows a comparison of the objective function value found with the ILP1
and with Heuristic 1 for the three considered cost functions. It is clear from the figure
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that the heuristic provides a near optimal solution regardless of the considered cost
function. Fig. 21 shows the number of TAs deployed in each node as found with ILP1
considering the three deployment cost functions. It shows the nodes where the TA
could be provisioned taking into account the considered flows and the TA deployment
costs.

Finally, Fig. 22 shows a comparison of the objective function value found with
the ILP2 compared to Heuristic 2 for the three considered cost functions. Although
the objective function with the heuristic algorithm is about 10% higher than that
with ILP2. This shows that the heuristic provides a solution that is not far from the
optimal one regardless of the considered cost function.

4 Related Work

In the last decades, a large body of work has been devoted to improve TCP and
transport protocols performance in general [1, 3, 6–15]. For instance, Rosu et al., [12]
advocated for splitting TCP connections between the client and server using proxy
servers. They proposed a TCP Splicing service to accelerate the communication within
the split-connection proxies by eliminating double copies of the packets between the
buffers of the kernel and applications. Wang et al. [7] proposed to use edge switches to
perform TCP-to-UDP conversion and to delegate packet retransmission from to inter-
mediate switches. Wan et al. [10] attempted to minimize packet retransmission delays
in wireless networks and devised a transport protocol using a hop-by-hop transmis-
sion where each hop could detect packet loss by detecting missing sequence numbers.
Chen et al. [8, 9] designed a Transport protocol that leverages the control plane of
software defined networks to establish transport connections and its data plane to
ensure caching and retransmission.

Unlike these proposals requiring to replace TCP, the TA function proposed in [3]
is designed to support TCP protocol without the need to alter it. This function is
deployed within the network and could cache and retransmit TCP packets while TCP
endpoints remain unaware of it. However, paper [3] does not discuss the placement
problem and does not provide any mathematical model for the packet delivery delay
incurred when the TA is used. We also highlight our previous work [16] that suggests
to place the TA in the overloaded parts of the networks predicted thanks to Machine
Learning techniques; However, it does not consider parameters like packet loss and
propagation delays to identify the optimal placement of the TA and does not study
their impact on packet delivery delays.

To our knowledge, this is the first study on the impact of the placement of the TA
on the packet delivery delay using a mathematical model, which allows to quantify the
TA benefits on the performance of TCP. This work is also the first to propose efficient
TA placement algorithms taking into account packet delivery delay requirements.

5 Conclusion

In this paper, we focused on the TA placement problem and studied the parameters
that could affect the performance of the TA. Hence, we developed a mathematical
model that computes the expected packet delivery delay when the TA is deployed.
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That is, the average time needed to deliver a TCP packet assuming the TA is oper-
ational and placed in the path of the flow. We also studied the impact of several
parameters like the location of the TA as well as the packet loss probabilities and
propagation delays of the network links for different realistic scenarios and network
topologies. We also discuss how the deployment of multiple TAs could be leveraged
for routing decisions and load balancing (i.e., TA-based routing).

Furthermore, we addressed the problem of multiple TA placement and proposed
two Integer Linear Programs (ILP1 and ILP2) to find the optimal placement of the TAs
to minimize their deployment costs and allow to satisfy the flow delay requirements
in terms of maximal packet delivery delay. Two cases are considered where in the first
(ILP1), a TA handles only one flow, and in the second (ILP2), a TA could handle
multiple flows. We also proposed two heuristic algorithms to solve the two cases for
large-scale instances of the problem and showed that the proposed heuristics provide
solutions that are close to optimal solutions found by the ILPs.

As a future work, it would be interesting to propose network management schemes
that could perform routing and TA placement in a joint manner in order to minimize
packet delivery delays in the network. Indeed, Transport Assistants could be leveraged
to satisfy service level agreements of flows with stringent performance requirements
in terms packet delivery delays. Another interesting challenge would be to analyze
the deployment costs of TAs and evaluate the amount of resources (e.g., computing,
memory and bandwidth) that are required to handle a large number of TCP flows.
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6 Tables

Table 3: Available paths from host h1 to host h2 in the Abi-
lene Topology

Path ID Path Number Propagation
of nodes delay (ms)

P1 (s1, s2, s5, s7, s4, s11) 6 53.4
P2 (s1, s2, s6, s7, s4, s11) 6 67.8
P3 (s1, s2, s5, s8, s10, s11) 6 31.0
P4 (s1, s2, s5, s7, s4, s10, s11) 7 59.2
P5 (s1, s2, s6, s7, s4, s10, s11) 7 73.6
P6 (s1, s2, s5, s8, s10, s4, s11) 7 49.6
P7 (s1, s2, s6, s7, s5, s8, 8 78.6

s10, s11)
P8 (s1, s2, s12, s9, s3, s6, 9 82.0

s7, s4, s11)
P9 (s1, s2, s6, s7, s5, s8, 9 97.5

s10, s4, s11)
P10 (s1, s2, s12, s9, s3, s6, 10 87.8

s7, s4, s10, s11)
P11 (s1, s2, s12, s9, s3, s6, 11 92.8

s7, s5, s8, s10, s11)
P12 (s1, s2, s12, s9, s3, s6, 12 111.4

s7, s5, s8, s10, s4, s11)
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Table 4: Description of the studied scenarios. Note that all scenarios consider the
studied path P2 (highlighted in Fig. 13)

Scenario Propagation Delay Packet Loss

1 Delays of P2 shown in Fig. 13
10% for access links (h1,s1) and (s11,h2)
0% for other links

2 Delays of P2 shown in Fig. 13
Random loss between 0% and 10%
for all links

3 Delays of P2 shown in Fig. 13
Random loss between 0% and 10%
for all links

4 Same in all links (5ms)
Random loss between 0% and 10%
for all links

5 Long delay close to the source Same as scenario 4

6 Long delay close to the destination Same as scenario 4
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7 Figures

(a) Packet delivery delay with
and without Transport Assistant

(b) Packet delivery assuming the segment is
lost m times between the source s and the
TA (node i) and lost n times between the TA
and the destination d

Fig. 12: Packet delivery delay
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Fig. 13: Abilene topology. Links propagation delays follow a normal distribution with
a mean of 8ms and standard deviation of 5ms.
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Fig. 14: Expected packet delivery delay for different TA placement in the path P2
for scenarios 1, 2 and 3 described in Table 4.
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Fig. 15: Expected packet delivery delay for different TA placement in the path P2
for scenarios 4, 5, and 6 described in Table 4.
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Fig. 16: Packet loss probability over time for all links composing the considered
path P2.
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Fig. 17: Expected packet delivery delay over time for different TA placements.
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Fig. 18: Expected packet delivery delay for all paths between h1 and h2. Link prop-
agation delays are the ones presented in Fig. 2.
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Fig. 19: Expected packet delivery delay for all paths between h1 and h2. Average
link propagation delays equal to 8 ms.

29



Fig. 20: Comparison between ILP1 and Heuristic 1 considering the three cost func-
tions.
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Fig. 21: Number of TAs per node for ILP1 considering the three cost functions.
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Fig. 22: Comparison between ILP2 and Heuristic 2 considering the three cost func-
tions.
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