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Abstract

Approximate inference by sampling from an appropriately constructed posterior has recently
seen a dramatic increase in popularity in both the robotics and computer vision community. In this
paper, I will describe a number of approaches in which my co-authors and I have used Sequential
Monte Carlo methods and Markov chain Monte Carlo sampling to solve a variety of difficult and
challenging inference problems. Very recently, we have also used sampling over variable dimension
state spaces to perform automatic model selection. I will present two examples of this, one in the
domain of computer vision, the other in mobile robotics. In both cases Rao-Blackwellization was
used to integrate out the variable dimension-part of the state space, and hence the sampling was done
purely over the (combinatorially large) space of different models.

This paper describes joint work with many collaborators over the past 5 years, both at Carnegie
Mellon University and at the Georgia Institute of Technology, including Dieter Fox, Sebastian
Thrun, Wolfram Burgard, Zia Khan, Tucker Balch, Michael Kaess, Rafal Zboinski, and Ananth
Ranganathan.

1 Introduction

Two very popular uses of sampling-based approximate inference are mobile robot localization [14, 23,
49, 50] and visual target tracking [30, 31]. Their widespread use is indicative of a larger trend in the
robotics and computer vision community, both of which are increasingly borrowing methods from ap-
plied probability and machine learning to take on difficult inference problems. In this paper, I describe
some of the work that my colloborators and myself have done in the last 5 years, and which I believe to be
representative of an emerging class of research, in which ever more sophisticated modeling techniques
from statistics are being used. In particular, in computer vision the use of Markov chain Monte Carlo
sampling is gaining in popularity [21, 53, 15, 18, 16, 2], and in robotics the use of Rao-Blackwellized
particle filters is noteworthy [20, 42, 41, 40].

Very recently, we have also used sampling over variable dimension state spaces to perform automatic
model selection. I will present two examples of this, one in the domain of computer vision, the other in
mobile robotics. In both cases Rao-Blackwellization was used to integrate out the variable dimension-
part of the state space, and hence the sampling was done purely over the (combinatorially large) space
of different models.



Robot position

(a)

Robot position

(b)

Figure 1: Monte Carlo localization of a mobile robot: the posterior density over the three-dimensional
robot pose (x, y, and orientation) is represented by a set of weighted particles which is sequentially
updated over time (a particle filter). (a) Initially, the position of the robot is totally unknown, and
particles are distributed uniformly over the environment. (b) After a number of sonar and odometry
measurements, the uncertainty is reduced to essentially a bimodal density in this symmetric environment.

2 Monte Carlo Localization

Two key problems in mobile robotics are global position estimation and local position tracking. Global
position estimation is the ability to determine the robot’s position in an a priori or previously learned
map. Once a robot has been localized in the map, local tracking is the problem of keeping track of that
position over time. Both these capabilities are necessary to enable a robot to execute useful tasks, such
as office delivery or providing tours to museum visitors.

Kalman-filter based techniques have proven to be robust and accurate for keeping track of the robot’s
position. However, a Kalman filter cannot represent ambiguities and lacks the ability to globally (re-
)localize the robot in the case of localization failures. To deal with these shortcomings, Burgard et
al. [6] introduced a histogram-based localization approach, which can represent arbitrarily complex
probability densities at fine resolutions. However, the computational burden and memory requirements
of this approach were considerable. In addition, the grid-size and thereby also the precision at which it
can represent the state had to be fixed beforehand.

In [14, 23, 49, 50] we introduced the Monte Carlo Localization method (MCL) that takes a sequen-
tial Monte Carlo approach to the robot localization problem. Here, as illustrated graphically in Figure 1,
a weighted sample approximation of the posterior over robot pose is maintained over time by means of a
particle filter. Particle filters were invented in the seventies [28] but were deemed unpractical at the time.
However, they were recently rediscovered independently in the target-tracking [25], statistical [33] and
computer vision literature [30, 31], and have gained enormously in popularity since. Partly, this is due
to the ease by which they can be implemented and understood (as foreshadowed in the seminal paper by
Smith and Gelfand [46]).

In the context of robot localization, using a particle filter has several other key advantages with
respect to earlier work: (1) in contrast to Kalman filtering based techniques, it is able to represent
multi-modal distributions and thus can globally localize a robot; (2) it drastically reduces the amount of
memory required compared to histogram-based localization methods, and it can integrate measurements
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Figure 2: (a) 20 ants are being tracked by an MCMC-based particle filter. Targets do not behave indepen-
dently: whenever one ant encounters another, some amount of interaction takes place, and the behavior
of a given ant before and after an interaction can be quite different. (b) The motion of ants during an
interaction can be modeled using a Markov Random field, which is built on the fly at each time-step.

at a considerably higher frequency; (3) it is more accurate than histogram-based methods with a fixed
cell size, as the state represented in the samples is not discretized. As a result, Monte Carlo Localization
is now the most popular mobile robot localization method in use throughout the robotics community.

3 An MCMC-Based Particle Filter for Multi-Target Tracking

Sequential Monte Carlo techniques can also be applied to the domain of visual target tracking [30, 31],
and we have specifically looked at the problem of tracking multiple, interacting targets. The classical
tracking literature approaches the multi-target tracking problem by performing a data-association step
after a detection step. Most notably, the multiple hypothesis tracker [44] and the joint probabilistic data
association filter (JPDAF) [1, 22] are influential algorithms in this class. Interacting targets cause prob-
lems for these traditional approaches. The basic assumption on which all established data-association
methods rely is that targets maintain their behavior before and after the targets visually merge. However,
consider the example in Figure 2a, which shows 20 ants being tracked in a small arena. In this case, the
targets do not behave independently: whenever one ant encounters another, some amount of interaction
takes place, and the behavior of a given ant before and after an interaction can be quite different.

A Markov random field motion prior (see Figure 2b), built on the fly at each time step, can adequately
model these interactions. Again our approach will be based on the particle filter [25, 30, 7]. The standard
particle filter weights particles based on a likelihood score, and then propagates these weighted particles
according to a motion model. Incorporating an MRF to model interactions is equivalent to adding an
additional interaction factor to the importance weights in a joint particle filter.

However, a joint particle filter suffers from exponential complexity in the number of tracked targets,� , and computational requirements render the joint filter unusable for more than than three or four
targets. As a solution, we replace the traditional importance sampling step in the particle filter with
a Markov chain Monte Carlo (MCMC) [24, 37] sampling step, which samples from the joint motion
model. This approach has the appealing property that the filter behaves as a set of individual particle
filters when the targets are not interacting, but efficiently deals with complicated interactions when



(a) 20 single particle filters, 50 particles each

(b) MCMC particle filter with proposal 1, 1000 particles

Figure 3: Qualitative comparison of (a) individual particle filters vs. (b) an MCMC-based joint filter,
each tracking 20 ants using an equivalent sample size of 1000. Tick marks show when tracking failures
occur throughout the sequence. The time series plot shows average distance from ground truth.

targets approach each other. Using MCMC in the sequential importance resampling (SIR) particle filter
scheme has been explored before, in [4], and our approach can be consider a specialization of this work
with an MRF-based joint posterior and an efficient proposal step to achieve reasonable performance.

The MCMC-based tracker performs significantly better than independent particle filters with a com-
parable number of samples, both in track quality and failures reported. Figure 3 shows the result graph-
ically. An MCMC tracker with 1000 samples had 16 failures, compared to 125 for independent particle
filters with 50 particles each. As a measure of trajectory quality, we recorded for each frame the average
distance of the targets to their ground truth trajectories. This is shown in the figure as a time series.

4 Rao-Blackwellized EigenTracking

Figure 4: Subspace representations approximate the appearance of a target using a limited set of “eigen-
images”, which are linearly combined according to normally distributed appearance coefficients. In a
tracking context, this introduces a non-trivial continuous “appearance space” to be tracked as well.

Sequential Monte Carlo methods are traditionally based on importance sampling, and hence their
performance degrades as the dimensionality of the state space increases. As discussed in the previous
section, using MCMC sampling instead is one way to deal with the limited representational ability of
SMC methods. Another approach is to analytically integrate out a part of the state space, a process
which in this context is often referred to as Rao-Blackwellization [42, 8]

In our work, we have made use of this device to incorporate more complex appearance models in
a particle filtering framework. In particular, subspace representations [52, 3, 13] have been a long-
standing and popular way to model appearance and shape in computer vision. These methods model the
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Figure 5: Qualitative comparison of trackers with PPCA measurement models of increasing complexity
tracking 2 unmarked dancing bees in a 500 frame test sequence. 
 is the number of principal components
in the PPCA probabilistic subspace model. Tick marks show when tracking failures occur.

density over a high-dimensional space of feature vectors using a generative model, where each vector is
assumed to be a corrupted version of a linear combination of a small set of basis vectors. In figure 4,
this is illustrated for a honey-bee tracking application. Subspace representations were also successfully
used for tracking, e.g. in Jepson and Black’s influential paper on EigenTracking [5].

Incorporating subspace representations as the measurement model in a particle filter proves prob-
lematic, however. The number of samples in the particle filter needs to increase exponentially with the
dimensionality of the state space, which now includes the subspace coefficients. We proposes to resolve
this problem by integrating out the appearance subspace coefficients of the state vector, leaving only the
original target state . The advantage of this is that fewer samples are needed since part of the posterior
over the state is analytically calculated, rather than being approximated using a more expensive sam-
ple representation. We use probabilistic principal component analysis (PPCA) method, a probabilistic
subspace model for which the integral can be computed analytically [51, 45].

The resulting trackers work much better than using simpler appearance models, and some results
are shown in Figure 5. As model complexity of the PPCA-based appearance model was increased, the
number of tracker errors decreased and track quality, as measured by per target tracking error, increased.

5 Piecewise Continuous Curve-Fitting

An new avenue of research we are exploring concerns model selection, in which we bring together
MCMC sampling and Rao-Blackwellization. In particular, we investigated the reconstruction of piece-
wise smooth 3D curves from multiple images. Among other applications, this is useful for the recon-
struction of shards and other artifacts that are known to have “jagged edges”. Such objects frequently
show up in large museum collections and archaeological digs, and hence a possible application is the au-
tomatic reconstruction of archaeological artifacts [32, 12]. The problem of representing and performing
inference in the space of piecewise smooth curves is of interest in its own right.

To model piecewise smooth curves we use tagged subdivision curves as the representation. Sub-
division curves [47] are simple to implement and provide a flexible way of representing curves of any
type, including all kinds of B-splines and extending to functions without analytic representation. In
[29], Hoppe introduces piecewise smooth subdivision surfaces, allowing to model sharp features such
as creases and corners by tagging the corresponding control points. We apply the tagging concept to
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Figure 6: A tagged 2D subdivision curve. Tagged points are drawn as circles. (a) the original control
points, (b) the converged curve with non-smoothly interpolated points.

subdivision curves to represent piecewise smooth curves, as illustrated in Figure 6.
To infer the parameters of these curves from the data, as well as automatically determine the number

and the nature of the control points, we use Markov chain Monte Carlo (MCMC) sampling [24] to
obtain a posterior distribution over the discrete variables, while the continuous control point locations are
integrated out after a non-linear optimization step. We sample over the number of control points, using
the framework of reversible jump MCMC that was introduced by Green [26] and later described in a
more easily accessible way as trans-dimensional MCMC [27]. In related work, Denison and Mallick [17,
38] propose fitting piecewise polynomials with an unknown number of knots using RJMCMC sampling.
Punskaya [43] extends this work to unknown models within each segment with applications in signal
segmentation. DiMatteo [19] extends Denison’s work for the special case of natural cubic B-splines.
With our method, we are working with a much reduced sample space, as we directly solve for optimal
control point locations and hence only sample over the boolean product space of corner tags.

Some successfully recovered pot-shards are shown in Figure 7 along with a control image. Note that
the curves are recovered in three dimensions, and that we have a distribution over them rather than a
single point estimate. Hence, it is easy to obtain marginal statistics such as a histogram over the number
of control points or the number of tagged points, etc.

6 Probabilistic Topological Maps

The use of Rao-Blackwellized sampling for model selection can also be used advantageously in mobile
robotics, bringing us full circle in this paper. In particular, consider the problem of localizing a robot
in an unknown environment. In that case, we are faced with a chicken and egg problem: if the robot
knows where it is at any given moment, it can record in a map what it sees at that moment. On the other
hand, the ability to localize itself on the map already presupposes a map. Algorithms that solve this
conundrum are called “simultaneous localization and mapping” (SLAM) algorithms [36, 9, 48].

Probabilistic approaches have been very successful in dealing with the uncertainties associated with
robot perception. However, almost all the work in the literature that applies probabilistic methods to
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Figure 7: Piecewise continuous curve-fitting results for two different pot shards. Projections of the con-
trol points are drawn as yellow ’ � ’ for untagged and yellow ’ � ’ for tagged ones, and the corresponding
subdivision curve is drawn in white. Six views are used for the fitting process of the first shard, while
only four are used for the second shard. In both cases, two of those are shown in columns (a) and (b).
The third column (c) shows a view that is not used for fitting and is taken from a lower angle than all
other images.

the map building problem deals with metric maps. While metric maps provide detailed information
about the size and shape of obstacles and free space in the environment, they are expensive to build
and maintain due to this very reason. Hence, another class of mapping algorithms construct topological
maps [39, 35, 10, 11], which are typically graphs where the vertices denote rooms or other recognizable
places, and the edges denote traversals between these places. Topological maps are quite useful for
planning and symbolic manipulation and, unlike metric maps, do not require precise knowledge of the
robot’s environment. Unfortunately, there is no straightforward way to incorporate uncertainty into the
topological map representation.

We use Markov chain Monte Carlo (MCMC) sampling [24] to extend the highly successful Bayesian
framework to the space of topological maps. We define the topology of an environment as a partition of
landmark observations into a set of equivalence classes, which denote that these observations stem from
the same landmark in the environment. We begin our consideration by assuming that the robot observes

“special places” or landmarks during a run, i.e. we assume that the robot is equipped with a “landmark
detector”. Furthermore, we assume the existence of a the set of sensor measurements � recorded by the
robot, which can include odometry as well as appearance measurements taken at the landmark locations.
The problem then is to compute the discrete posterior probability distribution ����������� over the space of
topologies � given � .
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Figure 8: Probabilistic Topological Maps represent knowledge about the environment as an empirical
histogram over a set of possible topological maps, obtained by approximate inference. Above, this is
illustrated for a small environment in the shape of an “8”. The correct topology is present in the set of
hypotheses but is not accorded the highest probability due to odometric error.

Note that this is not obvious, as there is a one-to-one mapping between topologies and a type of
combinatorial objects known as set partitions. Indeed, each topology can be viewed as a disjoint set
partition of the set of landmark observations, and the cardinality of the space of topologies over a set of

landmark observations is identical to the number of disjoint set partitions of the


-set. This number
is called the Bell number ��� [34] and grows hyper-exponentially with


, for example �����! , �#"$�&%

but �'�)(*�� �+-,/.�+�+�0�1�1 . Clearly, it is impossible to exhaustively evaluate this combinatorial space for any
practical situation involving a significant number of landmarks observations.

We overcome the combinatorial nature of this problem by using MCMC sampling over the space
of partitions, using as the target distribution the posterior probability of the topology � given the mea-
surements � . A topology cannot be scored, however, without reference to the distortion in odometry
measurements it induces. Since each topology induces a different, high-dimensional continuous space
over the set of robot poses, it seems that we need to sample in a large, mixed-dimensionality space.
However, once again Rao-Blackwellization provides a convenient exit: for each proposed topology in
the MCMC sampling scheme, we optimize for the maximum likelihood robot trajectory, and analytically
integrate out the probability mass in the continuous space by using Laplace’s approximation.

Thus, by sampling we introduced a novel concept: Probabilistic Topological Maps (PTM’s). As
illustrated in Figure 8, a PTM represents knowledge about the environment as an empirical histogram
over a set of possible topological maps, obtained by approximate inference through MCMC sampling.
PTM’s can also be seen as a principled, probabilistic way of dealing with “closing the loop” in the
context of SLAM, but on a much larger scale. Indeed, we not only consider simple loops, but consider
the entire space of possible topologies at once. The key to making this work is assuming a simple but
very effective prior on the density of “special places” in the environment. Given this prior the additional



(a) (b)

Figure 9: While it is not our intended goal to produce highly accurate metric maps, it is indicative of the
success of the approach that good-looking maps can be obtained using odometry only. The figure above
shows two maps, one (a) obtained by plotting laser measurements from a laser range-finder using raw
odometry, and (b) those same measurements using odometry derived from the inferred topology.

sensor information used can be very scant indeed. In fact, while our method is general and can deal with
any type of sensor measurement (or, for that matter, prior knowledge) the results we present below were
obtained using only the odometry measurements, and yet yield very nice maps of the environment.

In Figure 9, we show the results of an experiment that involved running a robot around a complete
floor of the building containing our lab. Nine landmark observations were recorded during the run.
The raw odometry with laser readings plotted on top is shown in Fig 9a. Shown in Figure 9b is the
map obtained by optimizing over the odometry for the ground truth topology, which had the largest
probability mass in the PTM built for this run. This figure demonstrates that probabilistic topological
maps have the power to close the loop even in large environments.

7 Conclusion

The above sample of Monte Carlo methods, spanning 5 seemingly very different applications in robotics
and computer vision, represent but a small part of the increasingly diverse array of approximate inference
methods being deployed in these applied fields. These methods also include variational methods such
as belief propagation and expectation-maximization, as well as graph-theory based approaches based on
efficient max-flow/min-cut algorithms. However, to deal with challenging problems, especially those
that include a model-selection component, it is to be expected that sequential Monte Carlo and Markov
chain Monte Carlo approaches will steadily gain in popularity.
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