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The current situation with parallel programming resembles computer pro-
gramming before the appearance of personal computers. Computing was con-
centrated in special computer centers, and computer programs were written
by nerds. Soon after PCs appeared, computer programming became available
to millions of ordinary people. The result of the change can be clearly seen
now.

Similarly parallel computing is now concentrating mainly in supercomputer
centers established around specialized high-performance parallel computers
or clusters of workstations, and only highly trained people write parallel pro-
grams for the computer systems. At the same time, local networks of com-
puters have become personal supercomputers available to millions of ordinary
people. They only need appropriate programming languages and tools to write
fast and portable parallel applications for the networks. The release of the
huge performance potential currently hidden in networks of computers might
have even a more significant impact on science and technology than the inven-
tion of more powerful processors and supercomputers.

The intent of this book is to introduce into the area of parallel computing
on common local networks of computers NoCs.

Nowadays NoCs are a common and widespread parallel architecture. In
general, a NoC comprises PCs, workstations, servers, and sometimes super-
computers interconnected via mixed communication equipment. Traditional
parallel software was developed for homogeneous multiprocessors. It tries to
distribute computations evenly over available processors and therefore cannot
utilize the performance potential of this heterogeneous architecture. A good
parallel program for a NoC should distribute computations and communica-
tions over the NoC unevenly, taking into account actual performances of both
processors and communication links. This book mainly introduces in parallel
programming for heterogeneous, in other words, NoCs in heterogeneous par-
allel programming.

To present both basic and advanced concepts of heterogeneous parallel
programming, the book extensively uses the mpC language. This is a high-level
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language aimed at programming portable parallel computations on NoCs. The
design of this language allows easy expression in portable form of a wide range
of heterogeneous parallel algorithms. The introduction to the mpC language
and the accompanying programming model and language constructs serves
also to introduce the area of heterogeneous parallel programming. A repre-
sentative series of mpC programs was carefully selected to illustrate all of the
presented concepts. All of the programs can be compiled and executed on a
local network of workstations or even on a single workstation with the freely
available mpC programming system installed. While the basic concepts are
illustrated by very simple programs, a representative set of real-life problems
and their portable parallel solutions on NoCs are also included. The problems
studied here involve linear algebra, modeling of oil extraction, integration, N-
body applications, data mining, business applications, and distributed software
testing.

It is important for any book to clearly define from the beginning basic
terms, especially if the terms are in common use but are understood 
differently. This is particularly true in parallel computing on distributed
memory architectures, where a specific case is parallel computing on hetero-
geneous networks. Indeed, it is easy to confuse parallel computing on dis-
tributed memory architectures with distributed computing, especially high-
performance distributed computing. In a distributed memory computer
system both parallel and distributed applications are nothing more than a
number of processes running in parallel on different computing nodes and
interacting via message passing. They both can use the same communication
protocols (e.g., TCP/IP) and the same basic software (e.g., sockets).

The key difference between parallel computing technologies and distrib-
uted computing technologies lies in the main goal of each of the technologies.
The main goal of distributed computing technologies is to make software com-
ponents, inherently located on different computers, work together. The main
goal of parallel computing technologies is to speed up the solution of a single
problem on the available computer hardware. Correspondingly, in the case of
parallel computing, the partition of an application into a number of distrib-
uted components located on different computers is just a way to speed up its
execution on the distributed memory computer system; it is not an intrinsic
feature of the application nor of the problem that the application solves. The
book presents the technology of heterogeneous parallel computing pro-
ceeding from this basic understanding of the main goal of parallel computing
technologies.

Thus the target computer hardware is the material basis of any parallel
computing technology. Correspondingly the evolution of computer hardware
is followed by the evolution of parallel computing technologies. In general,
the resulting trajectory of computer hardware is aimed at higher performance,
that is, at the ability to compute faster and store more data. There exist two
ways to make computer systems execute the same volume of computations
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faster: reduce the time of execution of a single instruction (i.e., to increase the
processor clock rate), and increase the number of instructions executed in par-
allel. The first way is determined by the level of microelectronic technology,
and it has some natural limits conditioned by universal physical constants such
as the velocity of light. Nowadays the clock rates have reached the magnitude
of gigacycles per second. But it is not the higher clock rate that distinguishes
high-performance computer systems. Rather, at any stage of the development
of microprocessor technology, this index is approximately the same for most
manufactured microprocessors. The high-performance computer systems can
handle a higher parallelism of computations. Therefore high-performance
computer systems are always of parallel architecture.

Part I provides an overview of the evolution of parallel computer archi-
tectures in relation to the evolution of parallel programming models and tools.
The starting-point of all parallel architectures is the serial scalar processor.
Main architectural milestones include vector and superscalar processors, a
shared memory multiprocessor, a distributed memory multiprocessor, and a
common heterogeneous network of computers. The parallel architectures rep-
resent the logic of a parallel architecture development rather than its chronol-
ogy. They represent the main stream of architectural ideas that have proved
their viability and effectiveness and made a major impact on the real-life hard-
ware. Compared to a historical approach, the logical approach gives a concise
and conceptually clear picture of the evolution of parallel architectures, throw-
ing off a good deal of secondary, nonviable, or simply erroneous architectural
decisions, and separating more strictly different architectural concepts often
mixed in real hardware. In the series of parallel architectures, each next archi-
tecture contains the preceding one as a particular case, and provides more par-
allelism and, hence, more performance potential.

For each of the listed parallel architectures, its intrinsic model of parallel
program is presented and followed by outline of programming tools imple-
menting the model. The models represent all main paradigms of parallel 
programming. Apart from optimizing compilers for traditional serial pro-
gramming languages, the programming tools outlined include parallel libraries
and parallel programming languages. The book does not pretend to cover all
aspects of parallel programming. Many important topics such as debugging of
parallel applications and maintenance of fault tolerance of parallel computa-
tions are beyond the scope of this book. The book focuses on basic parallel
programming models and their implementation by the most popular parallel
programming tools.

In Chapter 2 vector and superscalar processors are presented. The archi-
tectures provide instruction-level parallelism, which is best exploited by appli-
cations with intensive operations on arrays. Such applications can be written
in a serial programming language, such as C or Fortran 77, and complied by
dedicated optimizing compilers performing some specific loop optimizations.
Array libraries allow the programmers to avoid the use of dedicated compil-
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ers performing sophisticated optimizations. Instead, the programmers express
operations on arrays directly, using calls to carefully implemented subroutines
implementing the array operations. Parallel languages, such as Fortran 90 or
C[ ], combine advantages of the first and second approaches. They allow the
programmer explicitly express operations on arrays, and they therefore do not
need to use sophisticated algorithms to recognize parallelized loops. They are
able to perform global optimization of combined array operations. Last, unlike
existing array libraries, they support general-purpose programming.

In Chapter 3 the shared memory multiprocessor architecture is shown to
provide a higher level of parallelism than the vector and superscalar archi-
tectures via multiple parallel streams of instructions. Nevertheless, the SMP
architecture is not scalable. The speedup provided by this architecture is
limited by the bandwidth of the memory bus. Multithreading is the primary
programming model for the SMP architecture. Serial languages, such as C and
Fortran 77, may be used in concert with optimizing compilers to write efficient
programs for SMP computers. Unfortunately, only a limited and simple class
of multithreaded algorithms can be implemented in an efficient and port-
able way by this approach. Thread libraries directly implement the multi-
threading paradigm and allow the programmers to explicitly write efficient
multithreaded programs independent of optimizing compilers. Pthreads are 
standard for Unix platforms supporting thus efficiently portable parallel 
programming Unix SMP computers. Thread libraries are powerful tools sup-
porting both parallel and distributed computing. The general programming
model underlying the thread libraries is universal and seen too powerful, com-
plicated, and error-prone for parallel programming. OpenMP is a high-level
parallel extension of Fortran, C, and C++, providing a simplified multithreaded
programming model based on the master/slave design strategy, and aimed
specifically at parallel computing on SMP architectures. OpenMP significantly
facilitates writing parallel mutlithreaded applications.

In Chapter 4 the distributed memory mutltiprocessor architecture, also
known as the MPP architecture, is introduced. It provides much more paral-
lelism than the SMP architecture. Moreover, unlike all other parallel archi-
tectures, the MPP architecture is scalable. It means that the speed increase
provided by this architecture is potentially infinite. This is due to the absence
of principal bottlenecks, such as might limit the number of efficiently inter-
acting processors. Message passing is the dominant programming model for
the MPP architecture. As the MPP architecture is farther away from the serial
scalar architecture than the vector, superscalar, and even SMP architectures,
it is very difficult to automatically generate an efficient message-passing code
for the serial source code written in C or Fortran 77. In fact, optimizing C or
Fortran 77 compilers for MPPs would involve solving the problem of auto-
matic synthesis of an efficient message-passing program using the source serial
code as a specification of its functional semantics. This problem is still a 
challenge for researchers. Therefore no industrial optimizing C or Fortran 77
compiler for the MPP architecture is now available. Basic programming tools
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for MPPs are message-passing libraries and high-level parallel languages.
Message-passing libraries directly implement the message-passing paradigm
and allow the programmers to explicitly write efficient parallel programs for
MPPs. MPI is a standard message-passing interface supporting efficiently
portable parallel programming MPPs. Unlike the other popular message-
passing library, PVM, MPI supports modular parallel programming and hence
can be used for development of parallel libraries. MPI is a powerful pro-
gramming tool for implementing a wide range of parallel algorithms on MPPs
in highly efficient and portable message-passing applications. Scientific pro-
grammers, who find the explicit message passing provided by MPI tedious and
error-prone, can use data parallel programming languages, mainly HPF, to
write programs for MPPs. When programming in HPF, the programmer spec-
ifies the strategy for parallelization and data partitioning at a higher level of
abstraction, based on the single-threaded data parallel model with a global
name space. The tedious low-level details of translating from an abstract global
name space to the local memories of individual processors and the manage-
ment of explicit interprocessor communication are left to the compiler. Data
parallel programs are easy to write and debug. However, the data parallel 
programming model allows the programmer to express only a limited class of
parallel algorithms. HPF 2.0 addresses the problem by extending purely 
data-parallel HPF 1.1 with some task parallel features. The resulting multi-
paradigm language is more complicated and not as easy to use as pure data
parallel languages. Data parallel languages (i.e., HPF) are difficult to compile.
Therefore it is hard to get top performance via data parallel programming.
The efficiency of data parallel programs strongly depends on the quality of the
compiler.

In Chapter 5 we analyze challenges associated with parallel programming
for common networks of computers (NoCs) that are, unlike dedicated paral-
lel computer systems, inherently heterogeneous and unreliable. This analysis
results in description of main features of an ideal parallel program running 
on a NoC. Such a program distributes computations and communications
unevenly across processors and communications links during the execution of
the code of the program. The distribution may be different for different NoCs
and for different executions of the program on the same NoC, depending on
the work load of its elements. The program keeps running even if some
resources in the executing network fail. In the case of resource failure, it is
able to reconfigure itself and resume computations from some point in the
past. The program takes into account differences in machine arithmetic on 
different computers and avoids erroneous behaviour of the program that
might be caused by the differences.

Part II is the core of the book and presents the mpC parallel programming
language.

In Chapter 6 a basic subset of the mpC language is described. It addresses
some primary challenges of heterogeneous parallel computing, focusing on
uneven distribution of computations in heterogeneous parallel algorithms, and
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the heterogeneity of physical processors of NoCs. The programmers can
explicitly specify the uneven distribution of computations across parallel
processes dictated by the implemented heterogeneous parallel algorithm. The
mpC compiler will use the provided information to map the parallel processes
to the executing network of computers. A simple model of the executing
network is used when parallel processes of the mpC program are mapped to
physical processors of the network. The relative speed of the physical proces-
sors is a key parameter in the model. In heterogeneous environments the
speed parameter is sensitive to both the code executed by the processors and
the current work load due to external computations. The programmers can
control the accuracy of this model at runtime and adjust its parameters to their
particular applications. The implementation of the basic version of the mpC
language is freely available at http://www.ispras.ru/~mpc.

In Chapter 7 some advanced features of the mpC language are presented.
In general, the mC language allows the user not only to program computa-
tions and communications of the heterogeneous parallel algorithm but also to
specify the performance model of the algorithm. This performance model
takes into account all the main features of the algotihm that affect its execu-
tion time, including the number of parallel processes executing the algorithm,
the absolute volume of computations performed by each of the processes, the
absolute volume of data transferred between each pair of processes, and the
interactions between the parallel processes during the execution of the algo-
rithm. This information is used at runtime to map the algorithm to physical
processors of the network of computers. The mpC programming system 
performs the mapping to minimize the execution time of the algorithm. The
implementation of the full mpC language is freely available for research and
educational purposes from the author of this book.

In Chapter 8 we very briefly consider how the mpC language approach to
optimal heterogeneous distribution of computations and communications can
be implemented in the form of a message-passing library. In so doing, we
provide a small extension of the standard MPI for heterogeneous NoCs.

Part III presents a number of advanced mpC applications solving different
problems on heterogeneous clusters.

In Chapter 9 we demonstrate that a wide range of scientific problems can
be efficiently solved on heterogeneous networks of computers. We consider in
details the design of the parallel block cyclic algorithm of matrix multiplica-
tion on heterogeneous NoCs and its portable implementation in the mpC 
language. We also consider parallel algorithms solving on heterogeneous NoCs
a more demanding linear algebra problem: Cholesky factorization of a 
symmetric, positive-definite matrix. We present a relatively simple approach
to assessment of a heterogeneous parallel algorithm via comparing its effi-
ciency with the efficiency of its homogeneous prototype. We present two
approaches to design of parallel algorithms solving regular problems on het-
erogeneous NoCs. The first approach supposes a one process per processor
configuration of the parallel program with the work load unevenly distributed
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over the processes. The second approach assumes a mutliple processes per
processor configuration of the parallel program, when the work load is evenly
distributed over the processes while the number of processes on each proces-
sor is proportional to its speed. We experimentally compare the approaches
and describe their portable mpC implementation. We present an N-body mpC
application, which is an example of inherently irregular problem. A hetero-
geneous parallel algorithm solving such a problem is naturally deduced from
the problem itself rather than from the parallel environment executing the
algorithm. We also consider in detail the design of the parallel adaptive quad-
rature routine for numerical approximation to definite integrals on heteroge-
neous NoCs and its portable mpC implementation. We end with an experience
of solving a real-life regular problem—simulation of oil extraction—in a het-
erogeneous parallel environment.

In Chapter 10 we demonstrate that heterogeneous parallel computing 
can be used not only to solve scientific problems but also to improve the 
performance of business distributed applications. Heterogeneous parallel
computing also has application in software engineering practice to optimize
the maintenance process. An experience of integration of the mpC-based 
technology of heterogeneous parallel computing and the CORBA-based 
technology of distributed computing is demonstrated.

The book does not pretend to be an encyclopedia of parallel computing. It
presents a subjective view on parallel programming technologies, but Part I of
the book can nevertheless be a good basis for an introductory university
course on parallel programming systems. All the source code given in this
book was carefully tested.
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PART I

EVOLUTION OF 
PARALLEL COMPUTING





1.1. SERIAL SCALAR PROCESSOR AND PROGRAMMING MODEL

The starting-point of evolution of parallel architectures is the traditional serial
scalar von Neumann architecture. This traditional architecture provides single
control flow with serially executed instructions operating on scalar operands.
Figure 1.1 depicts schematically the architecture. The processor has one
instruction execution unit (IEU). Execution of an instruction can be only
started after execution of the previous instruction in the flow is terminated.
Except for a relatively small number of special instructions for data transfer
between main memory and registers, the instructions take operands from and
put results to scalar registers (a scalar register is a register that holds a single
integer or float number). The total time of program execution is equal to the
sum of execution times of the instructions. Performance of that architecture
is determined by the clock rate.

1.2. BASIC PROGRAM PROPERTIES

Many languages and tools have been designed for programming traditional
serial scalar processors, but C and Fortran have undoubtedly proved to be the
most popular among professionals. What is so special in these two languages
that makes them so successful and generally recognized? The answer is that
both C and Fortran support and facilitate development of software whose
properties are considered basic and necessary by most professionals.

While Fortran is mostly used for scientific programming, the C language is
more general purpose widely used for system programming. The C language
can be adapted for programming in the Fortran-like style. Moreover any
Fortran 77 program can be easily converted into an equivalent C program (in
particular, the GNU Fortran 77 compiler is implemented as such a convertor).
So it is reasonable to assume that apart from the traditional affection of sci-
entific programmers for Fortran, the same properties make Fortran attractive
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for scientific programming and C for general purpose and especially for system
programming. Therefore we will refer mostly to C while analyzing basic soft-
ware properties that are to be supported by successful programming tools.

First of all, the C language allows one to develop highly efficient software
for any particular serial scalar processor. This is because the language reflects
all of the main features of the architecture having an effect on the program
efficiency such as machine-oriented data types (short, char, unsigned, etc.),
indirect addressing and address arithmetics (arrays, pointers and their corre-
lation), and other machine-level notions (increment/decrement operators, the
sizeof operator, cast operators, bit-fields, bitwise operators, compound assign-
ments, etc.). The traditional serial scalar architecture is reflected in the C lan-
guage with a completeness that allows programmers to write, for each serial
scalar processor, programs having practically the efficiency of assembly code.
In other words, the C language supports efficient programming.

Second, the C language is standardized as ANSI C, and all good C compil-
ers support the standard. This allows programmers to write in C applications
that, once developed and tested on one particular platform, will run properly
on all platforms. In other words, the C language supports portable program-
ming. Portability of C applications is determined not only by the portability
of their source code but by the portability of used libraries as well. The C 
language provides especially high level of portability for computers running
either the same operating system or operating systems of the same family (e.g.,
different clones of Unix). The point is that in addition to standard ANSI C
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libraries, a lot of other libraries are de facto standard in the framework of the
corresponding family of operating systems. As for Unix systems, the high-
quality portable GNU C compiler is often used on many platforms instead of
native C compilers, which provides still more portability for source C code.

Third, the C language allows programmer to develop program units 
that can be separately compiled and correctly used by other programmers,
while developing their applications, without knowledge of their source code.
In other words, the C language supports modular programming. Obviously
packages and libraries can only be developed with tools supporting modular
programming.

Fourth, the C language provides a clear and easy-in-use programming
model that ensures reliable programming. In addition to modularity it facili-
tates the development of really complex and useful applications. It is very dif-
ficult to find a balance between efficiency and lucidity as well as to combine
lucidity and expressiveness. The C language is an exceptionally rare example
of such harmony.

Finally, the C language supports not only efficient and portable but effi-
ciently portable programming the serial scalar processors. It has been stressed
that the C language reflects all the main features of this architecture that affect
program efficiency. On the other hand, the C language hides such peculiari-
ties of each particular processor that have no analogs in other processors of
the architecture (the peculiarities of register storage, details of stack imple-
mentation, details of instruction sets, etc.). It allows writing portable applica-
tions that run efficiently on any particular serial scalar platform having both
a high-quality C compiler and efficiently implemented libraries.

Note that any tool supporting efficiently portable programming also 
supports both efficient and portable programming. However, not every tool
enabling both efficient and portable programming of its target architecture,
has to enable efficiently portable programming of this architecture as well.
Indeed, if some tool allows one to write a portable application as well as man-
ually to optimize the application for every particular representative of the
architecture, it does not mean that the application will run efficiently on every
system of the architecture without changes in its source code.

Of course, the five properties above do not exhaust all possible properties
that can appear important for one or another kind of software (fault tolerance
for controlling software, scalability for parallel software, etc.). But these five
are primary, and can be summarized in plain language as follows. Not too many
programmers will want to use programming tools that subject them to these
disadvantages.

• Do not allow them to utilize efficiently the performance potential of their
computers.

• Do not allow them to write programs that can run on different 
computers.
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• Do not allow them to write program modules that can be used by other
programmers.

• Are based on a sophisticated set of ideas that make applications complex
and tedious and also error-prone.

• Do not allow them to write portable applications running efficiently over
a target group of computers.

In this book parallel programming tools are mainly assessed from the point of
view of how well they support these basic program properties.
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