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—— Abstract

Agreement expansion is concerned with set systems for which local assignments to the sets with

almost perfect pairwise consistency (i.e., most overlapping pairs of sets agree on their intersections)
implies the existence of a global assignment to the ground set (from which the sets are defined) that
agrees with most of the local assignments.

It is currently known that if a set system forms a two-sided or a partite high dimensional expander
then agreement expansion is implied. However, it was not known whether agreement expansion can
be implied for one-sided high dimensional expanders.

In this work we show that agreement expansion can be deduced for one-sided high dimensional
expanders assuming that all the vertices’ links (i.e., the neighborhoods of the vertices) are agreement
expanders. Thus, for one-sided high dimensional expander, an agreement expansion of the large
complicated complex can be deduced from agreement expansion of its small simple links.

Using our result, we settle the open question whether the well studied Ramanujan complexes are
agreement expanders. These complexes are neither partite nor two-sided high dimensional expanders.
However, they are one-sided high dimensional expanders for which their links are partite and
hence are agreement expanders. Thus, our result implies that Ramanujan complexes are agreement
expanders, answering affirmatively the aforementioned open question.

The local-to-global agreement expansion that we prove is based on the variance method that we
develop. We show that for a high dimensional expander, if we define a function on its top faces and
consider its local averages over the links then the variance of these local averages is much smaller
than the global variance of the original function. This decreasing in the variance enables us to
construct one global agreement function that ties together all local agreement functions.
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1 Introduction

Agreement expansion has been extensively studied. It plays an important role in nearly all
PCP constructions, and has found various applications in many recent works (see e.g., [8, 5,
1, 9] and [3]). Previous works could only prove agreement expansion for complexes which are
two-sided local spectral expanders or partite one-sided local spectral expanders. However,
the question for the general case of one-sided local spectral expanders remained open. In this
work we show that all one-sided local spectral expanders are agreement expanders, given that
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the local views of their vertices are agreement expanders. In particular, this solves an open
question regarding the well studied Ramanujan complexes, which are not two-sided local
spectral expanders nor partite, but the local views of their vertices are agreement expanders.

Our main theorem is a local-to-global agreement expansion. We show that agreement
expansion of the entire complex can be deduced from agreement expansion of its vertices,
i.e., if locally the complex is an agreement expander, then it is also globally expanding. In
many cases of high dimensional expanders, the entire complex is a complicated object which
is hard to understand, but it is composed of many simple local objects. We show that it is
enough to argue regarding the simple local views of the complex, which then implies that
the whole complicated complex is also an agreement expander.

The main theorem that we prove is based on the variance method that we develop. We
show that for one-sided local spectral expanders, the variance of any function decreases as
we go down the dimensions. Namely, if we define a function on the top faces of the complex
and consider its local averages over the links then the variance of these local averages is
much smaller than the global variance of the original function. This decreasing in variance
enables us to construct a single global function that stitches together all the local agreement
functions.

Agreement tests

Let S a collection of subsets over some ground set V. A local assignment is a collection of
functions f = {f,}scs, where each f, is a function that specifies a 0, 1 value for each u € o.
Any f, is local in the sense that it gives values only to the elements in ¢, independently
of the rest of the functions and the ground set. A global assignment is a single function
g : V — {0,1} which specifices a value for every vertex in the ground set. We say that a
local assignment f = {f,} comes from a global assignment g, if for every o € S it holds that
fo =9l i.e., fs is just the restriction of g to o.

Denote by G the set of all global assignments. An agreement test is specified by a
distribution D on tuples (7,01,02) such that o1,09 € S and 7 C o1 N o3. The test picks
T,01,09 according to D and accepts if f,, and f,, agree on 7, i.e., if for every u € T,
fo, (7) = f5, (7).} We denote the acceptance probability of the test by

agreep (f) = 7,011,301;~D[f01 ’T = fos ‘T]

It is easy to see that if a local assignment comes from a global assignment then the test
accepts with probability 1. Denote by dist(f, g) the fraction of o € S for which f, # g‘o.
An agreement theorem states that if agreep(f) > 1 — ¢ then fis 1 — O(e) close to a global
assignment, i.e., there exists a global assignment g € G such that dist(f,g) < O(g). In
other words, an agreement theorem guarantees that the agreement test provides a good
approximation for the distance of a local assignment from the global assignments.

High dimensional expanders

A d-dimensional simplicial complex X is a (d + 1)-hypergraph which is closed under con-
tainment: For any (d + 1)-hyperedge o in X, all of its subsets 7 C o also belong to X. A
hyperedge o is also called a face of the complex, and its dimension is |o| — 1. The set of all
k-dimensional faces of the complex is denoted by X (k).

1A weaker notion of an agreement test, which we do not discuss in this paper, is concerned with an
approximate global consistency, i.e., that f, agrees with g| on most of the elements in o.
o
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For any face o € X, its link is the subcomplex obtained by all the faces in X which
contain o after removing o from all of them, and denoted by X, = {r\o | o C 7 € X}.
Note that if X is of dimension d then X, is of dimension d — |o]|.

» Definition 1.1 (Partite complex). A d-dimensional complex X is called partite if its vertices
can be partitioned into d+ 1 sets X(0) = V3 U Vo U---U Vyq such that any d-dimensional
face o € X(d) contains a vertex from each V;, i.e., |cNV;| = 1.

In recent years, several distinct notions of high dimensional expansion have been studied.
For a detailed survey regarding high dimensional expanders we refer the reader to [10]. In
this work we focus on the spectral expansion of the links of the complex.

» Definition 1.2 (Local spectral expansion). A d-dimensional complex X is called a M
one-sided local spectral expander (or A-two-sided local spectral expander) if for every
—1<k<d-2 and every o € X(k), the underlying graph?® of X, is a A\-one-sided spectral
expander (or \-two-sided spectral expander, respectively).

High dimensional expanders and agreement expansion

The work of [4] initiated the relation of high dimensional expanders to agreement tests. We
follow their definition of agreement expansion.

» Definition 1.3 (Agreement expansion). A d-dimensional complex X is called a c-agreement
expander for dimension k if there exists a distribution D such that for every local assignment
[ ={fo}oex ) there exists a global agreement function g € G such that

dist(f, g) < ¢ disagreep(f),
where disagreep (f) = 1 — agreep(f) is the rejection probability of the test.

The name “agreement expansion” comes from its similarity to other expansion measures,
since X is an agreement expander if and only if

disagreep(f)

min dist(f.0) =

ol

)

where the minimum is taken over all local assignments that do not come from a global
assignment.

In [6], the authors prove that there exists a constant ¢ > 0 such that the d-dimensional
complete complex, which is the complex that contains all possible sets of size < d + 1, is a
c-agreement expander for its top dimension. Building on [6], [4] show that there exists a
constant ¢ > 0 such that a d-dimensional two-sided local spectral expander is a c-agreement
expander for dimension k = O(\/E) Their proof goes by a reduction to the complete complex,
and therefore they could not prove agreement expansion for the top dimension of the complex,
but only for some lower dimension.

In a recent work, Dikstein and Dinur [2] prove that there exists a constant ¢ > 0 such
that a d-dimensional two-sided local spectral expander or a partite one-sided local spectral
expander are c-agreement expanders for their top dimension. However, the general question
for one-sided local spectral expanders remained open.

2 The graph whose vertices are X, (0) and its edges are X, (1).
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Our main theorem in this work is that agreement expansion of a complex can be deduced
from the agreement expansion of the links of its vertices. In particular, for any constant
¢ > 0 there exists a constant ¢’ > 0 which is dependent only on ¢ such that a d-dimensional
one-sided local spectral expander is a ¢’-agreement expander for its top dimension, given
that the links of its vertices are c-agreement expanders for their top dimension.

» Theorem 1.4 (Main Theorem, informal). For any constant ¢ > 0 there exists a constant
¢ = d(c) such that if the links of the vertices of a one-sided local spectral expander are
c-agreement expanders for their top dimension, then the entire complex is a ¢’ -agreement
expander for its top dimension. Moreover, the global agreement function that agrees with
most of the local functions is defined by majority decoding.

Our result extends [2] to general one-sided local expanders, which are not necessarily
partite. Moreover, the result of [2] ensures that if the agreement test accepts with probability
1 — ¢ then there exists some global function that agrees with 1 — ce of the local functions. The
global function that [2] construct is not necessarily the majority function, but rather some
conditional majority. We show here that the majority function agrees with 1 — c’e of the local
functions, regardless of which functions agree with the local functions on each vertex. Our
proof technique can be used for two-sided local spectral expanders and for partite one-sided
local spectral expanders as well: As a first step use [2] to construct a local agreement function
for each vertex, and then by our work conclude that the majority function agrees with most
of these local agreement functions.

» Corollary 1.5. There exists a constant ¢ > 0 such that any d-dimensional two-sided
local spectral expander and any d-dimensional partite one-sided local spectral expander is a
c-agreement expander for its top dimension, where the global agreement function is defined
by majority decoding.

Ramanujan complexes

Much of the motivation for the study of high dimensional expanders comes from the existence
of Ramanujan complexes, whose properties are optimal in almost every measure. Ramanujan
complexes are the high dimensional analogs of the celebrated LPS Ramanujan graphs [11],
which arise from number theory. In [12] the authors describe an explicit construction of a
family of bounded degree Ramanujan complexes, i.e., every vertex is contained in a bounded
number of faces. Thus, the number of d-dimensional faces in these complexes is linear in the
number of vertices.

Ramanujan complexes are known to be one-sided local spectral expanders [7], and their
links are also partite. However, Ramanujan complexes are not two-sided local spectral
expanders nor partite, so previous works could not show that they are agreement expanders.
As a corollary of our theorem, we settle this open question.

» Corollary 1.6. There exists a constant ¢ > 0 such that Ramanujan complexes are c-
agreement expanders for their top dimension.

The variance method

Our local-to-global agreement theorem is based on the variance method. The decreasing in
variance idea has first appeared in [4], where the authors proved that in high dimensional
expanders, the difference of variances of a function on successive dimensions is decreasing.
The authors in [4] proved it only for two-sided local spectral expanders, and used it just for
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the single purpose of showing that random walks on high dimensional expanders have an
optimal convergence rate. We extend their work and show that the same holds for one-sided
local spectral expanders as well. In addition, we show the general statement that the variance
of any function on the top faces of a high dimensional expander decreases by a factor of d
when considered on the vertices.

» Theorem 1.7 (The variance method, informal). Let X be a d-dimensional one-sided local
spectral expander. For any function h : X(d) — R,

1
Var E  h(uo)<O () Var h(o).
u€X(0) 0€X, (d—1) ceX(d)

The small variance is important in order to get a global function that agrees with
1 — O(e) of the local functions. Recall that we are given a local assignment f = {f,} and a
probability distribution D such that disagreep(f) < & and our goal is to construct a global
function g such that dist(f, g) < O(e). By a simple union bound argument, it is easy to
get dist(f, g) < O(de). In order to get an agreement which is not dependent on d, we must
bound the probability of the bad events by O(e/d) and then by a union bound to get an
agreement of O(e). Using the variance method, we can show that the variance on the vertices
decreases by a factor of d, and thus the bad events happen with a probability bounded by
O(g/d). We believe that this method will find many more applications in the future.

Organization

In Section 2 we provide some required preliminaries regarding expander graphs and high
dimensional expanders. In Section 3 we introduce the variance method. In Section 4 we
prove our main theorem.

2 Preliminaries

2.1 Expander graphs
Let G = (V, E) be a graph with positive weights on the edges w : E — R+(. Assume without

loss of generality that the sum of the weights is 1 (otherwise just normalize), i.e., w is a
probability distribution on the edges. These weights induce a probability distribution on the
vertices as well, where the probability of a vertex u € V is given by % Y ese w(e). All the
following probabilities are taken according to these distributions.

For any two functions h,h' : E — R, we define their inner product by

(h,h') = w(e)h(e)h/(e) = E_h(e)h(e).

eckE
ecE

Similarly, for any two functions g, ¢’ : V' — R, their inner product is defined by

/ /

(9.9 = E g(u)g'(u).

The adjacency operator A = A(G) : RV — RY is defined by Ag(u) = Eqy, g(v), where
uwv|u denotes the event that the edge {u,v} was chosen given that the vertex u was chosen.

Denote the eigenvalues of the adjacency operator of G by Ay > Ay > -+ > Ajy. It is easy
to see that A; = 1 (with corresponding eigenfunction 1) and that Ay > —1. Let 0 < A < 1
be a positive constant. The graph G is said to be a A-one-sided spectral expander if Ay < A,
and G is said to be a A\-two-sided spectral expander if both Ao < X\ and /\\VI > -\

ITCS 2020



74:6

Local-To-Global Agreement Expansion via the Variance Method

2.2 High dimensional expanders

Recall that a d-dimensional simplicial complex X is a (d + 1)-hypergraph which is closed
under containment. Throughout the paper we refer to the probability of choosing a face of
the complex, which is given by the following probabilistic process. Consider the random
sequence of faces 04 D 0g_1 D -+ D gg D 0, where o4 € X(d) is chosen uniformly at random,
and then for each k =d —1,---,0, o is chosen by removing a uniformly random vertex
from ogy1. For any o € X (k), we denote the probability of choosing o by

Prjo] =Prlog Dog1D---Dag D0 | ok =0l

For any —1 < k < d and a face o0 € X (k), its link is the (d — k — 1)-dimensional complex
defined by X, = {7\ o |0 C 7 € X}. The probability of choosing a face 7 € X,, is given by
Prir € X,] =Pr[rUo | o) = o]

For the agreement test, we use the Dy, distribution as defined in [2].

» Definition 2.1 (The Dy, distribution). Let X be a d-dimensional simplicial complex and
£ < d be a positive integer. The Dy distribution is defined by the following random process:
1. Choose 7 € X (£) at random.

2. Choose 01,09 € X, (d— € — 1) independently at random.

The tuple that is then returned is (7,7 J o1, 7 o2).

3 The Variance Method

We show in this section that for one-sided local spectral expanders, the variance of any
function decreases as we go down the dimensions of the complex. We first bound the variance
in one-sided spectral expander graphs, and then show how to use this bound in order to
bound the variance on functions of a complex.

3.1 Bounding the variance in expander graphs

Let G = (V, E) be a weighted graph. Recall that the adjacency operator A : RV — RV is
defined by Ag(u) = Eqy), g(v). We define the following two additional averaging operators:
At :RE — RY defined by A*h(u) = Ej,, h(e).
AT :RY — R¥ defined by ATg(e) = By g(u).

The following properties are pretty standard.
(1) A% and AT are adjoint to each other, i.e., for any two vectors h € R¥ g € RV,

(A*h,g) =E E h(e)g(u) =E E h(e)g(u) = (h, ATg).

U e|u e ule
(2) Denote by Aa(A+AT) and Ap(A) the second largest eigenvalues of A*AT and A corre-

spondingly. It is easy to check that A*AT = (A + I)/2, where I is the identity operator.
Thus,

1+ X2 (A4)

Ao (AYAT) = 5

(3) ATA* and AYAT have the same non-zero eigenvalues. In particular, \p(ATAV) =
Ao (AYAT).
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(4) By Rayleigh quotient

)\Q(ATAi) = max 7<ATA¢h’h>

) 2
wESE [

We will use the following lemma, which is immediate from the aforementioned properties.

» Lemma 3.1. Let G = (V, E) be a M\-one-sided spectral expander graph. For any function
h: E — R such that h 1 1 it holds that

1+A

e L

Proof. It follows immediately from the properties mentioned above, since

1+ (A
BIP = Ag(ALAT) )2 = 22204 e

|AYA||* = (A*h, Ah) = (ATAYR, ) < A (ATAY) 5

where we used properties (1), (4), (3) and (2) in that order. <

We can now bound the variance of any function on the edges of the graph.

» Lemma 3.2. Let G = (V, E) be a M-one-sided spectral expander graph. For any function
h: E — R it holds that

E Var h(e) > ? Var E h(e).

u elu + U elu
Proof. Assume without loss of generality that E. h(e) = 0 (otherwise, define b’ = h —E, h(e)

and continue with h’). Now, note that

Var B h(e) =E( n@) = |4 (1)

u e\u u

Note also that

EVarh(e) = E <E he)? — ( E h(e))Q) =Eh(c)’ - E (!ﬁ h(e))2 = [lh]% = [|A%R. 2)

u elu elu elu

Since E, h(e) = 0, by lemma 3.1 we have that

I)* =
1

2 1 2
oA (3)

Combining (1), (2) in (3) finishes the proof. <

3.2 Bounding the variance in one-sided local spectral expanders

The following lemma follows immediately from lemma 3.2.

» Lemma 3.3. Let X be a d-dimensional A-one-sided local spectral expander. For any
1 <k <d and a function h : X (k) — R it holds that

1-—
E Var h(ou) > —— E Var E  h(ouwv).
ceX (k—1) uEX4(0) 14 X oeX(k—2) ueX,(0) vEX 4, (0)

>
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Proof. By definition, for every o € X (k — 2), the underlying graph of X, is a A-one-sided
spectral expander. Thus, by lemma 3.2,

1—A
E Var h(ouwv) > —— Var E h(owv).
UEX 5 (0) VEX 50, (0) 1+ X ueX,(0) vEX04(0)
Averaging over all o € X (k — 2) finishes the proof. |

We can now prove the following two lemmas for one-sided local spectral expanders.

» Lemma 3.4. Let X be a (d — 1)-dimensional A-one-sided local spectral expander, where
d>k-Lfork>20>1. If \<1/2d then for any function h: X(d —1) — R,
k+2

Var h(oc) < —— E Var h(ro).
ceX(d—1) k—1rex(—1) ceX (d—t—1)

—_

Proof. Note that

Var h(o):IE~-~]Eh(u1---ud)2—(E--~]Eh(u1~--ud))2

ceX(d—1) Uy Ud U1 Ud

2
ZE--~Eh(u1---ud)2—E-~- E (Eh(u1-~-ud)) 4

5 Uq u1 Ud—1 \ Ug
2 2
E... ]E (Eh(ul.ud)) _E... E (E ]Eh(ul.ud)) _|_...
U1 Ud—1 \Uqd uy Udg—2 \UJd—1 Ud
2 2
...+E(E...Eh(u1...ud)> 7<E~~Eh(u1mud)) (4)
w1l u2 Ug ul Ud

=E--- E Varh(uy---uq) +

uy Ud—1 Ud

E--- E Var Eh(uy---ug) + -

uy Ud—2 Ud—1 Ud

..._|_ VarE...Eh(ul...ud)’

Uy u2z Uq

where the second equality follows by a telescoping sum argument. Similarly,

Var hro)=E--- E Varh(u;---uq) +
TEX({—1)oeX, (d—0-1) u1 Ug—1 U
E--- E Var Eh(uy---ug)+ -+
Ul Ug—2 Ug—1 Ud
...+E...EVarE 'Eh(UlUd).
U1 Up Up41 Ue+2 Uq

For any 1 <1i < k — 1, invoking lemma 3.3 i - £ times on each of the last £ summands
of (4) yields

E---E Var E ---Eh(uy---ug)+---+VarE--- E h(uy - - uq)

ul Ug—1 Ug Ugt1 Ud Ul uz Uq
14 A\
S(i) ]E... E Var E .Eh(ul.ud)+.
1—A ui U(i+1)e—1 W(it+1)e W(it+1)e+1 Ud
U Ui Uif41 Uil42 Ug
S€<E... IE Var IE "'Eh(Ul"'ud)"""
w1l U(i4+1)6—1 U(i4+1)e U(it1)e4+1 Uq

...+E...]E Var E "'Eh(Ul"'Ud)),

Ul Uie Uje+1 Uie42 Ud
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where the last inequality follows since i-¢ < d—1 and A < 1/2d. Thus, by invoking lemma 3.3

i - £ times on the last £ summands of (4) for i =1,...,k — 1 we get
k—1 h <(k-1 E h
( )UE)\(/?ZII;I) (o) < +e) TEX(Zfl)UEXXdaféfl) (7o),
which finishes the proof. <

» Lemma 3.5. Let X be a d-dimensional A-one-sided local spectral expander. If X < 1/(2d+1)
then for any function h: X(£) - R, £ < d,

h(uo) < 5 Var h(o).

Var E — Va
wEX(0) cEX, (£—1) 50 ceX (¢)
Proof. Note that

Var h(oc)=E---E Var h(uy---ues1) +

oeX (L) Uy Up Ugy1
E--- E Var E h(uy---upy1) +--- (5)
u1l Ug—1 Ug Ug41
oo+ Var E--- E h(uy - uey1).
up U2 Upgt1

By invoking lemma 3.3 on each summand of (5), where on the ith summand we invoke it
i — 1 times, we get

¢ i
1—2A
Var h(o) > — ) V E h >l1—et) Vi E h
ae)%fe) () = ; (1 + A) ue)?{o) ceX, (t—1) (o) > £( € )ue)?](ro) oEX, (L—1) (uo),
where the last inequality follows since A < 1/(2d + 1). <

» Corollary 3.6. By the assumptions of lemma 3.5, if the range of h is [0,1] then

8
Vi E h <— E h(o).
uE)?%‘O)UGXu(lfl) (uo) < 50 sex () (o)

Proof. It follows immediately since for A with range in [0, 1], Varsex (o) h(0) < Egex (o) h(o).

<

4 Local-to-Global Agreement Expansion

In this section we state and prove our main theorem.

» Theorem 4.1 (Main Theorem). For any constant ¢ > 0 and two natural numbers d > € > 2
such that £ = ©(d), there exists a constant ¢’ = ¢/(c,d /L) such that the following holds. Let
X be a d-dimensional A-one-sided local spectral expander, A < 1/(2d + 1). If for every vertex
v € X(0), the link X, is a c-agreement expander with regard to the Dgq_1 ¢—1 distribution,
then X is a ¢'-agreement expander with regard to the Dg, distribution. Moreover, the global
agreement function is defined by majority decoding.

The general idea will be to decompose the global agreement probability to local agreements
in the links, and to show that with high probability the local functions agree with the global
majority function.

Let f = {fs}oex(a)- Define the majority function maj: X(0) — {0,1} by

1 = P o = .
mayj(v) ajf{??f{aexvfdﬂ)[f“ (v) a]}

Denote by ¢ = disagree(f). The proof will follow from the following claims.

74:9
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3
laim 4.2. E P j <2(1+ ——)e.
> Claim vex(o)aex,,(rdq)[fw(v) 7 maj(v)] < ( + d/l — 1)8

2 3
Claim 43. E P , i< 12()(* 2492041 7> :
> Maim vEX (0) € X (d—1) [90], # maj],] < g ¢ et d/t—1 c

where g, : X,(0) — {0, 1} is the function promised by the c-agreement expansion of X,.

Proof of Main Theorem. Consider a vertex v € X (0) and a top face in its link o € X, (d—1).
Note that if the following three events happen then f,, agrees with maj| :

(1) fva(v) = maj(v),

(2) f'u<7|o. = gv|o.7

(3) g’u|g = maj|g-

Therefore,

P o j = E P vo j
U€Xr(d)[f 7£ InaJ|U] veX(0) UEXv(rd—l)[f |UU # maJ|'Ua]

- E( Pr [foo(v) # maj(v)] +

veX(0) \o€X,(d—1)

[fva|a # gv|g] +

Pr
c€X,(d—1)

(90|, # maj|o])

Pr
c€X,(d—1)

3 2
m)&""&“:"‘ 120(70 +2C+ 1 + m)g

240d 366
2490 o 4 ogte g 122 4 000
( g ¢ tedet +d/£—1)€’

where the second inequality follows by claims 4.2 and 4.3, and by the c-agreement expansion
of the link of every vertex in the complex. Finally, the theorem follows since d/l = ©(1). <=

§2(1+

4.1 Proofs of Claims 4.2 and 4.3

Proof of Claim 4.2. The idea of the proof is by the variance method, as follows. For any
vertex v € X (0) we consider the indicator function on the d-faces whether a local function
fo agrees with the majority on v. We note that the global variance of this function indicates
the disagreement probability of two d-faces on v, and the average over 7 € X, (£ — 1) of local
variances indicates the disagreement probability of two d-faces on v with intersection of size
at least €. Since £ = O(d) we conclude by the variance method that these two distributions

are approximately equal. Details follow.
Let v € X(0). Define the indicator function h, : X,(d — 1) — {0,1} by

h@b{lh@#MML
h 0 fvo(v) = Inaj(v).

By definition, E,cx, (a—1) ho(0) < 1/2. Thus,

E ho <2 E hy 1-— E hoy . 6
c€X, (d—1) (o) < cEX,(d—1) (U)( cEX,(d—1) (U)> (6)

Since h, is an indicator function

ho(0) (1— E hv(a)>: Var  hy(o). (7)

E
oc€X,(d—1) c€X,(d—1)
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Since X is a A-one-sided local spectral expander, by lemma 3.4
d+2¢

Vi hy(o) < Vi I . 8
a'GX,,%gfl) (o) < d—10 rex,(t-1) aexw(%zrfeq) (7o) (®)
Again, since h,, is an indicator function

= E 1-— .
anvY(ad{eq) u(70) GEX s (d—t—1) hu(70) ( FEX s (d—t—1) h“(Tg)) )

(
Combining (6), (7), (8) and (9) yields
Pr [fuo(v) # maj(v)] <

c€X,(d—1)
dr2 Pr  [fores(0) £ MaJ(0) A furas (v) = maj(v)].

2
d—1F reX,(t—1) 01,006 X, (d—L—1)

Finally, since fyr, (v) # maj(v) A fyro,(v) = maj(v) implies that fy,q, |w £ foros ’v-r’ we
can conclude that

d+2¢
E P iv)]<2—= E P
veX(0) anv(rdfl)[fW(U) 7 maj(v)] < d—1 rex(e) al,azexfr(dfzfm[fml ’T # Jros |T]
3
<
<2(1+ 40— 1)e

<

Before proving Claim 4.3, let us define the following set of “bad neighbors”. For any vertex
u € X(0), by the agreement expansion of X,,, there exists a function g, : X, (0) — {0,1}
that agrees with most of the top faces on u. We say that v € X,,(0) is a bad neighbor of w if
gy disagrees with many top faces that contain v:

B, = {v € X,(0)

3
[fu'“a’va' 7& gu‘vo] > TO } :

T
0EXuy (d—2)

We will use the following two claims, which guarantee that on average almost all of the
neighbors are not bad.

>Claim44. E  Pr eB,< 160(%2 + c)

wEX (0) vEX, (0) 4 d—1"

3 €
Claim 4.5. E P » j A B, <801+ —~—)—.
> Maim vGX(O)uGXf(O)[g (v) # maj(v) v B ( + dje— 1) d—1
Proof of Claim 4.3. Note that

E P i = E P 3 5.t u .
ueX(0) GGXu(rdfl)[guL’ 7 maJ|"] uex(o)aexu(rdfl)[ v €0 st gu(v) # maj(v)

<d E Pr [g, i(v)].
< uexw)vexf@[g (v) # maj(v)]

By the law of total probability

E  Pr [g,(v)#maj(v)]= E  Pr [g,(v)#maj(v) A v € B,|+
ueX(O)UEX&O)[Q (v) # maj(v)] uexw)vexf@[g (v) # maj(v) A v ]

E  Pr g, i(v) A B,
veX(O)uexf(O)[g (v) # maj(v) A v ¢ B,]

S (e

2d 4 3 €
_80(76 +2€+1+d/€—1>d—1’
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where the inequality follows by claims 4.4 and 4.5. Therefore,

2d
E P ’ ' <120(72 2%+ 1 7)
ueX(0) oGXu(rd—l)[g “’ 7 ma‘]|‘7] - 0° reet d/l—1 c
where the inequality follows by the assumption that d > 3. <

4.2 Proofs of Claims 4.4 and 4.5

For any u € X(0), denote by &, the disagreement probability conditioned on wu:

[furor|yy # Furonlyrls

Eu = E Pr
TEX,(£—1) 01,026 X+ (d—£—1)

and define the following set of vertices:

e < 4
R

The proofs will follow from the following claims.

S:{ueX(O)

> Claim 4.6. uef)’(r(o)[u ¢ 5] < 16002%.

> Claim 4.7. For any vertex u € S,

Pr [vEBu|u€S]§16()cd

Eu
vEX,(0) -1

Proof of Claim 4.4. Assuming claims 4.6 and 4.7 the proof follows immediately since

E Pr weB,< Pr [u¢S|+ E Pr [ve B,

u€X(0) veX,(0) u€X(0) ueS veX,(0)
€ 1
< 2Z -
< 160c¢ 7 + 16()cd 7 u]gsau
< 160(%2 + c) <
- l d—1’
where the last inequality follows since E, ¢ x (o) €u < €. <

Proof of Claim 4.5. Counsider a vertex v € X (0) and the sets of top faces which disagree with
the majority on v. By the variance method we know that almost all the vertices in the link
of v see the right amount of top faces that disagree with the majority on v. Thus, if for
a vertex u € X,(0), where v is not bad neighbor of u, the function g, disagrees with the
majority on v, it must see a lot of top faces that disagree with the majority. By the variance
method we know that this happens with a small probability. Details follows.

For any vertex v € X(0) define the function h, : X,(d — 1) — {0,1} by

ho(o) = {1 fuo (v) # maj(v),
: 0 fuo(v) = maj(v).

Note that E,¢x,(a—1) ho(0) < 1/2. Note also that for any vertex u € X,,(0),

7
u j B, E Ry —.
gu(v) Fmai(0) A vEB. = Eh(uo) > g
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Therefore,
. 1
uexf(o)[g“(v) 7 maj(v) A v g Bu] < UGEZ(O) anuI,[::(d—Z) o (uor) = aexiE(dq) () > 5
By corollary 3.6
8
V. E hy < — E hy (o).
ueXauI&O)JEXuv(de) (uo) < 5(d—1) sex,(d—1) (o)
Thus, by Chebyshev inequality
1 40
P E hy - E hy(o) > -| < — Iy
ueXf(O) TEX oy (d—2) (uo) cEX,(d—1) () 5} d—1cex,(d-1) (o)
Averaging over all v € X(0) yields
40
E P j A B, <—— E E h
vEX(0) uexf(o)[gu(v) 7 maj(v) A v g By < d — 1 veX(0) veX,(d—1) v(0)
€
< 80(1 7) ,
=0T —i)as
where the last inequality follows by claim 4.2. <

4.3 Proofs of Claims 4.6 and 4.7

Both of these claims follow immediately by the variance method. In claim 4.6 we use the

small variance of the function that measures the disagreement probability on a face 7 € X ({).

Since the variance of the average of this function on the vertices is small, almost all the
vertices have disagreement close to the expectation.

In claim 4.7 we use the small variance of the indicator function in the link of a vertex
u € X(0), which indicates whether a top face disagrees with the function g,. Since the
variance of the average of this function on the vertices is small, almost all the vertices in the
link of u see a small amount of top faces which disagree with g, i.e., almost all the vertices
in the link of u are not bad neighbors. Details follow.

Proof of Claim 4.6. Note that E,c x(0)cu < € and assume that ¢ < 1/10c. Thus, for a vertex
u € X(0) to not be in S it has to deviate from its mean by more than 1/10¢. By corollary 3.6

8e
V u <= TO TO! § 'V
ue)?{O)g = 5L rex (1) ol,azeXTI&d—é—l)[f 1‘7 7/ 2|T] 5¢
Thus, by Chebyshev inequality
1 160c?
Pr ugsS< Pr |legz— E ep>—|< ce. <

ueX (0) T ueXx(0) w eX(0) 10c| = ¢

Proof of Claim 4.7. Consider a vertex u € S. Since X, is a c-agreement expander, there
exists a local function g, : X, (0) — {0, 1} such that

anE)(rdq)[fW“’ # gul,] < cew.

Define the indicator function h, : X, (d — 1) — {0,1} by

h (0’): 1 fua’a#gu’aa
b 0 fuo”‘y:gu’g~
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By the definition of S, E,cx, (d—1)hu(0) < cey < 1/5. Thus, in order for a vertex

v € X,(0) to be in B, it has to deviate from its mean by more than 1/10. By corollary 3.6

8 8cey,
V. Py < —— E hy(o) < ———.
veXir(O)oequ(d—z) (vo) < 5(d — 1) oex,(d—1) () < 5(d—1)
Thus, by Chebyshev inequality
1 160ce,,
P B S| < P E h — E h — | < .
vEXf(O)[U €Bufues]< uexf(o) 0EXuy(d—2) u(vo) oEX, (d—1) u(0) > 10| = d—-1

<
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