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Abstract
We introduce the following variant of the VC-dimension. Given S ⊆ {0, 1}n and a positive integer d,
we define Ud(S) to be the size of the largest subset I ⊆ [n] such that the projection of S on every
subset of I of size d is the d-dimensional cube. We show that determining the largest cardinality of
a set with a given Ud dimension is equivalent to a Turán-type problem related to the total number
of cliques in a d-uniform hypergraph. This allows us to beat the Sauer–Shelah lemma for this notion
of dimension. We use this to obtain several results on Σk

3-circuits, i.e., depth-3 circuits with top
gate OR and bottom fan-in at most k:

Tight relationship between the number of satisfying assignments of a 2-CNF and the dimension of
the largest projection accepted by it, thus improving Paturi, Saks, and Zane (Comput. Complex.
’00).
Improved Σ3

3-circuit lower bounds for affine dispersers for sublinear dimension. Moreover, we
pose a purely hypergraph-theoretic conjecture under which we get further improvement.
We make progress towards settling the Σ2

3 complexity of the inner product function and all
degree-2 polynomials over F2 in general. The question of determining the Σ3

3 complexity of IP
was recently posed by Golovnev, Kulikov, and Williams (ITCS’21).
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1 Introduction

Boolean circuits provide a natural model for computing Boolean functions. Given a Boolean
function f in variables x1, . . . , xn, a circuit is a sequence C = ⟨g1, . . . , gt⟩ of functions where
each gi is either an input variable, its negation, or gi = g(gi1 , gi2) where i1, i2 < i and g is
an arbitrary Boolean function. The output of the circuit on an input x is given by the last
function, that is, C(x) = gt(x). The size of the circuit C is t, the length of the sequence.
A well-known simple counting argument due to Shannon shows that almost all Boolean
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functions in n variables require circuits of size 2n/n (see [17] for a proof and more background
on circuit complexity). Despite this fact, the best known circuit size lower bound for an
explicit function is barely above 3n [10]. It is known that the arguments used in this result,
the so-called gate elimination technique, cannot even yield a lower bound of 5n [14]. Thus, a
super-linear size lower bound even for logarithmic depth circuits would make a breakthrough
in the formidable wall of complexity theory.

1.1 Valiant’s program and depth-3 circuits
Another natural model of computation is bounded-depth circuits with unbounded fan-in. Let
Σk

3 denote the class of depth-3 circuits of the form OR◦AND◦OR with bottom fan-in at most
k. Equivalently we can view a Σk

3-circuit as an unbounded disjunction of k-CNF formulas.
Valiant [31] formulated a program to prove super-linear lower bounds for O(logn)-depth
circuits. He showed that a lower bound of 2ω(n/ log log n) for Σnϵ

3 circuits for some ϵ > 0
implies a super-linear lower bound for O(logn)-depth fan-in 2 circuits. Furthermore, he
showed that if we restrict the depth-3 circuits to ΣO(1)

3 then a lower bound larger than 2n/2

implies a super-linear lower bound for series-parallel circuits. This gives a strong motivation
to prove Σk

3-circuit lower bounds for a fixed function for every constant k. In this direction
Paturi, Pudlák, and Zane [23] proved a lower bound of Ω(2n/k) for the parity function. Later
Paturi, Pudlák, Saks, and Zane [22] using similar but stronger techniques gave a lower bound
of Ω(2nπ2/6k) for the characteristic function of the BCH code. This remains the best known
result of this type.

Recently Golovnev, Kulikov, and Williams [15] in an insightful revisiting of Valiant’s
program showed among other things that a lower bound of 2n−o(n) for Σ16

3 -circuits implies a
3.9n − o(n) size lower bound for unrestricted circuits. This is a significant result since as
we mentioned earlier the best lower bounds for unrestricted circuits are much weaker. This
gives a strong motivation to study Σk

3-circuits for small values of k, and in fact, a result in
this direction is known. Paturi, Saks, and Zane [24] proved a 2n−o(n) lower bound for k = 2.
For k ≥ 3 no such bounds are known.

Lower bound arguments. Let us briefly recall the general strategy in Σk
3-circuit lower

bounds. Let f be our hard function. If we can show that any k-CNF formula F which is
consistent with f , that is F (x) ≤ f(x) for all x, has at most R satisfying assignments, then
it follows that f requires Σk

3-circuits of size at least
∣∣f−1(1)

∣∣ /R. This is because a Σk
3-circuit

computing f gives a covering of f−1(1) using the sets of satisfying assignments of k-CNF
formulas which are consistent with f .

The specific execution of this argument for Σ2
3 is as follows. Given a CNF formula ϕ, we

denote by sat(ϕ) the set of satisfying assignments of ϕ. [24] showed that if S = sat(ϕ) for a
2-CNF formula ϕ in n variables and |S| = 2Ω(n), then S contains a projection of dimension
Ω(n). A projection is simply an affine space defined by equations of the form x = 0, x = 1,
x = y or x = 1 − y. Thus, if we have a function f such that f−1(1) has size at least 2n−o(n)

and does not contain any projection of linear dimension, then f requires Σ2
3-circuits of size

2n−o(n). It turns out that explicit constructions of even more general such functions exist.
These are called affine dispersers for sublinear dimension, functions which are not constant
under any affine space of some o(n) dimension (see, e.g., [3])1. One may ask if it is possible to

1 Note that these functions were explicitly constructed more than a decade after [24] appeared. That
paper got around this by constructing a disperser from a pseudo-random distribution.
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extend the above result regarding projections to k-CNFs for k ≥ 3 and thus obtain Σk
3 lower

bounds. However, [24] showed that there are 4-CNFs with exponentially many satisfying
assignments which have only projections of constant dimension (later we will show that there
are even 3-CNFs with this property). This limits the applicability of projections to k-CNFs
for k ≥ 3, but it is conceivable that every sufficiently large set of satisfying assignments of a
k-CNF contains a large general affine subspace.

Affine dispersers. Given S ⊆ {0, 1}n let AF(S) denote the dimension of the largest affine
space contained in S. Given c define

afk(c) := inf
n

min {AF(sat(ϕ))/n : ϕ is k-CNF in n variables, |sat(ϕ)| ≥ 2cn} .

Note that afk(0) = 0 and afk(1) = 1. For every k define ck to be the infimum of c for which
afk(c) > 0. Observe that an affine disperser for sublinear dimension requires Σk

3-circuits of
size 2(1−ck)n−o(n) (we may assume that our function has 2n−o(n) ones, otherwise the negation
of the function, which is also an affine disperser, does). In particular, if ck = 0 for every k
then we get superlinear lower bounds for series-parallel circuits, and if c16 = 0 then affine
dispersers require general circuits of size 3.9n−o(n). Interestingly the state-of-the-art general
circuit lower bounds are proved for such affine dispersers [10]. Thus finding upper bounds on
ck is a justified direction to explore. So far we know only that c2 = 0 [24]. For arbitrary k
the best upper bound to our knowledge can be easily inferred from the Switching Lemma
(see [21, 25]): any k-CNF in n variables has a decision tree representation of size 2(1−1/Ck)n,
where C > 1 is a universal constant, and thus a k-CNF that accepts significantly more than
2(1−1/Ck)n assignments, in particular, accepts a large subcube, which is the simplest form of
an affine space. The constant C comes from the constant appearing in the Switching Lemma
which can be set to 10. It follows that ck ≤ 1 − 1

10k .

1.2 Our contributions
We introduce a variant of the VC-dimension which allows better Sauer–Shelah type lemmas [27,
28]. Recall that for a set S ⊆ {0, 1}n the VC-dimension of S, VC(S), is defined to be the size
of the largest subset I ⊆ [n] such that S projected on coordinates in I is the |I|-dimensional
cube. This is a fundamental concept from learning theory [32] which is also extensively studied
in combinatorics (see, e.g., [5, 4, 2]). It is also used in circuit complexity (see, e.g., [24, 16]
for depth-3, and [9, 20] for general circuits). Applications of the VC-dimension usually go
through the Sauer–Shelah lemma which states that if |S| >

∑r
i=0

(
n
i

)
then VC(S) ≥ r + 1.

This bound is tight and it is sufficient for most applications since it implies that if |S| ≥ 2Ω(n)

then VC(S) ≥ Ω(n). However, this bound cannot guarantee the VC-dimension to be bigger
than n/2 for sets of size 2Ω(n). To see this consider the set of all n-bit strings with Hamming
weight at most n/2. This set has size 2n−1 but VC-dimension only n/2.

A variant of the VC-dimension. The variant we consider is very natural. Given a set
S ⊆ {0, 1}n and a positive integer d, Ud(S) is the size of the largest subset I ⊆ [n] such that
the projection of S to every subset of I of size d is the d-dimensional cube. We show that
the size of the largest set S ⊆ {0, 1}n with Ud(S) = r is the same as the maximum number
of cliques in an n-vertex d-uniform hypergraph with no clique of size r+ 1. Luckily for d = 2
this quantity can be computed exactly from a generalization of Turán’s theorem due to Zykov,
and it turns out to be

(
n
r + 1

)r. Note that this immediately overcomes the n/2 barrier of the
VC-dimension mentioned before: for the above example we have Un/2 dimension exactly n

ITCS 2022
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and in general for every ϵ > 0 there exists δ < 1 such that if |S| > 2δn then U2(S) ≥ (1 − ϵ)n.
For larger values of d we can determine this bound when r ≥ (1 − 1/d)n. For other values,
we state a conjecture that extends Zykov’s theorem to d-uniform hypergraphs.

Applications. We obtain several results regarding depth-3 circuits.
Bottom fan-in 2: The first application is a tightening of [24] relating the dimension of
the largest projection contained in the set of satisfying assignments of a 2-CNF and its
size. This allows us to obtain the following results.

Lower bounds for weaker affine dispersers: We prove lower bounds on the size of Σ2
3

circuits for affine dispersers for linear dimension. This is interesting since [24] does not
give anything for affine dispersers for dimension bigger than n/2.
Progress on the complexity of the inner product function (IP): The general strategy
for proving Σk

3 circuit lower bounds described above does not give optimal bounds for
some functions, notably the inner product function IP. [15] also poses the question of
proving tight bottom fan-in 3 lower bounds for IP. But tight lower bounds are not
known even for bottom fan-in 2 and here we focus on this case. We show that any
2-CNF consistent with the IP on n variables accepts at most 3n/2 assignments and
this is tight. Thus, we obtain a Σ2

3-circuit size lower bound of 20.20n that is worse than
the best known 20.25n lower bound, which follows from a reduction to parity. However,
we show that there is a unique 2-CNF consistent with IP achieving this bound. This
suggests that an alternative approach to lower bounds, namely the stability approach,
might be fruitful. Stability results show that a large set avoiding a certain forbidden
structure looks very similar to the unique extremal set (see, e.g., [18, 12]). In circuit
complexity we are only aware of one such result, which can be found in a work of
Dinur and Meir [8]. Perhaps it is possible to show that a 2-CNF consistent with IP
which has many satisfying assignments has a particular structure, and this might allow
us to prove the desired lower bound.
Complexity of degree-2 polynomials over F2: We show that any such polynomial in
n variables requires Σ2

3-circuits of size 2n/10. Impagliazzo, Paturi, and Zane [16]
showed that almost all degree-2 polynomials require Σk

3-circuits of size 2n−o(n) for
k = O(1). Thus developing lower bound arguments for these functions contributes to
the program of finding explicit hard degree-2 polynomials. The complexity of these
functions has been studied previously for depth-3 circuits with XOR at bottom by
Cohen and Shinkar [7].

Bottom fan-in 3: Assuming that a 3-CNF has sufficiently many satisfying assignments
we give a large projection contained in the set of satisfying assignments which also yields
a Σ3

3 lower bound for affine dispersers. This follows from our lower bound on U3 for
sufficiently large sets. In particular, it implies that c3 ≤ log 7

3 ≃ 0.936. Note that this
is less than the 29

30 ≃ 0.966 bound which follows from the Switching Lemma. Although
this improvement is modest, the underlying conceptual arguments seem to provide new
insight. Our technique poses a Turán-type conjecture for hypergraphs which, if true,
would imply c3 ≤ 0.707.

2 The Ud dimension

▶ Definition 1. Let F ⊆ 2[n] be a set system and let I ⊆ [n]. The trace of F on I is defined
by TrF (I) := {A ∩ I : A ∈ F}. Equivalently, viewing F as a subset of {0, 1}n, TrF (I) is the
set of distinct vectors obtained by projecting F on the coordinates in I.
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▶ Definition 2. Let F ⊆ 2[n] be a set system. We say that I ⊆ [n] is shattered if |TrF (I)| =
2|I|. Given F the VC-dimension of F , denoted by VC(F), is the size of the largest shattered
set.

▶ Definition 3 (d-Universality). Let F ⊆ 2[n] be a set system and d a positive integer. We
say that I ⊆ [n] is d-universal for F if |I| ≥ d and every J ⊆ I with |J | = d is shattered. We
say that F has property U(r, d) if there exists I ⊆ [n] of size r which is d-universal. We
denote by u(n, r, d) the cardinality of the largest system of subsets of [n] which does not have
property U(r + 1, d). We write Ud(F) to denote the size of the largest d-universal set for F .

It immediately follows from the definition that if VC(F) ≥ d then Ud(F) ≥ VC(F). To
prove an upper bound on u(n, r, d) we observe that it is sufficient to consider downward
closed systems. We adopt the squashing argument of Frankl [11].

▶ Lemma 4. Let F ⊆ 2[n] be a set system not having property U(r+1, d) such that
∑

A∈F |A|
is minimized over all such families of cardinality |F|. Then F is a downward closed family.

Proof. Assume for a contradiction that F is not downward closed. Then there exists A ∈ F
and i ∈ [n] such that A \ {i} ̸∈ F . For any B ⊆ [n] we define

B′ :=
{
B \ {i} if i ∈ B and B \ {i} ̸∈ F
B otherwise.

We now define F ′ := {B′ : B ∈ F}. Note that
∣∣F ′∣∣ = |F| and since A′ = A\{i},

∑
C∈F ′ |C| <∑

D∈F |D|. Therefore, by the minimality assumption, F ′ has property U(r + 1, d) and
hence there exists I ⊆ [n] with |I| = r + 1, which is d-universal for F ′. We will show
that I is d-universal also for F , which is a contradiction. Since F and F ′ agree on all
elements except for i, we may assume that i ∈ I. By the same reasoning I \ {i} is d-
universal for F . Therefore, it remains to show that for any J ⊆ I \ {i} with |J | = d − 1,
|TrF (J ∪ {i})| = 2d. We will show that for any S ⊆ J , we have that both S and S ∪ {i} are
in TrF (J ∪ {i}). By d-universality S ∪ {i} ∈ TrF ′(J ∪ {i}) and hence there exists E ∈ F ′

such that S ∪ {i} = E ∩ (J ∪ {i}). Since i ∈ E, by construction of F ′, it follows that E ∈ F
and hence S ∪ {i} ∈ TrF (J ∪ {i}). Furthermore, again since i ∈ E and by construction of
F ′, E \ {i} ∈ F . Since S = (E \ {i}) ∩ (J ∪ {i}), we have S ∈ TrF (J ∪ {i}). ◀

Given a d-uniform hypergraph (or a d-graph) H = (V,E), a clique S ⊆ V is a subset of
vertices such that either |S| < d or if |S| ≥ d then any subset of S of size d is a hyperedge in
E. Analogously, S is an independent set if it does not contain any hyperedge. We denote
the d-uniform clique of size t by Kd

t . Let us denote by k(n, r, d) the maximum number of
cliques in a Kd

r+1-free d-graph on n vertices.

▶ Lemma 5. For every n ≥ r ≥ d, u(n, r, d) = k(n, r, d).

Proof. To show the lower bound, let H = ([n], E) be a Kd
r+1-free d-graph achieving the

maximum number of cliques. We define

F := {S ⊆ [n] : S is a clique in H}.

Note that by construction F is downward closed. Assume for a contradiction that there
exists I ⊆ [n] of size r + 1 which is d-universal for F . By d-universality and downward
closedness, every subset of I of size d is in F which implies that I is a clique in H.

ITCS 2022
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In the other direction let F be a system of maximum size not having property U(r+ 1, d).
By Lemma 4 we may assume that F is downward closed. We define a d-graph H = ([n], E)
as follows:

E := {S ∈ F : |S| = d}.

Since F is downward closed, any clique S ⊆ [n] is d-universal for F . Therefore, H is
Kd

r+1-free. Note furthermore that each S ∈ F gives a clique in H. Thus, the size of F is
bounded by the total number of cliques in H. ◀

Using Lemma 5 and a generalization of Turán’s Theorem, which has been rediscovered
many times, we can determine u(n, r, 2) precisely. Recall that the Turán graph Tn,r is the
complete n-vertex r-partite graph with parts of sizes as equal as possible.

▶ Theorem 6 (Zykov [33], Sauer [26], Alekseev [1]). Let G be a Kr+1-free graph on n vertices.
Then k(G) ≤ k(Tn,r) ≤ ( n

r + 1)r.

Applying Lemma 5 and Theorem 6 immediately implies the following.

▶ Theorem 7. For every n ≥ r, u(n, r, 2) = k(Tn,r) ≤ ( n
r + 1)r. It follows that for every

F ⊆ 2[n], |F| ≤ ( n
U2(F) + 1)U2(F).

We now determine u(n, r, d) when r is sufficiently large. Note that by complementation
k(n, r, d) is the same as the maximum number of independent sets in an n-vertex d-graph
with no independent set of size r+ 1. Given a hypergraph H = (V,E), a transversal T ⊆ V is
a subset of vertices such that every edge of H contains at least one vertex from T . Denote by
i(n, r, d) the maximum number of independent sets in an n-vertex d-graph with no transversal
of size r − 1. It is easy to see that

i(n, r, d) = k(n, n− r, d) (1)

since an n-vertex d-graph has no transversal of size r − 1 if and only if it does not have any
independent set of size n− r + 1.

▶ Theorem 8. Let r ≤ n/d and let H = (V,E) be a d-graph on n vertices with no transversal
of size r− 1 and maximum possible number of independent sets. Then H is the disjoint union
of r hyperedges and n− rd isolated vertices. Consequently, i(n, r, d) = 2n−rd(2d − 1)r.

To prove this theorem we need the following auxiliary lemma.

▶ Lemma 9. Let X be a set of size d. Consider a distribution µ on the subsets of X with
the following properties:
1. µ(X) = 0.
2. µ(F ) ≥ µ(F ′) if F ⊆ F ′.

Then

E
F ∼µ

[∣∣F ∣∣] ≥ d
2d−1

2d − 1 .

The equality holds if and only if µ(F ) = 1
2d−1 for every F ⊊ X. In other words, E

F ∼µ

[∣∣F ∣∣]
is minimized if µ is the uniform distribution over all non-full sets.
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Proof. Let us denote by [X]i the set of subsets of X of size i. Define ν on {0, 1, . . . , d} as
follows:

ν(i) :=

∑
F ∈[X]i

µ(F )(
d
i

) .

▷ Claim 10. For every i, ν(i) ≥ ν(i+ 1). The equality holds if and only if µ(F ) = µ(F ′) for
every F ⊆ F ′ ⊊ X, where |F | = i and |F ′| = i+ 1.

Proof. We need to show that∑
F ∈[X]i

µ(F )(
d
i

) ≥

∑
F ∈[X]i+1

µ(F )(
d

i+1
) ,

which is equivalent to

(d− i)
∑

F ∈[X]i

µ(F ) ≥ (i+ 1)
∑

F ∈[X]i+1

µ(F ). (2)

Consider the sum∑
(F,F ′), where F ⊆F ′,

F ∈[X]i,F ′∈[X]i+1

µ(F ).

Each µ(F ), where |F | = i, appears exactly d− i times since there are d− i choices of F ′

such that F ⊆ F ′ and |F ′| = i+ 1. Thus, it is equal to∑
F ∈[X]i

(d− i)µ(F ). (3)

Similarly,∑
(F,F ′), where F ⊆F ′,

F ∈[X]i,F ′∈[X]i+1

µ(F ′) =
∑

F ′∈[X]i+1

(i+ 1)µ(F ′). (4)

By the second property of µ, (3) is at least (4), which gives us (2).
For the second part note that equality in (2) holds if and only if µ(F ) = µ(F ′), where

F ⊆ F ′, F ∈ [X]i, and F ′ ∈ [X]i+1. ◁

By definition of ν,

E
F ∼µ

[∣∣F ∣∣] =
∑

F ⊆X

(d− |F |)µ(F ) =
d∑

i=0
(d− i)

(
d

i

)
ν(i).

We can rewrite the last sum as

d−1∑
j=0

j∑
i=0

(
d

i

)
ν(i). (5)

We need the following simple fact.

ITCS 2022
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▶ Lemma 11. Let {ai}n
i=1 be a sequence of non-decreasing numbers a1 ≥ a2 ≥ . . . ≥ an. Let

{bi}n
i=1 be a sequence of non-negative numbers with

n∑
i=1

bi > 0. Then for every 1 ≤ m ≤ n

m∑
i=1

aibi ≥

m∑
i=1

bi

n∑
i=1

bi

n∑
i=1

aibi.

Proof. Define a random variable X on [n] which takes value i with probability

bi
n∑

j=1
bj

.

Observe that

E[aX ] = 1
n∑

i=1
bi

n∑
i=1

aibi,

and

E[aX |X ≤ m] = 1
m∑

i=1
bi

m∑
i=1

aibi.

Using a simple coupling argument we show that E [aX | X ≤ m] ≥ E[aX ] which gives the
result. We jointly sample (A,B) such that A is distributed as X and B is distributed as X
conditioned on X ≤ m. Furthermore, we guarantee that B ≥ A which by the assumption
that a1 ≥ . . . ≥ an implies aB ≥ aA.

We first sample A. If A ≤ m then we set B = A. Otherwise, we sample B as X
conditioned on X ≤ m. It is easy to see that (A,B) satisfies our requirements. ◀

Since µ is a distribution and µ(X) = 0, we have
d−1∑
i=0

(
d

i

)
ν(i) =

∑
F⊊X

µ(F ) = 1. (6)

From Claim 10, Lemma 11 (for ai = ν(i) and bi =
(

d
i

)
), and (6) it follows that for every

0 ≤ j ≤ d− 1

j∑
i=0

(
d

i

)
ν(i) ≥

j∑
i=0

(
d
i

)
2d − 1 . (7)

Hence, we have the following lower bound on (5):

d−1∑
j=0

j∑
i=0

(
d

i

)
ν(i) ≥

d−1∑
j=0

j∑
i=0

(
d
i

)
2d − 1 =

d∑
i=0

(d− i)
(

d
i

)
2d − 1 = d

2d−1

2d − 1 . (8)

Observe that (8) is an equality if and only if for every 0 ≤ j ≤ d− 1 (7) is an equality.
Equivalently, for every i we have ν(i) = 1

2d−1 . It follows from the second part of Claim 10
that µ(F ) = µ(F ′) for every F ⊆ F ′ ⊊ e. In particular, for every F ⊊ e we have µ(F ) =
µ(∅) = ν(0) = 1

2d−1 . ◀
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This lemma can be used to prove the following result about the number of independent
sets in a d-graph. Let us denote by i(H) the number of independent sets in a hypergraph H.

▶ Lemma 12. Let e = {u1, . . . , ud} be an edge of a d-graph H. Then there exists u ∈ e such
that

i(H) ≤ 2d − 1
2d−1 i(H \ u).

The equality holds if and only if every no other edge in H intersects e.

Proof. We partition the independent sets in H by their “footprint” on e:

IF := {I : I is an independent set of H, I ∩ e = F} , where F ⊆ e.

Since removing any subset of vertices from an independent set leaves it independent,
|IF | ≥ |IF ′ | if F ⊆ F ′. Also, Ie = ∅ since e is an edge.

For u ∈ e, we can express the number of independent sets in the hypergraph H \ u in
terms of IF .

i(H \ u) =
∑

F ⊆e\{u}

|IF | .

Thus, we have the following:∑
u∈e

i(H \ u) =
∑
F ⊆e

(d− |F |) |IF | . (9)

Consider a distribution µ defined on the subsets of e as follows:

µ(F ) := |IF |
i(H) .

Clearly, µ satisfies all the conditions of Lemma 9. Hence,∑
F ⊆e

(d− |F |) |IF | ≥ d
2d−1

2d − 1 i(H). (10)

Applying (10) to (9) gives

d
2d−1

2d − 1 i(H) ≤
∑
u∈e

i(H \ u) ≤ dmax
u∈e

i(H \ u).

This concludes the proof of the first part of the statement.
For the second part Lemma 9 also implies that (10) is an equality if and only if µ(F ) = 1

2d−1
for every F ⊊ e. Consequently,

|IF | = |I∅| . (11)

For every F ⊊ e, consider an injective function bF : IF → I∅ defined as follows:

bF (I) := I \ F.

It follows from (11) that bF is a bijection.
Assume that there exists another edge e′ such that F = e ∩ e′ ≠ ∅. I = e′ \ F is an

independent set (its size is smaller than d), and, since bF is a bijection, I ∪ F = e′ must be
an independent set, which is a contradiction. ◀
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Now we can finally prove Theorem 8.

Proof of Theorem 8. We prove it by induction on n and r. For the case r = 1, H must
be non-empty. Since removing an edge increases the number of independent sets, we can
remove all but one edges from H. The hypergraph with exactly one edge has 2n−d(2d − 1)
independent sets.

For the inductive step, we use the bound from Lemma 12. Let us denote by τ(H) the
size of a transversal of minimum size in H. Let u be a vertex of H such that u is contained
in at least one edge of H. If after removing u the transversal number does not drop, we can
remove every edge incident to u, and the resulting graph would not have a transversal of size
r − 1, but would have more independent sets than H. Thus, without loss of generality, we
can assume that for every non-isolated vertex u, τ(H \ u) = τ(H) − 1.

Clearly, H consists of at least one edge. Let e be an edge of H. Lemma 12 together with
the induction hypothesis imply that

i(H) ≤ 2d − 1
2d−1 i(H \ u) ≤ 2d − 1

2d−1 2(n−1)−(r−1)d(2d − 1)r−1 = 2n−rd(2d − 1)r
,

and we have an equality here only if e does not intersect any other edge in H. ◀

The next theorem follows immediately from Theorem 8 and (1).

▶ Theorem 13. Let r ≥ (1 − 1
d )n. Then u(n, r, d) = 2n−(n−r)d(2d − 1)n−r.

In our applications we only use the upper bound on u. We conjecture that the natural
extension of Theorem 6 to d-graphs holds. Recall the definition of binomial coefficients to real
numbers. Given a positive real x and an integer k with x ≥ k we define

(
x
k

)
:= x(x−1)...(x−k+1)

k! .
Furthermore, we define V (x, d) :=

(
x
0
)

+
(

x
1
)

+ · · · +
(

x
d

)
. In particular if x is a positive integer,

V (x, d) is the size of the Hamming ball of radius d in the x-dimensional cube.

▶ Conjecture 14. Let H be an n-vertex d-graph with no clique of size r + 1. Then k(H) ≤
V ( (d−1)n

r , d− 1)
r

d−1 . In particular when d− 1 | r and r | (d− 1)n, the unique extremal case
is the r

d−1 -partite d-graph on n vertices where hyperedges are all d-tuples which intersect each
part in at most d− 1 vertices.

Observe that Theorem 13 proves the conjecture for r ≥ (1 − 1
d )n. Let us make some

comments regarding Conjecture 14 and how it compares with the usual Turán problem for
hypergraphs. The Turán problem asks to determine the maximum number of hyperedges
in a d-graph with no clique of size r + 1. This is notoriously open even for d = r = 3. One
explanation for the intractability of this problem is that unlike the case of graphs, there are
exponentially many extremal examples for hypergraphs (see [19]). In our case however we
conjecture that there is a unique extremal example which might mean that the problem is
easier. Moreover, for our application we do not need the full generality of the conjecture. In
particular, it is sufficient for us to determine the case d = 3 and r = ϵn for ϵ > 0. Interestingly
for some regime of these parameters the Turán number is known and has been rediscovered
several times (see [29, 6, 30]).

▶ Theorem 15. Assuming Conjecture 14 holds, u(n, r, d) ≤ V ( (d−1)n
r , d− 1)

r
d−1 . In particu-

lar for every ϵ > 0, u(n, ϵn, 3) ≤ (
(2/ϵ

2
)

+ 2/ϵ+ 1)
ϵn/2

.
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3 Depth-3 Circuits

In this section we give applications of the U2 and U3 dimension to depth-3 circuits.

3.1 Projections
A projection in {0, 1}n is an affine space given by equations of the form x = 0, x = 1, x = y

or x = 1 − y. Given S ⊆ {0, 1}n, we denote by PR(S) the dimension of the largest projection
contained in S. We define AF(S) to be the dimension of the largest affine space contained in
S. Note that AF(S) ≥ PR(S) since a projection is a particular type of affine space. We will
show that the converse is also true when S is the set of satisfying assignments of a 2-CNF.

A projection of dimension d in a variable set X can be represented as a sequence of

2(d+ 1) sets (A0, B0, A1, B1, . . . , Ad, Bd), where
d⋃

i=0
Ai ∪Bi = X and for every i ≥ 1 Ai ∪Bi

is non-empty. A0 contains variables that are set to 0, B0 contains those set to 1, and for
i ≥ 1 the variables from Ai are equal to each other and the variables from Bi are equal to
their negations.

For a Boolean function f , we write PR(f) to denote PR(f−1(1)).

▶ Lemma 16 (Paturi, Saks, and Zane [24]). Let S = sat(ϕ) for a 2-CNF formula ϕ. Then
PR(S) = VC(S).

Thus, by the Sauer–Shelah lemma, if PR(S) ≤ d for such S, then |S| ≤
∑d

i=0
(

n
i

)
. We

improve this bound by showing that as far as 2-CNFs are concerned, VC and U2 dimensions
are the same.

▶ Lemma 17. Let S = sat(ϕ) for a 2-CNF formula ϕ. Then VC(S) = U2(S).

Proof. VC(S) ≤ U2(S) follows from the definition. It remains to show that VC(S) ≥ U2(S).
Let ϕ be the 2-CNF formula in a variable set X with S = sat(ϕ). Recall the implication
digraph of ϕ, D(F ), which is constructed as follows. For every literal u there is a vertex.
For every clause u ∨ v we have two edges, u → v and v → u. Every unit clause v gives the
edge v → v. We say that literal u implies literal v if there is a directed path from u to v.
Let I ⊆ X be 2-universal for S. It follows that for any x, y ∈ I no literal on x implies a
literal on y, since otherwise setting a value of one forces the value of the other, contradicting
2-universality. We claim that any assignment to the variables in I can be extended to a full
assignment satisfying ϕ. Let α be any satisfying assignment of ϕ. We follow the argument
of [24]. There are different types of literals:

Literals that imply some literal in I: we set such literals to 0.
Those that are implied by some literal in I: we set these to 1.
Those that are in the same strongly connected component with some literal in I: we set
these as the one in I.
All other literals: we set these according to α.

It is easy to see that it defines a satisfying assignment. ◀

We need the following lemma.

▶ Lemma 18. Let S ⊆ {0, 1}n be a d-dimensional affine space. Then VC(S) = d.

Proof. Since S is d-dimensional, there exists a full rank matrix M ∈ {0, 1}d×n and c ∈ {0, 1}n,
such that S = {xM + c : x ∈ {0, 1}d}. Since M is full rank, there exists a set L ⊆ [n] of
d linearly independent columns. Let ML be the restriction of M to the columns in L. It
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follows that ML is a full-rank d× d matrix. Observe that the projection of S on L is given
by {xML + c : x ∈ {0, 1}d}. Since ML is full-rank, this equals to the whole d-dimensional
space. Therefore, L is shattered by S, and we are done. ◀

Combining these lemmas we get the following.

▶ Theorem 19. Let S = sat(ϕ) for a 2-CNF formula ϕ. Then

AF(S) = VC(S) = PR(S) = U2(S).

The following lemma directly follows from Theorem 7 and Lemma 17.

▶ Lemma 20. Let S = sat(ϕ) for a 2-CNF formula ϕ in n variables. Then

|S| ≤
(

n

PR(S) + 1
)PR(S)

.

Although projections can be used to prove lower bounds on Σ3
3 circuits, their application

is quite limited. As noted in [24], low-density parity-check codes suggested by Gallager [13]
can be used to give an example of such a limitation. Let H be a parity-check matrix of
such a code. It contains at most 4 ones in each row. Therefore, the system Hx = 0 can be
represented as a 4-CNF formula. This code has exponentially many codewords and only
contains projections of constant size since its distance is linear.

This construction can easily be extended to 3-CNF formulas. Consider any line of the
linear system Hx = 0 containing exactly four variables. Without loss of generality, we may
assume that it depends on variables x1, x2, x3, x4, i.e., it is x1 + x2 + x3 + x4 = 0. We
replace it with two new lines y + x3 + x4 = 0 and y = x1 + x2, where y is a fresh extension
variable. We do this replacement for every line of Hx = 0 with four variables. After this
transformation, the new system can be represented as a 3-CNF formula. Since the new
extension variables are uniquely determined by the original variables, the new code has the
same number of codewords and its distance is at least the distance of the original code.
Hence, it can only contain a projection of at most constant size.

However, we show that a 3-CNF with sufficiently many satisfying assignments accepts a
projection of linear dimension.

▶ Lemma 21. Let ϕ be a k-CNF formula in a variable set X and let S = sat(ϕ). Assume
that I ⊆ X is k-universal for S. Then X \ I is a hitting set for ϕ, i.e., every clause C ∈ ϕ

intersects X \ I.

Proof. Assume that this is not the case and a clause C is entirely contained in I. Assume
without loss of generality that C = x1 ∨ . . . ∨ xk. By k-universality of I, S contains an
assignment which sets all these variables to 0. However, this assignment falsifies C and hence
cannot be in S, which is a contradiction. ◀

▶ Lemma 22. There exists a universal constant δ > 0 such that if ϕ is a 3-CNF in n variables
accepting at least 7n/3 ≃ 20.936n assignments, then PR(ϕ) ≥ δn. Assuming Conjecture 14
holds, the statement holds (although for a different δ > 0) when ϕ has at least 20.707n satisfying
assignments.

Proof. Let S = sat(ϕ). Since |S| ≥ 7n/3, Theorem 13 implies that U3(S) ≥ 2n/3. By
Lemma 21, ϕ has a hitting set J of size at most n/3. Under any restriction σ of J , ϕ|σ is
a 2-CNF. Choose σ such that ϕ|σ has at least (7/2)n/3 satisfying assignment. Lemma 20
implies there exists δ > 0 such that PR(ϕ) ≥ PR(ϕ|σ) ≥ δn.
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Under Conjecture 14, u(n, 0.296n, 3) ≤ 20.706n. Thus, if ϕ has at least 20.707n satisfying
assignments, then ϕ has a hitting set of size at most 0.704n. Now we can apply the same
argument as above. ◀

3.2 Affine dispersers
Recall that an affine disperser for dimension d is a function, which is not constant under any
affine space of dimension d.

▶ Theorem 23. Let f : {0, 1}n → {0, 1} be an affine disperser for dimension d+ 1. Then

s2
3(f) ≥

∣∣f−1(1)
∣∣(

n
d + 1

)d
.

Proof. Suppose that f =
m∨

i=1
ϕi, where ϕi are 2-CNF formulas. It is clear that AF(ϕi) ≤

AF(f) ≤ d. Let Si = sat(ϕi). Since AF(ϕi) = PR(ϕi) by Theorem 19, Lemma 20 implies
that

|Si| ≤
(n
d

+ 1
)d

.

Hence,

s2
3(f) ≥ m ≥

∣∣f−1(1)
∣∣(

n
d + 1

)d
. ◀

▶ Theorem 24. Let f = {0, 1}n → {0, 1} be an affine disperser for dimension d = o(n) with∣∣f−1(1)
∣∣ ≥ 2n−o(n). Then

s3
3(f) ≥ 20.064n−o(n).

Furthermore, assuming Conjecture 14 holds,

s3
3(f) ≥ 20.293n−o(n).

Proof. We apply Lemma 22 and follow the same proof as Theorem 23. ◀

3.3 Degree-2 polynomials
We now give a lower bound for all degree-2 polynomials over F2.

▶ Lemma 25. Let p be a degree-2 polynomial over F2 in n variables and I a set of variables
of p, no two of which produce a monomial of p. Then

st
3(p) ≥ 2

|I|
2t .

Proof. We randomly assign the values of the variables not belonging to I and denote the
resulting polynomial as q. It is clear that st

3(p) ≥ st
3(q).

By construction of I, q is an affine function in at most |I| variables. If a variable z ∈ I

does not appear in any degree-2 monomial of p, then z always appears in q. Otherwise, z
appears in q with probability 1

2 . It follows that the expected number of the variables that
appear in q is at least |I|

2 . Therefore, there exists an assignment, such that q is an affine
function in at least |I|

2 variables.
The parity function in n variables requires Σt

3 circuit of size at least 2 n
t [24]. Thus,

st
3(q) ≥ 2

|I|
2t . ◀
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▶ Lemma 26. Let p be a degree-2 polynomial over F2 in n variables. Then

s2
3(f) ≥ 2n/10.

Proof. Let I be the largest set that satisfies the assumptions of Lemma 25.
If |I| ≥ βn, then

s2
3(p) ≥ 2

β
4 n.

Otherwise, there are no large projections that make p constant. Consider a projection
(A0, B0, A1, B1, . . . , Ad, Bd) of dimension d, which makes p constant. Let J be the set of
all the variables contained in some (Ai, Bi) for i ≥ 1 with |Ai ∪Bi| = 1. J satisfies the
conditions for Lemma 25 since otherwise p under the projection would have a monomial with
a non-zero coefficient. Thus, |J | < βn and every other part (Ai, Bi) contains at least two
variables.

Therefore, we have the following:

n =
d∑

i=0
|Ai ∪Bi| ≥ |J | + (d− |J |)2 > 2d− βn.

It gives an upper bound on d:

d <
1 + β

2 n.

This, Theorem 23, and a well-known fact that a degree-2 polynomial over F2 is 1 on at
least 2n−2 inputs implies that

s2
3(p) ≥ 2(1− 1+β

2 log( 2
1+β +1))n−o(n).

By choosing β ≈ 0.4, we conclude that s2
3(p) ≥ 2n/10. ◀

4 The inner product and 2-CNF formulas

It is more convenient for us to consider the negation of the inner product function IP on k

pairs of variables.

IP(x1, . . . , xk, y1, . . . , yk) :=

1, if
k∑

i=1
xiyi (mod 2) = 0

0, otherwise.

[15] studied the following properties of Boolean circuits. For an integer k ≥ 2, α(k) is the
infimum of all values α such that any circuit of size s can be rewritten as an OR2αs ◦AND◦ORk

circuit. The exact value is only known for α(2), and they showed that α(3) ≤ log2 3
4 . The

inner product function is a natural candidate for a hard function for Σ3
3.

▶ Lemma 27 ([15]).
1. 2 k

2 ≤ s2
3(IP) ≤ 2k−o(k).

2. 2 k
3 ≤ s3

3(IP) ≤ 3 k
2 .

Both lower bounds are obtained via a simple reduction to the parity function and the
fact that st

3(⊕n) ≥ 2 n
t [24]. If the upper bound for s3

3(IP) in the lemma is tight, then
α(3) = log2 3

4 . However, the correct bound is not known even for s2
3(IP).
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We say that a CNF formula ϕ is consistent with the inner product if ϕ−1(1) ⊆ IP−1(1).
We denote this as ϕ ≤ IP. The 2-universality can be used to prove that every 2-CNF formula
consistent with the inner product has at most 3k satisfying assignments. However, if applied
directly, this only gives 20.40k lower bound, which is worse than the reduction to the parity
function.

▶ Theorem 28. Let ϕ be a 2-CNF formula consistent with the inner product on k pairs of
variables. Then

|sat(ϕ)| ≤ 3k.

Proof. Let S = sat(ϕ).
It is well-known that IP is a k-affine disperser (see, e.g., [7]). Thus, AF(S) ≤ k. By

Theorem 19, U2(S) = AF(S) ≤ k. Lemma 20 implies that

|S| ≤
(

2k
k

+ 1
)k

= 3k. ◀

What is more, the 2-CNF formula that has this many satisfying assignments is unique.
Consider a 2-CNF formula ϕ such that ϕ ≤ IP and ϕ has the maximal possible number

of satisfying assignments. We will prove that there is only one 2-CNF formula that has this
many satisfying assignments:

k∧
i=1

(¬xi ∨ ¬yi) .

A transitive closure tc(ϕ) of a CNF formula ϕ is an equivalent CNF formula that contains
all clauses that can be derived from ϕ.

▶ Fact 29. Let ϕ be a 2-CNF formula. ϕ ⊭ (z = α) for every variable z of ϕ and every
a ∈ {0, 1} if and only if every clause of tc(ϕ) has width 2.

Without loss of generality we can assume that ϕ = tc(ϕ).
We will first prove a general property of 2-CNF formulas consistent with the inner product.

▶ Lemma 30. Consider a 2-CNF formula ϕ that is consistent with inner product on k pairs
of variables. Let J ⊆ [k] , J ≠ ∅. Suppose that ϕ has two satisfying assignments σ and τ

such that:
σ(xi) = 0 and σ(yi) = 1 for i ∈ J .
τ(xi) = 1 and τ(yi) = 0 for i ∈ J .
σ(xi) = τ(xi) and σ(yi) = τ(yi) for i ∈ [k] \ J .

Then at least one of the following holds:
1. ϕ ⊨ (xiyi = 0) for some i ∈ J .
2. ϕ ⊨ (xi = xj) for some distinct i, j ∈ J .

Proof. Let ρ be the common part of σ and τ (i.e., ρ is a partial assignment to xi and yi,
where i ∈ [k] \ J). Consider the restricted formula ψ = ϕ|ρ.

For every variable z of ψ we have σ(z) = ¬τ(z). Therefore, ψ cannot have clauses of
length 1.
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Fix i ∈ J and consider the assignment σ′ that coincides with σ except for the value of xi:
σ′(xi) = 1. This assignment cannot satisfy ψ since we flipped the value of only one monomial
xiyi without changing anything else. Every clause that is falsified by σ′ must contain ¬xi

and have length 2. Thus, it can be either of these:
1. ¬xi ∨ xj for some j ∈ J, j ̸= i.
2. ¬xi ∨ ¬yj for some j ∈ J .

If there is a clause of the second type with j = i, then ϕ ⊨ (xiyi = 0), and it concludes
the proof.

If it is not the case, we show that there must be a clause of the first type. Assume the
opposite: there is a set A ⊆ J \ {i} such that ¬xi ∨ ¬yj , where j ∈ A, are the only clauses
that are falsified by σ′. Define another assignment σ′′ as follows: σ′′(yj) = 0 if j ∈ A and
σ′′(z) = σ′(z) otherwise. We show that the assignment σ′′ satisfies ψ. Firstly, note that by
construction it satisfies all the clauses that are falsified by σ′.

Suppose that a clause yj ∨ ℓ is not satisfied by σ′′, where ℓ is a literal. Observe that for
any t, ℓ ̸= yt since τ sets every yt to 0 and τ satisfies ψ. Also, ℓ ̸= ¬yt, where t ∈ A, since in
this case σ′′(yt) = 0. Hence, σ′′(ℓ) = σ′(ℓ). We can resolve this clause with ¬xi ∨ ¬yj and
get ¬xi ∨ ℓ. Thus, ¬xi ∨ ℓ must also be unsatisfied by σ′′, which is a contradiction to the
fact that σ′′ satisfies all the clauses falsified by σ′.

On the other hand,
∑
i∈J

σ′(xi)σ′(yi) =
∑
i∈J

σ′′(xi)σ′′(yi). Therefore, σ′′ cannot be a

satisfying assignment of ψ.
Hence, for every i ∈ J there exists j ∈ J \ {i} such that ¬xi ∨ xj is a clause of ψ. The

conjunction of these clauses implies xi = xj for some distinct i and j. ◀

We are now ready to prove the uniqueness of the extremal 2-CNF.

▶ Theorem 31. Let ϕ be a 2-CNF formula consistent with the inner product that has the
maximum number of satisfying assignments, i.e., |sat(ϕ)| = 3k. Then for every i ∈ [k] it

holds that ϕ ⊨ (xiyi = 0). Therefore, ϕ is equivalent to
k∧

i=1
(¬xi ∨ ¬yi).

Proof. We prove the statement by induction on k. The base case k = 1 is clear.
For the inductive step, we use Lemma 30.
First we show that it is enough to show that ϕ ⊨ (xiyi = 0) for at least one i ∈ [k].

▷ Claim 32. Suppose that there exists i ∈ [k] such that ϕ ⊨ (xiyi = 0). Then for every
i ∈ [k] it holds that ϕ ⊨ (xiyi = 0).

Proof. There are three ways of setting xiyi to 0. For every satisfying assignment σ of ϕ we
have one the following:

σ(xi) = σ(yi) = 0.
σ(xi) = 0 and σ(yi) = 1.
σ(xi) = 1 and σ(yi) = 0.

Now choose a partial assignment ρ of the variables xi and yi, such that the number of
satisfying assignments of ϕ that coincide with ρ is maximal. Then

∣∣∣sat(ϕ|ρ)
∣∣∣ ≥ 3k−1 and we

can apply the inductive hypothesis. ◁
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If ϕ has satisfying assignments that satisfy the assumptions of Lemma 30, then either ϕ
implies xiyi = 0 for some i ∈ [k], and we can apply the claim above, or ϕ implies xi = xj

for some i, j ∈ [k], i ̸= j. In the latter case, we show that ϕ has less than 3k satisfying
assignments. Under this assumption, every satisfying assignment of ϕ satisfies

xi(yi + yj) +
∑

s∈[k]\{i,j}

xsys = 0.

Let ρ be an arbitrary assignment to xi, yi, yj . By Theorem 31, ϕ|ρ has at most 3k−2

satisfying assignments. Therefore, in total ϕ can have no more than 8 · 3k−2 < 3k satisfying
assignments.

To conclude the proof, we show that if ϕ does not satisfy the assumptions of Lemma 30,
then the number of satisfying assignments |sat(ϕ)| is strictly less than 3k. We want to count
the number of satisfying assignments in this case. By the definition of IP, only an even
number of monomials xiyi can be set to 1. Thus, for every satisfying assignment σ of ϕ there
exists a set I ⊆ [k] of even size such that σ(xi) = σ(yi) = 1 for i ∈ I and σ(xi)σ(yi) = 0 for
i ̸∈ I. Let J ⊆ [k] \ I be the set of all the indices i satisfying σ(xi) = σ(yi) = 0. Since we
assume that we cannot apply Lemma 30, there can be at most one satisfying assignment of
ϕ for every choice of I and J .

Thus, the total number of satisfying assignments of ϕ with fixed I is as most 2k−|I|. It
follows that

|sat(ϕ)| ≤
∑

I⊆[k]
|I| is even

2k−|I| =
k/2∑
s=0

(
k

2s

)
2k−2s = 1

2
(
3k + 1

)
< 3k. ◀

5 Conclusion

The most immediate problem which remains open is determining the exact Σ2
3 and eventually

Σ3
3 complexity of IP. It would be particularly pleasant if this is resolved using a stability

argument extending our result on the uniqueness of 2-CNFs consistent with IP with the
maximum number of satisfying assignments.

More generally collecting new combinatorial insights on the set of satisfying assignments
of k-CNFs seems necessary to make progress towards Σk

3 lower bounds (and k-SAT which we
did not cover in this paper).

Our work immediately raises the following natural question. Can we obtain better Sauer–
Shelah lemmas for k-CNFs, i.e., given d, k, n what is the largest size of a set S ⊆ {0, 1}n

with VC(S) = d which is the set of satisfying assignments of a k-CNF formula? We showed
that for k = 2 this bound is

(
n
d + 1

)d.
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