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Abstract
Heuristica and Pessiland are “worlds” of average-case complexity [Impagliazzo95] that are considered
unlikely but that current techniques are unable to rule out. Recently, [Hirahara20] considered a
PH (Polynomial Hierarchy) analogue of Heuristica, and showed that to rule it out, it would be
sufficient to prove the NP-completeness of the problem GapMINKTPH of estimating the PH-oracle
time-bounded Kolmogorov complexity of a string.

In this work, we analogously define “PH Pessiland” to be a world where PH is hard on average
but PH-computable pseudo-random generators do not exist. We unconditionally rule out PH-
Pessiland in both non-uniform and uniform settings, by showing that the distributional problem of
computing PH-oracle time-bounded Kolmogorov complexity of a string over the uniform distribution
is complete for an (error-prone) average-case analogue of PH. Moreover, we show the equivalence
between error-prone average-case hardness of PH and the existence of PH-computable pseudorandom
generators.
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1 Introduction

In his influential paper on average-case complexity, Impagliazzo [23] discusses five possible
“complexity worlds”: Algorithmica, Heuristica, Pessiland, Minicrypt and Cryptomania.
Algorithmica is a world where NP is easy in the worst case. Heuristica is a world where NP is
hard in the worst case but is easy on average with respect to every samplable distribution. In
Pessiland, NP is hard on average but one-way functions don’t exist. This is called the “worst
of all possible worlds” in [23], as this is a world in which we can neither solve NP problems
efficiently (on average) nor do cryptography. In Minicrypt, one-way functions exist but
public-key cryptography does not. Finally, in Cryptomania, public-key cryptosystems exist.
Conventional wisdom is that we live in Cryptomania, but given our lack of success in proving
unconditional lower bounds against strong circuit classes, even ruling out Algorithmica seems
very far beyond our reach, let alone showing that public-key cryptosystems exist.

Despite much effort in the 25 years since Impagliazzo’s work, these five worlds are all
possible given our current state of knowledge. We still do not understand the precise rela-
tionships between worst-case hardness of NP, average-case hardness of NP and cryptography.
Ruling out the existence of Heuristica and Pessiland would be especially significant, as it
would allow us to base one-way functions on NP-hardness. There are known limitations to
doing this in a black-box way [10, 7, 1, 5].
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85:2 Excluding PH Pessiland

Very recently, there have been a series of works [8, 14, 38, 15, 18] using meta-complexity to
gain a better understanding of the relationship between worst-case hardness and average-case
hardness of natural computational problems in situations where black-box reductions are
unlikely to exist. Here “meta-complexity” refers to the complexity of computational problems
that are themselves about complexity, such as the problem MINKT of deciding whether the
t-time-bounded Kolmogorov complexity of a given string x is at most s (where t and s are
given in unary) [32], or the problem MCSP of deciding if a Boolean function given by its
truth table has circuit complexity at most a given parameter s [30]. Building on work of
[8, 19], Hirahara [14, 16] showed an inherently non-black-box reduction from approximating
the gap version GapMINKT of MINKT with a logarithmic gap to computing MINKT on
average over the uniform distribution in an errorless way. Hirahara’s result is very relevant to
the question of whether Heuristica exists – indeed, if GapMINKT were NP-hard, we would
be able to rule out Heuristica. We note that NP-hardness of the unrelativized versions of
MINKT and MCSP are long-standing open questions, but there has recently been substantial
progress [20, 22, 21, 34] on showing hardness of variants of these problems.

In a subsequent paper [15], Hirahara showed that PH is easy on average iff a gap version
of MINKTPH is in polynomial time, where MINKTPH denotes the problem of computing
the PH-oracle t-time-bounded Kolmogorov complexity of a given string. This result is very
relevant to whether a PH-analogue of Heuristica exists, i.e., is it true that if PH is hard in
the worst case, then PH is hard on average? By the main result of [15], PH Heuristica would
be ruled out by showing that GapMINKTPH is NP-hard.

Inspired by the results in [15], we consider the question of whether a PH-analogue of
Pessiland exists, and give an unconditional negative answer in both the uniform and non-
uniform settings. Our PH analogue of Pessiland is a world where PH is hard on average
but PH-computable pseudorandom generators do not exist1. Note that the PH analogue of
Heuristica has not yet been ruled out unconditionally – doing so is essentially equivalent
to showing NP-hardness of GapMINKTPH [15]2. While “PH Pessiland” is not interesting
from the cryptographic view point, we believe that our proof techniques constitute progress
towards excluding the standard Pessiland, and broaden our understanding of the relationship
between hardness and pseudo-randomness. Moreover, as in [15], meta-complexity plays a
fundamental role in our results: we show equivalences between average-case hardness of
PH, existence of PH-computable pseudorandom generators and the average-case hardness of
MINKTPH.

We now describe our results more formally.

1.1 Our Results
We unconditionally rule out the existence of “PH Pessiland”. We prove the equivalence
between average-case hardness of PH and the existence of PH-computable pseudorandom
generator, as well as the DistPH-completeness of MINKTPH.

▶ Theorem 17 (Excluding PH Pessiland – the non-uniform case). For every function t : N → N
such that nϵ ≤ t(n) ≤ n1/ϵ for all large n ∈ N, where ϵ > 0 is an arbitrary constant, the
following are equivalent.

1 We consider PH-computable pseudorandom generators rather than PH-computable one-way functions,
because the notion of a PH-computable one-way function is somewhat ambiguous – it is not a priori
clear whether the inverter should be allowed oracle access to the function.

2 In [18], a weak PH-hardness of GapMINKTPH was proved: If PH ̸⊆ DTIME(2O(n/ log n)), then
GapMINKTPH ̸∈ P and consequently DistPH ̸⊆ AvgP.
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1. PH × {U} ̸⊆ HeurP/poly.
2. DistPH ̸⊆ HeurP/poly.
3. MINKt,PH[n − log n] × {U} ̸⊆ HeurP/poly.
4. There exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+1}
n∈N secure against P/poly infinitely often.

5. For every constant c, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}nc
}

n∈N

secure against P/poly infinitely often.
Here, HeurC denotes the class of distributional problems that admit error-prone heuristic

schemes in C. DistC denotes the class of distributional problems (L, D) such that L ∈ C and
D is polynomial-time samplable; see Section 3 for formal definitions.

Previously, it was known that MINKTPH is complete for DistPH in the case of errorless
average-case complexity. Specifically, the aforementioned previous work [15] presented
several equivalent statements on errorless average-case complexity: DistPH ⊆ AvgP iff
MINKTPH × PSamp ⊆ AvgP iff GapMINKTPH ∈ P iff there exists no PH-computable hitting
set generator secure against P and P = ZPP, where AvgP denotes the class of distributional
problems solvable by errorless heuristic schemes. In contrast, our results provide equivalent
statements on error-prone average-case complexity, denoted by HeurP/poly.

Combined with [15], our results suggest that the relationship between a PH-computable
hitting set generator and a PH-computable pseudorandom generator is essentially equivalent
to the relationship between errorless average-case complexity and error-prone average-case
complexity. The existence of a PH-computable hitting set generator is equivalent to the
errorless average-case hardness (under the derandomization assumption that P = ZPP) [15],
whereas the existence of a PH-computable pseudorandom generator is equivalent to the
error-prone average-case hardness.

We also exclude PH Pessiland defined in terms of uniform algorithms. In this case, we
show that the average-case hardness of PH is equivalent to the existence of a PH-computable
pseudorandom generator that extends its seed by O(log n) bits. Whether the seed of the
PH-computable pseudorandom generator can be extended more remains open. However, we
also present an equivalent statement that either there exists a tally hard language L ⊆ {1}∗

in PH, or there exists a PH-computable pseudorandom generator that extends its seed to nc

bits for an arbitrary constant c.

▶ Theorem 27 (Excluding PH Pessiland – the uniform case). For every function t : N → N
such that nϵ ≤ t(n) ≤ n1/ϵ for all large n ∈ N, where ϵ > 0 is an arbitrary constant, the
following are equivalent.
1. PH × {U} ̸⊆ HeurBPP.
2. MINKt,PH[n − log n] × {U} ̸⊆ HeurBPP.
3. DistPH ̸⊆ HeurBPP.
4. PH × PSampPH ̸⊆ HeurBPP.
5. PH × {U} ̸⊆ Heurn−cBPP//log for some constant c.
6. There exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+1}
n∈N secure against BPP infinitely often.

7. For every constant c, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+c log n
}

n∈N

secure against BPP infinitely often.
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8. Either for every constant c > 1, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}nc
}

n∈N

secure against BPP infinitely often, or there exists a tally language L in PH such that
L ̸∈ BPP.

2 Overview of Our Proofs

In this section, we present ideas of our proofs.

2.1 Excluding PH Pessiland – The Non-Uniform Case
Here, we explain the proof ideas of showing the following equivalence:

PH × {U} ̸⊆ HeurP/poly ⇐⇒ ∃ PH-computable PRG secure against P/poly. (1)

We first observe that the forward direction of Equation (1) can be proved using the
standard construction of complexity-theoretic pseudorandom generators. Specifically, the
hardness versus randomness framework developed in, e.g., [47, 4, 36, 2, 24, 28] enables
constructing a pseudorandom generator whose security is based on the average-case hardness
of a function f : Given a mildly average-case function f , we first convert it into a strongly
average-case hard function f ′ using Yao’s XOR lemma [11]. We then use the Nisan–Wigderson
pseudorandom generator construction NWf ′

based on the strongly average-case hard function
f ′ [36].

This “easy direction” should be contrasted with the case of the standard version of
Pessiland. The difficulty of excluding Pessiland is that it is unclear how to construct a
polynomial-time-computable pseudorandom generator (or, equivalently, a one-way function
[12]) based on the average-case hardness of NP. In contrast, the converse is already known
to be true, as was shown by the work of Håstad, Impagliazzo, Levin, and Luby [12] and
Impagliazzo and Levin [26].

To prove the backward direction of Equation (1), we employ the ideas developed in
[12, 26, 33]. We actually prove that every PH-computable pseudorandom generator is not
secure against P/poly under the assumption that MINKTPH is easy on average, using the
insights of Liu and Pass [33]. This enables us to establish the “DistPH-completeness” of
MINKTPH as well as the backward implication of Equation (1). In [33], the task of inverting
one-way functions is reduced to MINKT. In our settings, however, inverting PH-computable
one-way functions is not useful: for a PH-computable function G, inverting G(x) (i.e.,
computing x′ ∈ G−1(G(x)) on input G(x)) does not necessarily imply that G is not a secure
pseudorandom generator because G may not be computed efficiently.

To address this issue, we directly reduce the task of breaking the security of G to MINKT.
Let G : {0, 1}n → {0, 1}m be a candidate PH-computable pseudorandom generator, where
n < m. For simplicity, we assume that G is a 2r-to-1 function for some r ∈ N. We first make
G “entropy-preserving” [33] in the following way:

G′(h1, h2, x) := (h1, h2, h1(x), h2(G(x))),

where h1 and h2 are pairwise independent hash functions such that |h1(x)| = r − O(log n)
and |h2(G(x))| = n−r+O(log n). Let m′ denote the output length of G′, i.e., |h1|+ |h2|+n+
O(log n). Using G′, we can construct an algorithm that distinguishes the output distribution
G(U) of G from the uniform distribution in the following two steps:
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1. If we truncate the last O(log n) bits of G′(h1, h2, x), then it is statistically close to the
uniform distribution. In particular, the entropy of G′(h1, h2, x) is large; it is at least
|h1|+ |h2|+ |h1(x)|+ |h2(G(x))|−O(log n) ≥ m′ −O(log n). Liu and Pass [33] showed that
this high entropy condition implies that the output distribution of G′ (which we denote by
G′(U)) is approximately dominated by the uniform distribution; thus, the error probability
of the heuristic algorithm for MINKTPH with respect to G′(U) is approximately as small
as the error probability with respect to the uniform distribution. This enables us to
construct a distinguisher for G′(U).

2. The security of G is preserved in the sense that any algorithm that distinguishes G′(U)
from U can be converted into an algorithm that distinguishes G(U) from U .

Details can be found in Section 4.

2.2 Excluding PH Pessiland – The Uniform Case
Next, we explain the proof ideas of showing a uniform analogue of Equation (1):

PH × {U} ̸⊆ HeurBPP ⇐⇒ ∃ PH-computable PRG secure against BPP. (2)

Unlike the non-uniform case (Equation (1)), it turned out that the backward implication
of Equation (2) can be proved by combining previous results in the literature, whereas
proving the forward implication is technically more challenging.

We first explain how to prove the backward implication of Equation (2). Let PSampPH

denote the class of distributions samplable with some PH oracle. It is well known (as
in, e.g., [46]) that the existence of a PH-computable pseudorandom generator implies the
average-case hardness of a distributional problem (image(G), D) ∈ PH × PSampPH, where
image(G) denotes the image of G and D := 1

2 G(U) + 1
2 U , i.e., the distribution which is equal

to G(U) with probability 1/2 and U with probability 1/2. In the case of uniform algorithms,
it is possible to show

PH × {U} ⊆ HeurBPP ⇐⇒ PH × PSampPH ⊆ HeurBPP,

from which the backward implication of Equation (2) follows. The proof idea of this
equivalence is as follows: We first use the theorem of Impagliazzo and Levin [26] to show that
PH × {U} ⊆ HeurBPP if and only if DistPH := PH × PSamp ⊆ HeurBPP. We then use the
ideas developed in [3, 39] to show that DistPH ⊆ HeurBPP implies PH×PSampPH ⊆ HeurBPP:
Let (L, D) ∈ PH × PSampPH be an arbitrary distributional problem. Then there exists a
PH-computable sampler S that, given a coin flip sequence r, samples a string distributed
according to D. We then regard the problem of computing the output of S on input a random
coin flip sequence r as a distributional problem in DistPH, which can be solved by an efficient
heuristic algorithm A on average (using the assumption that DistPH ⊆ HeurBPP). Thus, the
PH-computable distribution D can be approximated by an efficient algorithm A and we can
regard A as a polynomial-time samplable distribution. We then consider the distributional
problem (L, A) ∈ DistPH ⊆ HeurBPP, whose efficient heuristic scheme can be translated into
a heuristic scheme for (L, D) ∈ PH × PSampPH using the fact that D is approximated by A.
We emphasize that the same proof idea does not work in the non-uniform setting because we
exploit the uniformity of A to show that A ∈ PSamp.

Now, we explain how to prove the forward implication of Equation (1). As in the
non-uniform setting, we again use the hardness versus randomness framework that enables
converting the average-case hardness of PH to the existence of a PH-computable pseudorandom
generator. However, there is an inherent difficulty of applying the framework in the uniform
setting: Trevisan and Vadhan [41] showed that any “security reduction” for a black-box
construction of pseudorandom generators Gf : {0, 1}n → {0, 1}n+k based on a hard problem

ITCS 2022
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f requires approximately k bits of non-uniform advice; thus, we need non-uniform hardness
for f to construct a secure pseudorandom generator Gf . This issue can be circumvented for
a polynomial-time computable pseudorandom generator G, in which case the non-uniform
advice can be computed by evaluating G. Similarly, the issue can be circumvented when
constructing PSPACE-computable pseudorandom generators from the average-case hardness
of PSPACE, by using the equivalence between the worst-case and average-case hardness of
PSPACE together with the downward self-reducibility of PSPACE [29, 41]; however, PH does
not admit a similar worst-case-to-average-case connection [45, 44].

To address the issue of non-uniformity in the security reduction, we show that O(log n)
bits of non-uniformity can be removed for PH. Specifically, following [41], we first introduce
a class HeurBPP//log of randomized heuristic algorithms that take O(log n) bits of advice
that can depend on the random bits used by the randomized algorithm (but not on the
input). This notion of powerful advice enables capturing the non-uniformity introduced
by a security reduction.3 Using the hardness versus randomness framework together with
an almost uniform version of Yao’s XOR lemma (established by Impaligazzo, Jaiswal,
Kabanets, and Wigderson [25]), we construct a PH-computable pseudorandom generator
G : {0, 1}n → {0, 1}n+O(log n) based on the assumption that DistPH ̸⊆ HeurBPP//log. Then
we prove that the O(log n) bits of advice can be removed:

▶ Theorem 22. If DistPH ⊆ Heurn−cBPP//log for every constant c > 0, then DistPH ⊆
HeurBPP.

Interestingly, the proof of Theorem 22 is non-black-box in the sense that it is unclear
if the result can be generalized to the implication DistPH ⊆ HeurBPPR//log =⇒ DistPH ⊆
HeurBPPR for every oracle R. There is a general framework called a selector, whose existence
for a paddable language L exactly characterizes the condition that L ∈ BPPR//log ⇐⇒
L ∈ BPPR for every oracle R [13]. A selector for L is a randomized polynomial-time oracle
algorithm that computes L given oracle access to two oracles one of which is guaranteed
to be equal to L. It is known that any Σp

k-complete problem admits a selector for every
k ∈ N [13]; thus, we have PH ⊆ BPPR//log ⇐⇒ PH ⊆ BPPR for every oracle R. However,
the selector makes adaptive queries to an oracle, which makes it difficult to apply a similar
black-box proof technique to the case of heuristic algorithms. Consequently, we failed to
capture Theorem 22 using the framework of selectors because of the non-black-box use of
the hypothetical algorithm for PH.

We now sketch the ideas of Theorem 22. It is useful to regard an algorithm with O(log n)
bits of advice as polynomially many algorithms A1, . . . , AnO(1) one of which is guaranteed to
be close to DistPH, where each algorithm is assigned one advice string. Our goal is to compute
DistPH using such algorithms. We prove DistΣp

k ⊆ HeurBPP//log =⇒ DistΣp
k ⊆ HeurBPP by

induction on k ≥ 1. Using the search-to-decision reduction of Valiant and Vazirani [43] and
Ben-David, Chor, Goldreich and Luby [3], we find a candidate certificate for Σp

k using each
algorithm Ai. To verify the correctness of a certificate (which is a problem in Πp

k−1), we use
the induction hypothesis to obtain a HeurBPP algorithm. (The distribution on which we
verify the correctness of a certificate is induced by the algorithm Ai, which makes the proof
non-black-box.) By choosing the success probability of the HeurBPP algorithm sufficiently
small compared to the number nO(1) of advice strings, we can verify the correctness of all
the nO(1) certificates with high probability.

3 Note that the standard Karp–Lipton advice [31] can depend on the length of an input but cannot
depend on random bits used by randomized algorithms.
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Finally, we consider the question of whether the seed of a PH-computable pseudorandom
generator against uniform algorithms can be extended more. As mentioned before, the
impossibility result of [41] suggests that a large amount of non-uniformity is required to
construct a pseudorandom generator with large stretch. We will show in Lemma 26 that the
non-uniform and uniform average-case complexities of PH are in fact equivalent if every tally
language in PH is in BPP. The proof idea is inspired by the work of Pavan, Santhanam, and
Vinodchandran [37]: the problem of finding the lexicographically first circuit that computes
PH on average can be formulated as a tally language in PH, which enables computing the
circuit by a uniform algorithm.

Details can be found in Section 5.

3 Preliminaries

Notation

Un denotes the uniform distribution over {0, 1}n. Let U = {Un}n∈N. We often identify
a language L ⊆ {0, 1}∗ with its characteristic function L : {0, 1}∗ → {0, 1}. [n] denotes
{1, 2, . . . , n} for n ∈ N. Let ⟨-, -⟩ : N2 → N be a bijection that is defined as, e.g., ⟨a, b⟩ =∑a+b

i=0 i + a. Similarly, let ⟨a, b, c⟩ := ⟨⟨a, b⟩, c⟩.
For a distribution D, H(D) denotes the Shannon entropy of D; H∞(D) denotes the

min-entropy of D. For x ∈ supp(D), let D(x) denote PrX∼D [X = x]. For two distributions
D and D′, the statistical distance between D and D′ is denoted by ∥D − D′∥.

3.1 Pseudorandomness
We provide the definition of a PH-computable pseudorandom generator below.

▶ Definition 1. Let C be a class of algorithms. A function G ={
Gn : {0, 1}s(n) → {0, 1}t(n)}

n∈N is said to be a pseudorandom generator (PRG) se-
cure against i.o.C (or secure against C infinitely often) if
1. the unary representations of s(n) and t(n) are computable in polynomial time given 1n

as input,
2. s(n) < t(n) for all large n ∈ N, and
3. for every A ∈ C and any polynomial p, there exists an infinite set I ⊆ N such that∣∣∣∣ Pr

w∼{0,1}t(n),A
[A(w) = 1] − Pr

z∼{0,1}s(n),A
[A(G(z)) = 1]

∣∣∣∣ ≤ 1
p(n)

for any n ∈ I, where the probabilities are taken over w and z as well as the internal
randomness of A (if A is a randomized algorithm).

The function s is referred to as the seed length of G. For a complexity class D, we say that
G is D-computable if, given a string z ∈ {0, 1}s(n) and integers n ∈ N, t(n) and i ∈ [n]
represented in unary, the i-th bit of Gn(z) can be computed in D.

3.2 Average-Case Complexity
Here we review some standard notions of average-case complexity. We refer the readers to
an excellent survey of Bogdanov and Trevisan [6] for a detailed exposition on the theory of
average-case complexity.

ITCS 2022
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▶ Definition 2 (Polynomial-Time Samplable). For an oracle A, we say that a family D =
{D}n∈N of distributions is polynomial-time samplable with oracle A if there exist an oracle
polynomial-time algorithm M and a polynomial p such that, for every n ∈ N and every
x ∈ {0, 1}∗,

Pr
r∼{0,1}p(n)

[
MA(1n, r) = x

]
= Dn(x).

For a function t : N → N, if M runs in time t(n) on input (1n, -) for every n ∈ N, we say
that D is t(n)-time samplable. Let PSampA denote the class of polynomial-time samplable
families of distributions with oracle A. We omit the superscript A if A = ∅. For a complexity
class C, let PSampC denote

⋃
A∈C PSampA. Let DistC denote C × PSamp.

▶ Definition 3 (Error-prone Heuristic Scheme [23, 6]). An algorithm A is said to be an
error-prone heuristic scheme for a distributional problem (L, D) if for every n ∈ N and
δ−1 ∈ N,

Pr
x∼Dn,A

[
A

(
x; 1n, 1δ−1

)
̸= L(x)

]
≤ δ,

where the probability is taken over x ∼ Dn as well as a coin flip sequence of A (if A

is a randomized algorithm). The class of distributional problems that admit randomized
polynomial-time error-prone heuristic schemes is denoted by HeurBPP. For an oracle R,
HeurBPPR denotes the class of distributional problems for which there exist R-oracle random-
ized polynomial-time error-prone heuristic schemes. Similarly, HeurP/poly denotes the class
of distributional problems for which there exist error-prone heuristic schemes of polynomial-
size circuits. For notational simplicity, we often write A(x; n, δ) instead of A(x; 1n, 1δ−1).
For a function δ : N → [0, 1] and a class C ∈ {BPP, P/poly}, let HeurδC denote the class of
distributional problems for which there exists an algorithm A ∈ C such that

Pr
x∼Dn,A

[A(x; n) ̸= L(x)] ≤ δ(n).

▶ Lemma 4. For every oracle A and every class C ∈ {BPP, P/poly}, if NPA × {U} ⊆ HeurϵC

for ϵ(n) = 1/n, then DistNPA ⊆ HeurC.

Proof Sketch. Using a simple padding argument as in [23, 6], it can be shown that NPA ×
{U} ⊆ HeurϵC if and only if NPA × {U} ⊆ HeurC. Impaligazzo and Levin [26] (see also [6])
showed that NPA × {U} ⊆ HeurC implies DistNPA ⊆ HeurC. ◀

3.3 Kolmogorov Complexity
The t-time-bounded Kolmogorov complexity Kt(x) of x is defined as follows.

▶ Definition 5. For a string x ∈ {0, 1}∗, an oracle A ⊆ {0, 1}∗, and a time bound t ∈ N∪{∞},

Kt,A(x) := min
{

|d|
∣∣ Ud,A(i) outputs xi in time t for each i ∈ [|x| + 1]

}
.

Here, Ud,A(i) means the output of the universal Turing machine given random access to d

and A and i as input; xi denotes the ith bit of x if i ≤ |x| and ⊥ otherwise. We omit the
superscript A if A = ∅ and the superscript t if t = ∞.

We consider the problem of computing time-bounded Kolmogorov complexity, which is
called MINKT [32].
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▶ Definition 6. For an oracle A and functions s : N → N and t : N → N,

MINKt,A[s] :=
{

x ∈ {0, 1}∗ ∣∣ Kt,A(x) ≤ s(|x|)
}

.

We omit the superscript A if A = ∅. For a complexity class C, we define

MINKt,C[s] :=
{

MINKt,A[s]
∣∣∣ A ∈ C

}
.

The following simple fact shows that the number of Yes instances of MINKT is small.

▶ Fact 7. For integers n ∈ N and θ ∈ N and every oracle A,

Pr
x∼{0,1}n

[
KA(x) ≤ θ

]
≤ 2θ+1−n.

Proof Sketch. The number of descriptions d of length at most θ is at most 2θ+1. ◀

3.4 Nonadaptive Oracle Machine
A randomized polynomial-time nonadaptive oracle machine M (-) is a polynomial-time oracle
Turing machine M such that there exists a polynomial-time-computable function Q such that,
for any input x ∈ {0, 1}∗, any coin flip sequence r ∈ {0, 1}∗ and every oracle O, any query
made by MO on input (x; r) is in the list Q(x; r) of strings. For a fixed input x ∈ {0, 1}∗

and i ∈ N, let Q(x; r)i denote the i-th string in Q(x; r). We may assume without loss of
generality that the marginal distribution of Q(x; r)i is identical to that of Q(x; r)j for every
(i, j) ∈ N2 over a random choice of r; indeed, one can randomly permute the list Q(x; r).
The distribution of Q(x; r)1 over a random choice of r is said to be the query distribution
of M on input x. For a query distribution Q(x) and a distribution D, let Q ◦ D denote the
distribution from which a random sample q is generated by sampling x ∼ D and q ∼ Q(x).
For a family D = {Dn}n∈N, let Q ◦ D denote {Q ◦ Dn}n∈N.

4 Excluding Non-Uniform PH Pessiland

In this section, we exclude the non-uniform version of PH Pessiland.

4.1 Non-Uniform Hardness from Pseudorandom Generators
We prove that if there exists a C-computable pseudorandom generator, then NPC is average-
case hard with respect to the uniform distribution.

▶ Theorem 8. Let C be any complexity class and t : N → N be a function such that
t(n) = nΩ(1). If MINKt,C[n − log n] × {U} ⊆ HeurP/poly, then there exists no C-computable
pseudorandom generator secure against P/poly infinitely often.

Since MINKt,PH[s] ⊆ NPPH = PH for every t(n) = nO(1) and every s, Theorem 8 implies
the following corollary.

▶ Corollary 9. For every t : N → N such that nΩ(1) ≤ t(n) ≤ nO(1), if MINKt,C[n − log n] ×
{U} ⊆ HeurP/poly, then there exists no PH-computable pseudorandom generator secure
against P/poly infinitely often.

The remainder of this subsection is devoted to proving Theorem 8. We start with a
simple observation.
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▶ Lemma 10. For every complexity class C closed under polynomial-time many-one reductions
and every constant ϵ ∈ (0, 1], we have Item 1 =⇒ Item 2 ⇐⇒ Item 3 in the following list:
1. There exists a C-computable pseudorandom generator

G =
{

Gn : {0, 1}s(n) → {0, 1}t(n)
}

n∈N

secure against P/poly infinitely often.
2. There exists a C-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+1}
n∈N

secure against P/poly infinitely often.
3. For every constant γ > 0, there exists a C-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+γ log n
}

n∈N

secure against P/poly infinitely often.

Proof. (Item 1 ⇒ 2) Define G′
n : {0, 1}s(n) → {0, 1}s(n)+1 so that G′

n(z) is the first s(n) + 1
bits of Gn(z) for every z ∈ {0, 1}s(n). It is easy to observe that the security of G implies the
security of G′ :=

{
G′

n : {0, 1}s(n) → {0, 1}s(n)+1}
n∈N. Similarly, we obtain the implication 3

⇒ 2.
(Item 2 ⇒ 3) Let k = k(n) be a parameter chosen later. For each n ∈ N, define a function

Gk
n : {0, 1}kn → {0, 1}kn+k

so that

Gk
n(z1, . . . , zk) := Gn(z1) · · · Gn(zk)

for every z1, . . . , zk ∈ {0, 1}n. By a standard hybrid argument (see, e.g., [42]), a distinguisher
for Gk

n can be converted into a distinguisher for Gn for every n ∈ N; therefore, Gk :=
{

Gk
n

}
n∈N

is a pseudorandom generator secure against P/poly. It is easy to observe that Gk is computable
in C. We choose k = O(log n) so that nk+γ log(nk) ≤ nk+k; then, we obtain a C-computable
pseudorandom generator

G′ =
{

G′
n : {0, 1}nk → {0, 1}nk+γ log(nk)

}
n∈N

by truncating the output of Gk
n to nk + γ log(nk) bits. ◀

In light of Lemma 10, in order to prove Theorem 8, it suffices to prove that for some
constant γ > 0, for any C-computable family G of functions such that

G =
{

Gn : {0, 1}n → {0, 1}n+γ log n
}

n∈N ,

there exists a P/poly algorithm that distinguishes G(Un) from Un+γ log n for all large inputs.
To this end, we show that G can be converted into a pseudorandom generator that does not
lose the entropy of its seed while retaining the security of G. We use a standard pairwise
independent hash family, whose property is described below.

▶ Lemma 11 (Leftover hash lemma [12]). There exists a polynomial-time-computable family{
Extn,m : {0, 1}n × {0, 1}d → {0, 1}m

}
n,m∈N
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such that d ≤ poly(n, m) and for every ϵ > 0, every m′ ≤ m and every distribution X on
{0, 1}n, if m′ ≤ H∞(X) − 2 log(1/ϵ), then

∥(Ud, Extn,m(X, Ud)↾m′) − (Ud, Um′)∥ ≤ ϵ,

where z↾m′ denotes the first max {0, m′} bits of z.

Proof Sketch. The function Extn,m : {0, 1}n × {0, 1}(n+1)m → {0, 1}m is defined as follows:
For every x ∈ {0, 1}n ∼= GF(2)n,

Ext(x, (A, b)) := A · x + b,

where A is an m × n matrix A over GF(2) and b ∈ GF(2)m. It is known that Extn,m is a
pairwise independent hash family [9] and satisfies the property of an extractor [12]. ◀

The following lemma shows that the entropy of a random variable close to the uniform
distribution is large.

▶ Lemma 12 ([35]). For any random variable Y over {0, 1}m and any ϵ ∈ [0, 1], if
∥Y − Um∥ ≤ ϵ, then H(Y ) ≥ m(1 − ϵ) − 1.

We are now ready to prove Theorem 15.

Proof of Theorem 15. Let G =
{

Gn : {0, 1}n → {0, 1}n+γ log n
}

n∈N be a family of functions,
where γ is a large constant chosen later. By Lemma 10, it suffices to show that for some
constant γ, there exists a P/poly algorithm that distinguishes G(Un) from Un+γ log n.

Let c < γ be a constant chosen later. For every n ∈ N and every i ≤ n, we define G′
n,i as

follows:

G′
n,i(z1, z2, x) := (z1, z2, Ext(x, z1)↾i, Ext(G(x), z2)↾n−i+(γ−c) log n),

where Ext is the function from Lemma 11, x ∈ {0, 1}n, and “,” denotes the concatenation of
strings. Let s = s(n) := |z1| + |z2|. Note that the function G′

n,i takes a seed of length s + n

and outputs a string of length s + n + γ′ log n, where γ′ := γ − c.
Fix an integer n ∈ N. Consider a set

Sr :=
{

x ∈ {0, 1}n
∣∣ 2r−1 ≤ |G−1

n (Gn(x))| ≤ 2r
}

.

Since {0, 1}n =
⋃

r∈[n] Sr, there exists an index r ∈ [n] such that Prx∼{0,1}n [x ∈ Sr] ≥ 1/n.
Let r = r(n) denote such an index. Let i = i(n) := max {0, r(n) − c log n}. Following [33],
we prove that G′ is “entropy-preserving” in the following sense.

▷ Claim 13. For every n ∈ N, let Y be the random variable G′
n,i(n)(z1, z2, x) where (z1, z2)

is sampled from Us and x is sampled uniformly from Sr(n). Then, Y satisfies the following
properties:
1. H(Y ) ≥ s + n − (2c + 1) log n − 2.
2. There exists a randomized polynomial-size oracle circuit A(-) such that for every ϵ > 0

and for every oracle D such that

Pr [D(Y ) = 1] − Pr [D(Us+n+γ′ log n) = 1] ≥ ϵ,

it holds that

Pr
A

[
AD(G(Un)) = 1

]
− Pr

A

[
AD(Un+γ log n) = 1

]
≥ ϵ − 3n−c/2.
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Proof. Let X denote the random variable distributed uniformly on Sr(n) (i.e., X ∼ Sr(n)).
To prove Item 1, let Y ′ be the random variable such that

Y ′ ≡ (z1, z2, Ext(X, z1)↾i, Ext(Gn(X), z2)↾n−i−(2c+1) log n),

where (z1, z2) ∼ {0, 1}s and i := i(n). Since Y ′ is a prefix of Y , we have H(Y ′) ≤ H(Y ).
Below, we prove that Y ′ is statistically close to the uniform distribution, which implies that
the entropy of Y ′ is large.

Let Z1 be the random variable such that

Z1 ≡ (z1, z2, Ui, Ext(Gn(X), z2)↾n−i−(2c+1) log n),

where (z1, z2) ∼ {0, 1}s. If we fix Gn(X) to an arbitrary value g ∈ supp(Gn(X)), the entropy
of X ∼ Sr is at least 2r−1; that is, H∞(X | Gn(X) = g) ≥ r−1. By Lemma 11, the statistical
distance between Y ′ and Z1 conditioned on Gn(X) = g is at most 2n−c/2. By taking an
average over all g ∈ supp(Gn(X)), we obtain

∥Y ′ − Z1∥ ≤ 2n−c/2. (3)

Let Z2 be the random variable such that

Z2 := (z1, z2, Ui, Un′),

where (z1, z2) ∼ {0, 1}s and n′ := max {0, n − i − (2c + 1) log n}. Since PrX [Gn(X) = g] =
|G−1

n (g)|
|Sr| ≤ 2r · 2−(n−log n), we have

H∞(Gn(X)) = min
g∈supp(Gn(X))

(
− log Pr

X
[Gn(X) = g]

)
≥ n − log n − r.

We thus have n− i− (2c+1) log n ≤ n− log n−r −c log n ≤ H∞(Gn(X))−c log n. Therefore,
by Lemma 11, we obtain

∥Z1 − Z2∥ ≤ n−c/2. (4)

By combining Equations (3) and (4), we have ∥Y ′ − Z2∥ ≤ 3n−c/2. Since Z2 is identical
to the uniform distribution over {0, 1}s+i+n′ , applying Lemma 12 to Y ′ and Z2, we obtain

H(Y ′) ≥ (s + i + n′)(1 − 3n−c/2) − 1 ≥ s + n − (2c + 1) log n − 2,

where the last inequality holds by choosing c large enough. This completes the proof of
Item 1.

To prove Item 2, let D : {0, 1}s+n+γ′ log n → {0, 1} be an oracle such that

E [D(Y ) − D(Us+n+γ′ log n)] ≥ ϵ.

Let Z ′
1 be the random variable such that

Z ′
1 := (z1, z2, Ui, Ext(Gn(x), z2)↾n−i+γ′ log n).

Using the same argument for showing ∥Y − Z1∥ ≤ 2n−c/2, we have ∥Y − Z ′
1∥ ≤ 2n−c/2;

therefore, we obtain

E [D(Z ′
1) − D(Us+n+γ′ log n)] ≥ ϵ − 2n−c/2.
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Consider an oracle algorithm AD that takes w ∈ {0, 1}n+γ log n as input, picks (z1, z2) ∼
{0, 1}s, and outputs

D(z1, z2, Ui, Ext(w, z2)↾n−i+(γ−c) log n).

Observe that EA,X

[
AD(Gn(X))

]
= E [D(Z ′

1)], where the first expectation is taken over the
internal randomness of A as well as X ∼ Sr. We also have∣∣∣E

A

[
AD(Un+γ log n)

]
− E [D(Us+n+γ log n)]

∣∣∣ ≤ n−c/2.

because Ext(Un+γ log n, z2)↾n−i+(γ−c) log n is statistically close to the uniform distribution by
Lemma 11. Therefore, we obtain

E
A

[
AD(G(Un)) − AD(Un+γ log n)

]
≥ ϵ − 3n−c/2,

where the expectation is taken over Un, Un+γ log n, and the internal randomness of A. ◁

▷ Claim 14. Let t(n) = nΩ(1) be a function. Assume that MINKt,C[n − log n] × {U} ⊆
HeurϵP/poly for every ϵ : N → [0, 1] such that 1/ϵ(n) = nO(1). Then, there exists a family
{Dn}n∈N of polynomial-size circuits such that for all large n ∈ N,

Pr [Dn(Y ) = 1] − Pr [Dn(Um) = 1] ≥ 1
n

,

where Y = G′
n,i(n)(Us(n), X) is the random variable from Claim 13 and X ∼ Sr(n).

Proof. We prove this claim by combining a simple padding argument with [33]. Let p(n) be
a polynomial chosen later, which determines the amount of padding.

Since G = {Gn}n∈N is C-computable, there exists an oracle B ∈ C such that each
bit of Gn(z) can be computed in polynomial time given oracle access to B. Let L :=
MINKt,B[n − log n] and let D ∈ P/poly be a heuristic algorithm for (L, U) ∈ HeurϵP/poly.
Fix an integer n ∈ N and let s := s(n) and m = m(n) := s + n + γ′ log n + p(n). Let
Dn(w) := D(w; m(n)) for every w ∈ {0, 1}m(n) and every n ∈ N. Below, we prove that
{Dn}n∈N distinguishes G′

n,i(Us, X) · Up(n) from Um.
We first consider the distribution Um. Observe that

Pr [Dn(Um) = 1] ≤ Pr
[
Kt,B(Um) ≤ m − log m

]
+ Pr

w∼{0,1}m
[Dn(w) ̸= L(w)] ≤ 2

m
+ϵ(m), (5)

where the last inequality follows from Fact 7.
Next, we prove that Pr

[
Dn(G′

n,i(Us, X) · Up(n)) = 1
]

is large, where X ∼ Sr(n). We claim
that G′

n,i(z, x) · w ∈ L for every z ∈ {0, 1}s, every x ∈ {0, 1}n, and every w ∈ {0, 1}p(n).
Since G′

n,i(z, x) can be described by z ∈ {0, 1}s, x ∈ {0, 1}n and integers n ∈ N and i ∈ N in
polynomial time given oracle access to B, each bit of the padded string G′

n,i(z, x)·w ∈ {0, 1}m

can be described in time t(m) given oracle access to B by choosing the polynomial p(n) large
enough; thus, we obtain

Kt,B(G′
n,i(z, x) · w) ≤ s + n + |w| + O(log n) ≤ m − log m,

where the last inequality holds by choosing γ large enough. It follows that G′
n,i(z, x) · w ∈ L.

This means that every string y ∈ supp(Y · Up(n)) is a Yes instance of L; thus, in order to
prove that Pr

[
Dn(Y · Up(n)) = 1

]
is large, it suffices to show that the error probability of

Dn is small with respect to the input distribution Y ′ := Y · Up(n) = G′
n,i(Us, X) · Up(n).
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To this end, we use the argument of domination: The idea is that the condition that the
entropy of Y ′ is large implies that the distribution Y ′ is approximately dominated by the
uniform distribution. To be more specific, let I(y) := − log Pr [Y ′ = y] for y ∈ supp(Y ′). By
Item 1 of Claim 13, we have E [I(Y ′)] = H(Y )+H(Up(n)) ≥ s+n−(2c+1) log n−2+p(n) =: θ.
By an averaging argument, we obtain Pr [I(Y ′) ≥ θ − 4] ≥ 4

m . Therefore, we have

Pr [Dn(Y ′) ̸= L(Y ′)] ≤ 1 − 4
m

+ Pr [Dn(Y ′) ̸= L(Y ′) and I(Y ′) ≥ θ − 4].

Now,

Pr [Dn(Y ′) ̸= L(Y ′) and I(Y ′) ≥ θ − 4]

≤
∑

y∈supp(Y ′)

1[Dn(y) ̸= L(y)] · Pr [Y ′ = y]

≤
∑

y∈{0,1}m

1[Dn(y) ̸= L(y)] · 2−(θ−4)

≤ Pr [Dn(Um) ̸= L(Um)] · 2m−θ+4

≤ ϵ(m) · 2(2c+1+γ′) log n+6.

Since y ∈ L for every y ∈ supp(Y ′), it follows that

Pr [Dn(Y ′) = 1] = Pr [Dn(Y ′) = L(Y ′)] ≥ 4
m

− ϵ(m) · 26 · n2c+1+γ′
. (6)

By Equations (5) and (6), we obtain

Pr [Dn(Y ′) = 1] − Pr [Dn(Um) = 1] ≥ 2
m

− ϵ(m) · 26 · n2c+1+γ′
− ϵ(m) ≥ 1

n
,

where the last inequality holds by choosing ϵ(m) small enough. ◁

Theorem 15 follows from Claims 13 and 14. ◀

4.2 Pseudorandom Generators from Non-Uniform Hardness
In the non-uniform setting, it is not hard to construct a pseudorandom generator from
average-case hardness.

▶ Theorem 15. Let ϵ(n) := n−c for some constant c > 0. Let C be a complexity class
such that PC = P. If C × {U} ̸⊆ HeurϵP/poly, then, for any constant γ > 1, there exists a
C-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}nγ
}

n∈N

secure against P/poly infinitely often.

Proof. This can be proved by a standard construction of a complexity-theoretic pseu-
dorandom generator from an average-case hard function. Specifically, we combine the
Nisan–Wigderson pseudorandom generator [36] with Yao’s XOR lemma [11].

Let f = {fn : {0, 1}n → {0, 1}} be a family of functions computable in C such that fn

cannot be computed by any polynomial-size circuit on a (1 − ϵ(n)) fraction of inputs of
length n. For a parameter k chosen later, let f⊕k be a function such that f⊕k(x1, . . . , xk) :=
f(x1) ⊕ · · · ⊕ f(xk). By Yao’s XOR lemma [11], there exists a polynomial k ≤ poly(n, ϵ(n)−1)
such that if f cannot be computed by a polynomial-size circuit on a (1 − ϵ(n)) fraction of
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inputs of length n, then for every constant d ∈ N, f⊕k cannot be computed by a polynomial-
size circuit on a

( 1
2 + n−d

)
fraction of inputs of length n. For every constant γ > 1, Nisan

and Wigderson [36] presented a pseudorandom generator construction

NWf⊕k

=
{

NWn : {0, 1}n → {0, 1}nγ
}

n∈N

based on an average-case hard function f⊕k such that if for every constant d ∈ N, f⊕k cannot
be computed by a polynomial-size circuit on a

( 1
2 + n−d

)
fraction of inputs of length n, then

NWf⊕k

is secure against P/poly. ◀

Applying Theorem 15 to C := PH, we obtain the following corollary.

▶ Corollary 16. If PH×{U} ̸⊆ HeurP/poly, then there exists a PH-computable pseudorandom
generator secure against P/poly.

Proof. Lemma 4 shows that PH × {U} ̸⊆ HeurP/poly if and only if PH × {U} ̸⊆ HeurϵP/poly,
where ϵ(n) := n−1. The result now follows from Theorem 15. ◀

4.3 Putting It Together

We now exclude the non-uniform version of PH Pessiland.

▶ Theorem 17 (Excluding PH Pessiland – the non-uniform case). For every function t : N → N
such that nϵ ≤ t(n) ≤ n1/ϵ for all large n ∈ N, where ϵ > 0 is an arbitrary constant, the
following are equivalent.
1. PH × {U} ̸⊆ HeurP/poly.
2. DistPH ̸⊆ HeurP/poly.
3. MINKt,PH[n − log n] × {U} ̸⊆ HeurP/poly.
4. There exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+1}
n∈N secure against P/poly infinitely often.

5. For every constant c, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}nc
}

n∈N

secure against P/poly infinitely often.

Proof.
(Item 1 ⇒ 5) This is Corollary 16.
(Item 5 ⇒ 4) This follows from Lemma 10.
(Item 4 ⇒ 3) This is Corollary 9.
(Item 3 ⇒ 1) This immediately follows from the fact that MINKTPH ⊆ PH.
(Item 1 ⇔ 2) This follows from Lemma 4. ◀

5 Excluding Uniform PH Pessiland

In this section, we exclude the uniform version of PH Pessiland.
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5.1 Uniform Hardness from Pseudorandom Generators
We now move on to excluding the uniform version of PH Pessiland. In this subsection, we
prove that PH is hard on average if there is a PH-computable pseudorandom generator. The
key is the following lemma, whose proof is based on [3, 39].

▶ Lemma 18. If DistPH ⊆ HeurBPP, then PH × PSampPH ⊆ HeurBPP.

Proof. Consider a distributional problem (L, D) ∈ PH × PSampPH. We prove that (L, D) ∈
HeurBPP.

We first show that D can be “approximated” by a polynomial-time algorithm. Let S

be a PH-computable sampler for D; that is, for some polynomial p, for every n ∈ N, the
distribution of S(1n, r) over r ∼ {0, 1}p(n) is identical to Dn. We may assume without
loss of generality that the output length of S(1n, -) is less than p(n). Consider a decision
version LS of S defined as LS := { (1n, r, i, b) | S(1n, r)i = b ∈ {1, ⊥} }, where xi denotes
the i-th bit of a binary string x if i ≤ |x| and ⊥ otherwise. Since S can be computed in
PH, we have LS ∈ PH. Let DS be the family of distributions {DS,n}n∈N such that DS,n

is the distribution of (1n, r, i, b) over r ∼ {0, 1}p(n), i ∼ [p(n)] and b ∼ {1, ⊥}. Observe
that (LS , DS) ∈ DistPH ⊆ HeurBPP. Therefore, there exists a randomized polynomial-time
algorithm S1 such that for every n ∈ N and every δ−1 ∈ N,

Pr
(1n,r,i,b)∼DS,n,S1

[S1(1n, r, i, b; n, δ) ̸= LS(1n, r, i, b)] ≤ δ.

Let S2(r; n, δ) := (S1(1n, r, 1, 1; n, δ′), . . . , S1(1n, r, m, 1; n, δ′)), where δ′ := δ/2p(n) and
m is the least index i ∈ [p(n)] such that S1(1n, r, i + 1, ⊥; n, δ′) = 1. Observe that if
S1(1n, r, i, b; n, δ′) = LS(1n, r, i, b) for every i ∈ [p(n)] and every b ∈ {1, ⊥}, then S2(r; n, δ) =
S(1n, r). Thus, by a union bound, we obtain

Pr
r∼{0,1}p(n),S2

[S2(r; n, δ) ̸= S(1n, r)] ≤ δ

for every n ∈ N. This means that the distribution D ∈ PSampPH can be approximated by a
randomized polynomial-time algorithm S2.

Let D′ denote the family of distributions
{

S2(Up(n); n, δ)
}

⟨n,δ−1⟩∈N. Since S2 is a ran-
domized polynomial-time algorithm, we have D′ ∈ PSamp. By assumption, we obtain
(L, D′) ∈ DistPH ⊆ HeurBPP. Let A be a randomized heuristic scheme for (L, D′). Then, for
every (n, δ−1) ∈ N2 and every ϵ−1 ∈ N, we have

Pr
x∼D′

⟨n,δ−1⟩,A

[
A

(
x;

〈
n, δ−1〉

, ϵ
)

̸= L(x)
]

≤ ϵ.

This is equivalent to

Pr
r∼{0,1}p(n),S2,A

[
A

(
S2(r; n, δ);

〈
n, δ−1〉

, ϵ
)

̸= L(S2(r; n, δ))
]

≤ ϵ.

Let B be an algorithm such that B(x; n, δ) := A(x;
〈
n, 2δ−1〉

, δ/2). Then, for every n ∈ N
and δ−1 ∈ N, we obtain

Pr
x∼Dn,B

[B(x; n, δ) ̸= L(x)]

≤ Pr
r∼{0,1}p(n),S2

[S2(r; n, δ/2) ̸= S(1n, r)] + Pr
r∼{0,1}p(n),B,S2

[B(S2(r; n, δ/2); n, δ) ̸= L(S2(r; n, δ/2))]

≤ δ/2 + Pr
r∼{0,1}p(n),A,S2

[
A

(
S2(r; n, δ/2);

〈
n, 2δ−1〉

, δ/2
)

̸= L(S2(r; n, δ/2))
]

≤ δ,

which implies that (L, D) ∈ HeurBPP. ◀
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▶ Corollary 19. If PH × {U} ⊆ HeurBPP, then there exists no PH-computable pseudorandom
generator

G =
{

Gn : {0, 1}n → {0, 1}n+c log n
}

n∈N

secure against BPP infinitely often.

Proof. Consider the family D of distributions {Dn}n∈N such that Dn is the distri-
bution of Gn(Un) with probability 1

2 and Un+c log n with probability 1
2 . Let L :={

G|z|(z)
∣∣ z ∈ {0, 1}∗ }

∈ PH. Since D ∈ PSampPH, it follows from Lemmas 4 and 18
that there exists a randomized heuristic scheme A for (L, D) such that for every n ∈ N and
every δ−1 ∈ N,

Pr
x∼Dn,A

[A(x; n, δ) ̸= L(x)] ≤ δ.

Fix an integer n ∈ N. Below, for δ := 1
8 , we claim that A(-; n, δ) is a distinguisher for Gn.

For simplicity, we write A(-) instead of A(-; n, δ). By the definition of L and D, we obtain

1
2 · Pr

z∼{0,1}n,A
[A(Gn(z)) ̸= 1] + 1

2 · Pr
x∼{0,1}n+c log n,A

[A(x) ̸= L(x)] ≤ δ.

Therefore, we have

Pr
z∼{0,1}n,A

[A(Gn(z)) = 1] ≥ 1 − 2δ

and

Pr
x∼{0,1}n+c log n,A

[A(x) = 1] ≤ Pr
x,A

[x ∈ L] + Pr
x,A

[A(x) ̸= L(x)] ≤ n−c + 2δ.

Thus, we conclude that

Pr
z∼{0,1}nA,

[A(Gn(z)) = 1] − Pr
x∼{0,1}n+c log n,A

[A(x) = 1] ≥ 1 − 4δ − n−c ≥ 1
4 . ◀

5.2 Pseudorandom Generators from Uniform Hardness
Trevisan and Vadhan [41] introduced a notion of advice (denoted by “//”) that can depend
on the internal randomness of a randomized algorithm. Here, we apply the notion to an
error-prone randomized algorithm.

▶ Definition 20. For a function δ : N → [0, 1] and a distributional problem (L, D), we say
that (L, D) ∈ HeurδBPP//log if there exist a polynomial p, a deterministic polynomial-time
algorithm A, and an advice function α : {0, 1}∗ → {0, 1}∗ such that |α(r)| ≤ O(log |r|) for
every r ∈ {0, 1}∗ and for any n ∈ N,

Pr
r∼{0,1}p(n)

[
Pr

x∼Dn

[A(x, r, α(r)) ̸= L(x)] ≤ δ(n)
]

≥ 1
2 .

▶ Fact 21. The success probability 1
2 in Definition 20 can be amplified to 1 − 2−p(n) for

every polynomial p.

Proof Sketch. Let A be the deterministic polynomial-time algorithm and α be the advice
function as in Definition 20. Define an algorithm A′ that takes random bits r1, . . . , rp(n) and
an advice string (a, i) as input and outputs A(x, ri, a). With probability at least 1 − 2−p(n)
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over a random choice of r1, . . . , rp(n), there exists some i ∈ [p(n)] such that A(-, ri, α(ri))
and L(-) are close to each other. We define a new advice function α′ that indicates such an
index i ∈ [p(n)] as well as α(ri). Then, A′ satisfies the property that

Pr̄
r

[
Pr

x∼Dn

[A′(x, r̄, α′(r̄)) ̸= L(x)] ≤ δ(n)
]

≥ 1 − 2−p(n),

where r̄ = (r1, . . . , rp(n)). ◀

We show that a logarithmic amount of advice can be removed when computing DistPH.

▶ Theorem 22. If DistPH ⊆ Heurn−cBPP//log for every constant c > 0, then DistPH ⊆
HeurBPP.

Proof. By induction on k, we prove that DistΣp
k ⊆ Heurn−c′ BPP for every k ∈ N and every

constant c′. (Note that this is sufficient because of Lemma 4.) The claim is obvious when
k = 0 because Σp

0 = P. Consider k ≥ 1. Let (L, D) ∈ DistΣp
k. Since Σp

k = ∃ · Πp
k−1, there

exists a language L′ ∈ Πp
k−1 such that for some polynomial p, for every x ∈ {0, 1}∗,

if x ∈ L, then (x, y) ∈ L′ for some y ∈ {0, 1}p(|x|) and
if x ̸∈ L, then (x, y) ̸∈ L′ for every y ∈ {0, 1}p(|x|).

We use the search-to-decision reduction of [43, 3] to find a certificate y ∈ {0, 1}p(|x|).
Specifically, Valiant and Vazirani [43] showed that there exists a randomized nonadaptive
oracle polynomial-time algorithm R that takes x as input and oracle access to some problem
L1 ∈ Σp

k and outputs a list Y ⊆ {0, 1}p(|x|) of strings such that if x ∈ L then (x, y) ∈ L′ for
some y ∈ Y with probability at least 1 − 2−|x|d over a coin flip sequence of R, where d is an
arbitrary constant. (We emphasize that it may be infeasible to check whether (x, y) ∈ L′

because L′ is not necessarily in P. By allowing the reduction R to output a list of candidate
certificates, the success probability of R can be amplified by repetition and can be assumed
to be exponentially close to 1.)

Let c be an arbitrary large constant such that the running time of R is at most nc/2. Let
Q be the query distribution of R. Since (L1, Q ◦ D) ∈ DistΣp

k ⊆ Heurn−cBPP//log, there exist
a polynomial p′, an advice function α1 : {0, 1}∗ → N and a deterministic polynomial-time
algorithm A1 such that for every n ∈ N,
1. α1(r) ∈ [p′(n)] for every r ∈ {0, 1}p′(n) and
2. with probability at least 1 − 2−n over r ∼ {0, 1}p′(n), it holds that

Pr
q∼Q◦Dn

[A1(q, r, α1(r)) ̸= L1(q)] ≤ n−c.

Let A be a randomized algorithm that takes (x, r, a) as input and simulates RA1(-,r,a)(x) to
compute a list Y of candidate certificates and outputs Y . Since RL1(x) outputs a correct
list with high probability, by a union bound, with probability at least 1 − 2−n+1 over
r ∼ {0, 1}p′(n) and a coin flip sequence of R, it holds that

Pr
x∼Dn

[L′(x, y) ̸= L(x) for every y ∈ A(x, r, α1(r)) ] ≤ n−c · nc/2 ≤ n−c/2. (7)

Consider a family D′ of distributions {D′
n}n∈N such that D′

n is the distribution of (x, y)
such that x ∼ Dn, r ∼ {0, 1}p(n), a ∼ [p′(n)], Y := A(x, r, a), and y ∼ Y . By induction
hypothesis, we obtain (L′, D′) ∈ DistΠp

k−1 ⊆ HeurδBPP, where δ(n) := n−c/p′(n). Let B be
a randomized heuristic algorithm for (L′, D′).
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We are ready to describe a randomized heuristic algorithm C that witnesses (L, D) ∈
Heurn−c′ BPP. The algorithm C(x; n) picks r ∼ {0, 1}p′(n) and outputs 1 if and only if
B(x, y; n) = 1 for some y such that y is in the list produced by A(x, r, a) for some a ∈ [p′(n)].

We prove the correctness of C. Specifically, for every n ∈ N, we claim that

Pr
x∼Dn,C

[C(x; n) ̸= L(x)] ≤ n−c′
.

By the definition of B, we have

Pr
(x,y)∼D′

n,B
[B(x, y; n) ̸= L′(x, y)] ≤ δ(n).

Using the definition of D′
n and a union bound, we obtain

Pr
x∼Dn,r∼{0,1}p′(n),B

[B(x, y; n) ̸= L′(x, y) for some y ∈ A(x, r, a) and some a ∈ [p′(n)] ]

≤ δ(n) · p′(n) · nc/2 ≤ n−c/2.

Combining this with Equation (7), with probability at least 1 − 2n−c/2 − 2−n+1 over x ∼ Dn,
r ∼ {0, 1}p′(n), and the internal randomness of B, we have B(x, y; n) = L′(x, y) for every
y ∈ A(x, r, a) and every a ∈ [p′(n)] and L′(x, y) = L(x) for some y ∈ A(x, r, a). Under
this event, if x ∈ L, then there exist some a := α1(r) and some y ∈ A(x, r, a) such that
B(x, y; n) = L′(x, y) = 1; thus, C accepts. If x ̸∈ L, then for every a and every y ∈ A(x, r, a),
we have B(x, y; n) = L′(x, y) = 0; thus, C rejects. Therefore, the success probability of C is
at least 1 − 2n−c/2 − 2−n+1, which is at least 1 − n−c′ by choosing c := 3c′. ◀

Using the powerful notion of “//” advice, we present a pseudorandom generator construc-
tion based on a uniform hardness assumption.

▶ Lemma 23. Let c > 0 be a constant. If there exists no PH-computable pseudorandom
generator

G =
{

Gn : {0, 1}n → {0, 1}n+c log n
}

n∈N

secure against BPP infinitely often, then PH × {U} ⊆ Heurn−dBPP//log for every constant d.

Proof. Let f ∈ PH. Fix an input length n ∈ N. Let t := nd+1. Let k ∈ N be a parameter
such that c log(tnk) ≤ k and k = O(log n). Let f⊕t(x1, . . . , xt) = f(x1) ⊕ · · · ⊕ f(xt). We
define G : {0, 1}tnk → {0, 1}tnk+k to be a “k-wise direct product generator” [17]: Specifically,
let

G(z1, . . . , zk) := (z1, . . . , zk, f⊕t(z1), . . . , f⊕t(zk)),

where zi ∈ {0, 1}tn for each i ∈ [k].
Since G maps a seed of length tnk to a string of length tnk + k ≥ tnk + c log(tnk), by

assumption, G is not secure against BPP infinitely often. That is, there exists a randomized
polynomial-time algorithm A such that for some polynomial p, for all large n ∈ N,∣∣∣∣ Pr

w,A
[A(w) = 1] − Pr

z̄,A
[A(G(z)) = 1]

∣∣∣∣ >
1

p(n) , (8)

where w ∼ {0, 1}tnk+k and z̄ ∼ {0, 1}tnk. Using a standard hybrid argument as in [36, 42]
(see also [17]), there exists a deterministic polynomial-time algorithm A′ such that, for some
advice function α, it holds that

Pr
r,z

[
A′(z, r, α(r)) = f⊕t(z)

]
≥ 1

2 + 1
k · p(n) ,
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where z ∼ {0, 1}tn and the length of an advice string α(r) is at most k + 1 (which is used to
specify whether the value inside the absolute function in Equation (8) is positive or negative
and the bits f⊕t(z1), . . . , f⊕t(zk)). Impagliazzo, Jaiswal, Kabanets, and Wigderson [25]
presented an almost uniform version of Yao’s XOR lemma [11] that uses O(log kp(n)) bits
of advice: They showed that A′ can be converted into an algorithm B such that with high
probability over a random choice of r′, it holds that

Pr
x∼{0,1}n

[B(x, r′, α′(r′)) = f(x)] ≥ 1 − δ,

where δ = O(log(k · p(n))/t) ≤ n−d and |α′(r)| ≤ k + 1 + O(log kp(n)). It follows that
(f, U) ∈ Heurn−dBPP//log. ◀

We observe that the k-wise direct product generator used in Lemma 23 is entropy-
preserving in the sense of [33]. This observation leads to the DistPH-hardness of MINKTPH:

▶ Lemma 24. Let τ(n) = nΩ(1) be a function. If MINKτ,PH[n − log n] × {U} ⊆ HeurBPP,
then PH × {U} ⊆ Heurn−dBPP//log for every constant d.

Proof. We consider the same settings as Lemma 23: Let f ∈ PH and fix an input length n ∈ N.
Let t := nd+1. Let k = O(log n) be a parameter chosen later. We define G : {0, 1}tnk →
{0, 1}tnk+k such that

G(z1, . . . , zk) := (z1, . . . , zk, f⊕t(z1), . . . , f⊕t(zk)),

where zi ∈ {0, 1}tn for each i ∈ [k]. It is sufficient to prove that there exists a randomized
polynomial-time algorithm A such that for all large n ∈ N,

Pr
z,A

[A(G(z)) = 1] − Pr
w,A

[A(w) = 1] ≥ 1
2 ,

where w ∼ {0, 1}tnk+k and z ∼ {0, 1}tnk. (Indeed, the proof of Lemma 23 shows that such an
algorithm A can be converted into an algorithm that witnesses (f, U) ∈ Heurn−dBPP//log.)

Let L := MINKτ,f [n − log n]. Let B be a randomized heuristic scheme for (L, U). Since
f can be computed in polynomial time given oracle access to the oracle f ∈ PH, we have
KnO(1),f (G(z)) ≤ tnk + O(log n) for every z ∈ {0, 1}tnk. We use a padding argument to
reduce the time bound: By choosing a constant c large enough so that nO(1) ≪ τ(nc), we
have Kτ(m),f (G(z) · w) ≤ tnk + nc + O(log n) for every z ∈ {0, 1}tnk and every w ∈ {0, 1}nc ,
where m := tnk + k + nc. This is because each bit of G(z) · w can be efficiently computed
using random access to a description (z, w, t, n, k, c). We also have

Kτ(m),f (G(z) · w) ≤ tnk + nc + O(log n) ≤ m − log m

by choosing k = O(log n) large enough. This implies that G(z) · w ∈ L.
Let D denote the distribution of G(z) · w such that z ∼ {0, 1}tnk and w ∼ {0, 1}nc . For

every y ∈ supp(D), we have D(y) ≤ 2−m2k = 2−mnO(1); thus, D is dominated by Um. Using
the argument of domination, for every δ−1 ∈ N, we obtain

Pr
y∼D,B

[B(y; m, δ) ̸= L(y)] ≤ Pr
B

[B(Um; m, δ) ̸= L(Um)] · nO(1) ≤ δ · nO(1).

Therefore, we have

Pr
z∼{0,1}tnk

w∼{0,1}nc
,B

[B(G(z) · w; m, δ) = 1] = Pr
y∼D,B

[B(y; m, δ) = L(y)] ≥ 1 − δ · nO(1).
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Now, consider a uniform distribution:

Pr
B

[B(Um; m, δ) = 1] ≤ Pr
B

[Um ∈ L] + Pr
B

[B(Um; m, δ) ̸= L(Um)] ≤ 2
m

+ δ.

Let A be a randomized algorithm that takes ω ∈ {0, 1}tnk+k as input, picks w ∼ {0, 1}nc

randomly, and outputs B(ω · w; m, δ), where δ−1 = nO(1) is a sufficiently large polynomial.
Then, the two inequalities above imply that

Pr
A

[A(G(Utnk)) = 1] − Pr
A

[A(Utnk+k) = 1] ≥ 1
2

as desired. ◀

While we focused on solving PH with respect to the uniform distribution, this does not
lose the generality:

▶ Lemma 25. If PH × {U} ⊆ Heurn−cBPP//log for every constant c, then DistPH ⊆
Heurn−cBPP//log for every constant c.

Proof Sketch. This follows from the work of Impagliazzo and Levin [26] (see also Lemma 4),
which shows that the uniform distribution is a hardest distribution for NP (as well as PH).
We sketch a proof below. Under the assumption, it can be shown that there exists no one-way
function: Indeed, the assumption that NP × {U} ⊆ Heurn−cBPP//log implies that there
are polynomially many polynomial-time algorithms one of which is guaranteed to invert a
given function (each algorithm is assigned one advice string of length O(log n)). Whether a
one-way function is successfully inverted or not can be verified in polynomial time; thus, we
obtain a (single) polynomial-time algorithm that inverts any one-way function. Impagliazzo
and Luby [27] showed that if there is no one-way function, then there is no distributional
one-way function. Impagliazzo and Levin [26] (see also [6]) showed that using an inverter for
a distributional one-way function, every distributional problem (L, D) ∈ DistPH reduces to
(L′, U) ∈ PH × {U} ⊆ Heurn−cBPP//log. ◀

Finally, we show that the non-uniform and uniform complexities of PH are equivalent if
every tally language in PH is easy.

▶ Lemma 26. If every tally language in PH is in BPP, then for every language L ∈ PH, it
holds that (L, U) ∈ HeurP/poly implies (L, U) ∈ HeurBPP.

Proof. The idea is to find the lexicographically first circuit that computes the distributional
problem (L, U), which can be formulated as a tally language in PH.

Using approximate counting [40], there exists a language A ∈ PH such that for every
string c that encodes an n-input circuit C and for every parameter δ−1 ∈ N,

Prx∼Un
[C(x) ̸= L(x)] ≤ δ/4 implies that (c, δ−1) ∈ A, and

Prx∼Un
[C(x) ̸= L(x)] ≥ δ/2 implies that (c, δ−1) ̸∈ A.

Let p be some large polynomial. For every (n, δ−1) ∈ N2, let cn,δ be the lexicographically first
string c such that c encodes a circuit C of size p(n/δ) such that (C, δ−1) ∈ A. By choosing p

large enough, such a string c is guaranteed to exist because (L, U) ∈ HeurP/poly.
Consider a tally language T ⊆ {1}∗ defined as follows: 1N ∈ T if and only if N =〈

n, δ−1, i
〉

for some (n, δ−1, i) ∈ N3 and the i-th bit of the description of cn,δ is 1. (For
simplicity, we assume that a circuit is encoded by a prefix-free encoding.) Since A ∈ PH, we
also have T ∈ PH. By the assumption that every tally language in PH is in BPP, we obtain
that T ∈ BPP; let MT be the BPP algorithm that computes T .
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Now we present a HeurBPP algorithm M for (L, U). On input (x; n, δ), M first computes
cn,δ by running MT on inputs 1⟨n,δ−1,i⟩ for all i, computes a circuit C represented by cn,δ,
and outputs C(x). We may assume that the algorithm M successfully computes cn,δ with
probability 1 − δ/2. By the property of A, the probability that C(x) ̸= L(x) over x ∼ Un is
at most δ/2. Overall, the error probability of M is at most δ. ◀

5.3 Putting It Together
We now exclude the uniform version of PH Pessiland.

▶ Theorem 27 (Excluding PH Pessiland – the uniform case). For every function t : N → N
such that nϵ ≤ t(n) ≤ n1/ϵ for all large n ∈ N, where ϵ > 0 is an arbitrary constant, the
following are equivalent.
1. PH × {U} ̸⊆ HeurBPP.
2. MINKt,PH[n − log n] × {U} ̸⊆ HeurBPP.
3. DistPH ̸⊆ HeurBPP.
4. PH × PSampPH ̸⊆ HeurBPP.
5. PH × {U} ̸⊆ Heurn−cBPP//log for some constant c.
6. There exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+1}
n∈N secure against BPP infinitely often.

7. For every constant c, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}n+c log n
}

n∈N

secure against BPP infinitely often.
8. Either for every constant c > 1, there exists a PH-computable pseudorandom generator

G =
{

Gn : {0, 1}n → {0, 1}nc
}

n∈N

secure against BPP infinitely often, or there exists a tally language L in PH such that
L ̸∈ BPP.

Proof.
(Item 1 ⇒ 3) (Item 3 ⇒ 4) These are evident from the definitions.
(Item 4 ⇒ 5) This follows by combining Theorem 22 and Lemmas 18 and 25.
(Item 5 ⇒ 7) This is Lemma 23.
(Item 7 ⇒ 6) Given a pseudorandom generator Gn : {0, 1}n → {0, 1}n+c log n, we define

G′
n : {0, 1}n → {0, 1}n+1

so that G′
n(z) is the first n + 1 bits of Gn(z) for every z ∈ {0, 1}n. It is easy to see that

G′ = {G′
n}n∈N is a PH-computable pseudorandom generator secure against BPP infinitely

often.
(Item 6 ⇒ 1) This is Corollary 19.
(Item 5 ⇒ 2) This is Lemma 24.
(Item 2 ⇒ 1) This follows from the fact that MINKt,PH[n − log n] ⊆ NPPH = PH.
(Item 8 ⇒ 4) If there exists a PH-computable pseudorandom generator, then PH × {U} ̸⊆

HeurBPP by Corollary 19. Otherwise, there exists a tally language L in PH \ BPP, in which
case (L, T ) is a distributional problem in PH × PSamp but not in HeurBPP. Here, T is the
family of distributions {Tn}n∈N such that Tn is the singleton distribution on 1n.

(Item 4 ⇒ 8) We prove the contrapositive. The assumption that there exists no PH-
computable pseudorandom generator implies that PH × {U} ⊆ HeurP/poly by Corollary 16.
Using Lemma 26, we obtain that PH × {U} ⊆ HeurBPP. ◀
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