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ABSTRACT
The ability to verifiably retrieve transaction or state data stored off-

chain is crucial to blockchain scaling techniques such as rollups or

sharding. We formalize the problem and design a storage- and com-

munication-efficient protocol using linear erasure-correcting codes

and homomorphic vector commitments. Motivated by application

requirements for rollups, our solution Semi-AVID-PR departs from

earlier Verifiable Information Dispersal schemes in that we do not

require comprehensive termination properties. Compared to Data

Availability Oracles, under no circumstance do we fall back to

returning empty blocks. Distributing a file of 22MB among 256

storage nodes, up to 85 of which may be adversarial, requires in

total ≈ 70MB of communication and storage, and ≈ 41 s of single-

thread runtime (< 3 s on 16 threads) on an AMD Opteron 6378

processor when using the BLS12-381 curve. Our solution requires

no modification to on-chain contracts of Validium rollups such

as StarkWare’s StarkEx. Additionally, it provides privacy of the

dispersed data against honest-but-curious storage nodes. Finally,

we discuss an application of our Semi-AVID-PR scheme to data

availability verification schemes based on random sampling.

1 INTRODUCTION
1.1 Rollups
Ethereum, like many blockchains, suffers from poor transaction

throughput and latency. To address this issue, various consensus-

layer and off-chain scalingmethodswere introduced.While consensus-

layer solutions such as sharding [20, 21] or multi-chain protocols

[3, 33] aim at improving the base blockchain protocol, off-chain

‘layer 2’ solutions such as payment channels [11, 25] and rollups

[17, 23] aim at moving transaction processing and storage off-chain.

The base blockchain then serves only as a trust anchor, rollback

prevention mechanism, and arbitrator in case of misbehavior and

disputes among participants. Rollups in particular introduce an

on-chain smart contract representing certain application logic, to

and from which rollup users can transfer funds to enter and exit

the rollup, and who watches over proper execution of the state

machine that describes the rollup’s application logic. Rollup users

appoint an operator whose role is to execute the contract’s state

machine and keep track of updated state such as users’ balances.

For this purpose, the operator collects transactions issued by users

and executes them off the main chain, but periodically posts a state

snapshot to the main chain in order to irrevocably confirm transac-

tion execution and, thus, inherit the main chain’s safety guarantee.

To ensure liveness, rollup users need to be able to enforce applica-

tion logic and to exit the rollup with their funds, even if the rollup

operator turns uncooperative. To this end, if a user presents proof

of their balance according to the latest state snapshot, then the

on-chain contract will pay out their funds to the user and thus

enforce the user’s exit. Rollup designs differ in two crucial aspects.
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Figure 1: Layer 2 and rollup projects grouped into four
categories according to how validity of state transitions
and data availability are ensured (fraud/validity proofs vs.
data storage on/off chain). Source: https://ethereum.org/en/
developers/docs/scaling/, https://twitter.com/vitalikbuterin/
status/1267455602764251138

First, how to ensure that the state is only updated in accordance

with the application logic. Second, how to guarantee that users are

able to exit even if the operator turns malicious and withholds the

information necessary for users to prove their balances on-chain.

1.2 State Integrity and Data Availability
Rollup designs can be grouped into four categories, as illustrated in

Figure 1, according to how they ensure validity of state transitions

and availability of transaction information. For the problem of

ensuring that application logic is followed, one approach is to use

fraud proofs: anyone can re-execute the application logic on the

inputs at hand and check that the state transitions are correct. If

they are not, they present proof of a fraudulent state transition to

the on-chain contract which will step in as an arbitrator and enforce

application logic. Rollups using fraud proofs are called optimistic
rollups. A second approach is based on validity proofs, where instead
of detecting fraud after the fact, fraud is prevented from the get-go

by requiring the operator to provide cryptographic proof [5, 14] of

proper state update. This approach is used in zk-rollups.
To ensure that rollup users are able to track proper execution

of application rules and to prove their balances, there are again

two approaches. The relevant information could be made available

either on the main chain, perhaps in a condensed form, or stored off

the main chain but with some credible assurance that the data is in

fact available for users to retrieve. For the latter purpose, Validium
rollups, i.e., zk-rollups with off-chain storage such as StarkWare’s

‘StarkEx’, introduce a committee of trusted storage nodes. This way,

Validium rollups avoid both the settlement delays introduced by

fraud proofs’ dispute period, and the cost and scalability bottle-

neck of on-chain data storage; making them a promising rollup

construction and attractive subject of study. For the normal oper-

ating mode of a Validium rollup see Figure 2. The rollup operator

deposits a copy of the relevant data with each storage node, who
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Figure 2: Normal operating mode of a Validium rollup, i.e., a
zk-rollup with off-chain storage: 1 Rollup operator collects
transactions from rollup users. 2 Transactions are executed
by operator off-chain and new state of rollup is calculated.
3 Transaction and state data is dispersed to storage nodes by
operator. 4 Storage nodes confirm receipt. Operator collects
sufficient number of confirmations into certificate of data
retrievability. 5 Operator sends commitment to state and
certificate of retrievability to main chain. 6 State snapshot
and certificate of retrievability are verified and if valid ac-
cepted by main chain.

in turn confirm receipt. A valid state snapshot is accepted by the

main chain only if enough storage nodes have confirmed receipt

of the corresponding full data. As long as enough storage nodes

remain honest and available, rollup users can always turn to them

to obtain the data necessary to prove fraud or balances, should the

rollup operator withhold it.

This solution, however, is not communication- or storage-efficient.

The operator has to send a copy of the entire data to every storage

node which in turn stores an entire copy. Therefore, this solution is

not scalable and works only for a relatively small number of storage

nodes (e.g., a current application of the StarkWare Validium rollup

uses 8 storage nodes [15]), which leads to heavy centralization.

Furthermore, the privacy of user data is violated, as storage nodes

can view the entire state.

1.3 Information Dispersal with Provable
Retrievability

A more communication- and storage-efficient solution is provided

by Verifiable Information Dispersal (VID) as embodied by Asynchro-

nous Verifiable Information Dispersal (AVID [9]) and its successors

AVID-FP [16] and AVID-M [32]. Generally speaking, AVID schemes

encode the input data block into chunks and every storage node has

to store only one chunk rather than the full block. The correctness

of the dispersal is verifiable, meaning that the consistency of chunks

is ensured. A VID scheme consists of two protocols, Disperse and
Retrieve, satisfying [16], informally:

(a) Termination. If Disperse(𝐵) is initiated by an honest client,

then Disperse(𝐵) is eventually completed by all honest storage

nodes.

(b) Agreement. If some honest storage node completesDisperse(𝐵),
all honest storage nodes eventually complete Disperse(𝐵).

(c) Availability. If ‘enough’ honest storage nodes completeDisperse(𝐵),
an honest client that initiatesRetrieve() eventually reconstructs
some block 𝐵′.

(d) Correctness. After ‘enough’ honest storage nodes complete

Disperse(𝐵), all honest clients that initiate Retrieve() even-
tually retrieve the same block 𝐵′. If the client that initiated

Disperse(𝐵) was honest, then 𝐵′ = 𝐵.

Although some existing VID schemes can be used to ensure data

availability for rollups, they miss properties that are required for

this application, while having others that are not needed, resulting

in unnecessary complexity (cf. Figure 3). For Validium rollups, it

is crucial that the on-chain rollup contract can verify ( 4 , 5 ) the

retrievability of the underlying data before accepting a new state

update, to ensure that users have access to the data required to

enforce the contract (or be able to exit) on-chain in case of an

uncooperative operator. For this purpose, consistent retrieval of

‘some’ block 𝐵′ ≠ 𝐵 is not enough, the retrievability ( 3 ) of the
original block 𝐵 needs to be ensured. Oppositely, comprehensive

termination properties ( 2 ) such as Termination and Agreement are

not needed, and some VID schemes (here AVID) provide properties

exceeding VID that are not required for the rollup application ( 1 ).

We introduce the concept of Semi-AVID with Provable Retrievabil-
ity (Semi-AVID-PR) to capture the requirements in the rollup ap-

plication. Besides Disperse and Retrieve, a Semi-AVID-PR scheme

provides Commit to succinctly and unequivocally identify data

blocks and Verify to verify certificates of retrievability.

Definition (Semi-AVID-PR Security (Informal), cf. Definition 3.2).
If 𝑓 ≤ 𝑡 nodes are Byzantine, then the Semi-AVID-PR scheme provides:
(a) Commitment-Binding. Commit is a binding deterministic

commitment to a block of data.
(b) Correctness. If an honest client initiatesDisperse(𝐵), then even-

tually it obtains a valid certificate of retrievability forCommit(𝐵).
(c) Availability. If an honest client invokes Retrieve(𝑃,𝐶) with

a valid certificate of retrievability 𝑃 for commitment 𝐶 , then
eventually it obtains a block 𝐵 such that Commit(𝐵) = 𝐶 .

Note that availability is ensured even for certificates of retriev-

ability generated under adversarial dispersal (i.e., malicious rollup

operator).We provide formal game-based definitions of commitment-

binding (cf. Definition 1) and availability (cf. Definition 2).

We propose a construction for a communication- and storage-

efficient Semi-AVID-PR scheme with practical computational cost,

which is compatible with the established on-chain smart contracts

of and thus can be readily adopted for existing Validium rollups, e.g.,
such as StarkWare’s StarkEx. Our construction relies on a collision-

resistant hash function, unforgeable signatures, and a deterministic

homomorphic vector commitment. We provide a reduction-based

security proof. A high-level illustration ofDisperse of our scheme is

provided in Figure 4. In our protocol, the rollup operator computes

2
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AVID [9]

1 2 3 ( 4 )
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2 3 ( 4 )

ACeD [29] 2 5

APDB [22] 4

AVID-M [32] 2 ( 4 )
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(this work)
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Figure 3: Related protocols and supported properties: 1 Re-
trieval from any sufficiently large set of storage nodes 2

Comprehensive termination guarantees 3 Retrievability
guaranteed 4 Issues certificates of retrievability 5 Dispersal
verifiable on-chain
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Figure 4: Dispersal in our Semi-AVID-PR scheme. 1 Client
arranges data in matrix and computes vector commitments
of columns. 2 Client encodes data row-wise (same code for
each row). 3 Commitments and chunk 𝑖 are sent to storage
node 𝑖. 4 If chunk 𝑖 is consistent with commitments, storage
node confirms receipt. 5 Enough acknowledgements form
certificate of retrievability.

commitments to chunks of the initial data and encodes it using an

erasure-correcting code. Encoded chunks are dispersed among the

storage nodes along with the commitments. Similarly to AVID-FP,

the commitments allow storage nodes to verify the consistency of

their local chunk with the file for which they are about to acknowl-

edge the receipt of a chunk. If their chunk is consistent, a storage

node confirms receipt to the operator. Upon collecting enough con-

firmations, the operator can produce a certificate of retrievability

for the respective file, which is later verified by the main chain

before accepting the new state snapshot. Additional blinding can be

used in our scheme to provide privacy against honest-but-curious

storage nodes. Finally, the core construction of our scheme can

be used to derive a data availability verification scheme based on

random sampling with practical computational requirements.

1.4 Related Work
The AVID protocol [9] satisfies not only the VID properties, but fur-

thermore guarantees that eventually a dispersed file can be retrieved

from any subset containing 𝑘 honest storage nodes (cf. Figure 3, 1 ),

rather than from only some subset that can be identified from the

certificate of retrievability, as for Semi-AVID-PR (following earlier

successors of AVID which also dispense with this excess guarantee).

This is achieved by an additional round of echoing chunks which

leads to a high communication cost for AVID (cf. Table 1), whose
communication complexity is 𝑂 (𝑛 |𝐵 | + 𝑛3𝜆), with block size |𝐵 |,
number of storage nodes 𝑛, and 𝜆-bit security parameter of the

underlying cryptographic primitives. Our Semi-AVID-PR scheme’s

communication and storage complexity is 𝑂 ( |𝐵 | + 𝑛2𝜆).
AVID-FP [16], a successor of AVID, brings the communication

complexity to 𝑂 ( |𝐵 | + 𝑛3𝜆) using homomorphic fingerprinting (as

in our Semi-AVID-PR scheme) so that storage nodes can verify their

chunks without echoing them. Since chunks can be verified, retriev-

ability is guaranteed ( 3 ). A round of AVID (with the fingerprints)

is still used to achieve comprehensive termination properties ( 2 ).

A recent advancement of VID, AVID-M [32], improves the com-

munication complexity to 𝑂 ( |𝐵 | + 𝑛2𝜆) by reducing the size of

fingerprints using Merkle trees [24]. However, chunks cannot be

verified anymore, and AVID-M retrieves as empty block any data

that was maliciously encoded during dispersal, so that retrievabil-

ity is no longer guaranteed. This makes AVID-M less suitable for

application to rollups. The situation is similar for Data Availability

Oracles (DAOs) such as ACeD [29], and for Asynchronous Provable

Dispersal Broadcast (APDB), the primitive implemented by the dis-

persal sub-protocol of Dumbo-MVBA [22]. If a block was invalidly

encoded during dispersal by a malicious client, then AVID-M, DAOs

and APDB ensure consistency across retrieving clients, but no guar-

antee is provided about how the retrieved content relates to the

‘dispersed content’. In contrast, for Semi-AVID-PR, Commit links
available dispersed content and retrieved content, and thus en-

sures that data availability and state transition integrity operate on

the same content. We think of exhibiting Commit as the ‘interface’
where data availability and state transition integrity ‘come together’

in the rollup application as a key contribution of this work.

DAOs and protocols from the VID family differ in terms of how

the rollup’s on-chain contract can verify completion of the dispersal.

Semi-AVID-PR issues certificates of retrievability ( 4 ) that can be

independently verified (e.g., by a smart contract), similar to Dumbo-

MVBA’s dispersal where the dispersing client produces a ‘lock

proof’ consisting of a quorum of signatures from storage nodes

attesting to having received their respective chunks of the dispersed

data. AVID, AVID-FP and AVID-M can readily be extended with

such functionality. DAOs report data availability directly on-chain

via a smart contract ( 5 ). Since AVID, AVID-FP and AVID-M all

perform a round of VID to achieve comprehensive termination

properties, the AVID family is limited to an adversarial resilience

𝑡 < 𝑛/3, in contrast to 𝑡 < 𝑛/2 for Semi-AVID-PR, APDB and ACeD.

Unlike proofs of retrievability [8] and proof of replication [13],

the goal in this work is not to test whether a storage system has

custody of certain intact data and/or whether a storage system

actually delivers the data upon request, as would arguably be the

starting point to study how to incentivize data storage and retrieval

in the honest-but-rational model resulting from open-participation

systems, a surely interesting problem in its own right. Rather, we

leave incentives for future work, and focus in this work on com-

munication, storage, and compute efficient dispersal in the setting

of honest vs. Byzantine participants, where honest nodes follow

the protocol as specified. In practice, for Validium rollups, earlier
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dispersed data becomes deprecated as state/transaction information

is ‘overwritten’ by later dispersed data, so that honest storage nodes

are only required to make available the data of recent dispersals

(on the order of days or weeks).

Sampling Based Data Availability Checks. The data availability
problem is not unique to rollups, but arises in other scaling ap-

proaches such as sharding or light clients as well. Solutions like

[1, 34] provide interactive protocols based on random sampling of

chunks of erasure-coded data. A block is deemed available if all

randomly sampled chunks are available, with the assumption being

that if enough nodes’ random queries are answered, then enough

chunks are available to restore the block. However, this interactive

technique is not feasible for rollups since the on-chain contract

cannot engage in random sampling to convince itself of data avail-

ability. Instead, the assurance of data availability could either be

made on-chain (as by Data Availability Oracles) or in the form of

a verifiable certificate of retrievability. However, techniques from

our Semi-AVID-PR scheme can be used to obtain a data availability

check where the consistency of a randomly sampled chunk can be

efficiently verified, obviating fraud proofs for invalid encoding [1].

1.5 Outline
Cryptographic essentials and erasure-correcting codes are reviewed

in Section 2. Model and formal properties of Semi-AVID-PR for the

application in rollups are introduced in Section 3. We describe our

Semi-AVID-PR protocol in Section 4 and prove its security in Sec-

tion 5. Use of blinding to protect privacy of dispersed data against

honest-but-curious storage nodes is discussed in Section 6. An

evaluation of computational cost and storage- and communication-

efficiency in comparison to other schemes is discussed in Section 7.

We close with comments on an application of techniques of our

Semi-AVID-PR scheme to data availability sampling in Section 8.

2 PRELIMINARIES
In this section, we briefly recapitulate tools from cryptography and

erasure-correcting codes used throughout the paper.

2.1 Basics & Notation
Let G be a cyclic group (denoted multiplicatively, i.e., with group

operation ‘·’) of prime order 𝑝 ≥ 2
2𝜆

with generator 𝑔 ∈ G, where 𝜆
denotes the security parameter used subsequently for all primitives.

The function 𝐻 (𝑥) ≜ 𝑔𝑥 is a bijection between the finite field Z𝑝
(i.e., integers modulo 𝑝) and G. It has the linear homomorphism
property which this paper makes ample use of:

∀𝑛 ≥ 1 : ∀𝑐1, ..., 𝑐𝑛 ∈ Z𝑝 : ∀𝑥1, ..., 𝑥𝑛 ∈ Z𝑝 :

𝐻

(
𝑛∑︁
𝑖=1

𝑐𝑖𝑥𝑖

)
=

𝑛∏
𝑖=1

𝐻 (𝑥𝑖 )𝑐𝑖 (1)

A hash function HF = (Gen,H), see Definition B.1, is collision
resistant if for any probabilistic poly-time (PPT) adversary A there

exists a negligible function negl(.) such that

Pr

(
CFGHF,A (𝜆) = true

)
≤ negl(𝜆), (2)

where CFGHF,A (𝜆) is the collision finding game recapitulated in

Alg. 13. We use CRHF𝑠 (𝑥) ≜ HF.H𝑠 (𝑥) as a notational shorthand.

A signature scheme Sig = (KeyGen, Sign,Verify), see Defini-

tion B.2, is secure under existential forgery if for any PPT adversary

A there exists a negligible function negl(.) such that

Pr

(
EFGSig,A (𝜆) = true

)
≤ negl(𝜆), (3)

where EFGSig,A (𝜆) is the existential forgery game of Alg. 12.

We denote by [𝒙]𝑖 the 𝑖-th entry of a vector 𝒙 , by [𝑿 ]𝑖 the 𝑖-
th column of a matrix 𝑿 , and by [𝑛] ≜ {1, ..., 𝑛}. In algorithms,

Π[𝑓 (.)/𝑔(.)] denotes substitution of 𝑓 (.) for 𝑔(.) in the code of Π.

2.2 Reed-Solomon Codes
A linear (𝑛, 𝑘)-code is a linear mapping Z𝑘𝑝 → Z𝑛𝑝 with 𝑛 ≥ 𝑘 . It can

be represented by a 𝑘 × 𝑛 generator matrix 𝑮 , with the encoding

operation then 𝒄⊤ = 𝑮 .Encode(𝒖⊤) ≜ 𝒖⊤𝑮 to obtain a length-𝑛

row vector of codeword symbols 𝒄⊤ from a length-𝑘 row vector of

information symbols 𝒖⊤.
A linear code is maximum distance separable (MDS) if any 𝑘

columns of its generator matrix 𝑮 are linearly independent, i.e.,
any 𝑘 × 𝑘 submatrix of 𝑮 is invertible. Thus, any set of codeword

symbols 𝑐𝑖 𝑗 from𝑘 distinct indices 𝑖 𝑗 can be used to uniquely decode

using the relation induced by the encoding 𝒄⊤ = 𝒖⊤𝑮 ,

𝒖⊤
[
𝒈𝑖1 ... 𝒈𝑖𝑘

]︸         ︷︷         ︸
≜ ˜𝑮

!

=
[
𝑐𝑖1 ... 𝑐𝑖𝑘

]︸        ︷︷        ︸
≜𝒄̃⊤

⇐⇒ 𝒖⊤ = 𝑮 .Decode(((𝑖 𝑗 , 𝑐𝑖 𝑗 ))𝑘𝑗=1) ≜ 𝒄̃⊤ ˜𝑮
−1
, (4)

where 𝒈𝑖 corresponds to the 𝑖-th column of the generator matrix 𝑮 .
Reed-Solomon codes [28] are an important class of MDS codes.

Here, an information vector 𝒖⊤ is associated with a polynomial

𝑈 (𝑋 ) = ∑𝑘
𝑗=1 [𝒖⊤]𝑖𝑋 𝑖−1

and the codeword vector is obtained by

evaluating 𝑈 (𝑋 ) at 𝑛 distinct locations 𝛼1, ..., 𝛼𝑛 , such that 𝒄⊤ =

(𝑈 (𝛼1), ...,𝑈 (𝛼𝑛))⊤. This corresponds to a generator matrix 𝑮RS

with columns 𝒈
RS,𝑖 = (𝛼0𝑖 , ..., 𝛼

𝑘−1
𝑖
).

2.3 Linear Vector Commitment Schemes
Adeterministic vector commitment (VC) schemeVC = (Setup,Commit,
OpenEntry,VerifyEntry) [10, 24] for vectors of length 𝐿 allows to

commit to an element of Z𝐿𝑝 . Later, the commitment can be com-

pared to the commitment of another vector to check a vector open-

ing, and it can be opened to individual entries of the vector. Ideally,

the proof for the opening of an entry of the vector is short and

computationally easy to generate and verify. For our purposes it

is important that the VC is binding, i.e., a commitment cannot be

opened to values that are inconsistent with the committed vector.

Specifically, we call a VC, see Definition B.3, binding if for any PPT

adversary A there exists a negligible function negl(.) such that

Pr

(
VCBGLVC,A (𝜆) = true

)
≤ negl(𝜆) . (5)

where VCBGLVC,A (𝜆) is the binding game defined in Alg. 14. We

use VC(𝒗) ≜ LVC.Commit(𝒗) as a notational shorthand.
For this manuscript of particular interest are linearly homomor-

phic (also simply called linear) VCs (LVC) with

∀𝛼, 𝛽 ∈ Z𝑝 : ∀𝒗,𝒘 ∈ Z𝐿𝑝 :
Commit(𝛼𝒗 + 𝛽𝒘) = 𝛼Commit(𝒗) + 𝛽Commit(𝒘) . (6)

4
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Kate-Zaverucha-Goldberg (KZG) polynomial commitments [18]

(here the ‘basic’ variant PolyCommitDL of [18] asKZG) can be read-
ily turned into an example linear VC, which we use subsequently

and introduce here briefly. From a vector 𝒖 of length 𝐿 interpolate

a polynomial 𝑈 (𝑋 ) of degree (𝐿 − 1) such that 𝑈 (𝑖) = [𝒖]𝑖 for
𝑖 = 1, ..., 𝐿. Commit to 𝒖 by KZG.Commit(𝑈 ).1 The vector opening
can be verified by recomputing the commitment. The entry [𝒖]𝑖 can
be opened and the opening verified using KZG.CreateWitness and
KZG.VerifyEval for the corresponding𝑈 (𝑋 ) at 𝑋 = 𝑖 , respectively.

To see that the resulting VC’s Commit is linear, consider this.

During trusted setup, KZG.Setup samples 𝑟
R←− Z𝑝 and computes

public parameters (𝑔𝑟 0 , ..., 𝑔𝑟𝐿−1 ). KZG.Commit computes the com-

mitment to a polynomial𝑈 (𝑋 ) of degree (𝐿 − 1) with coefficients

𝛾0, ..., 𝛾𝐿−1 as 𝑔𝑈 (𝑟 ) which, due to the linear homomorphism of

𝐻 (𝑥) = 𝑔𝑥 , can be obtained from the public parameters as

KZG.Commit(𝛾0, ..., 𝛾𝐿−1) = KZG.Commit(𝑈 ) =
𝐿−1∏
𝑗=0

(𝑔𝑟
𝑗

)𝛾 𝑗 . (7)

Since interpolation of coefficients 𝜸 = (𝛾0, ..., 𝛾𝐿−1) of𝑈 (𝑋 ) from a

vector 𝒖 such that𝑈 (𝑖) = [𝒖]𝑖 for 𝑖 = 1, ..., 𝐿 is linear and invertible,

Commit is linear. When using KZG-based LVCs, our protocol in-

herits its trusted setup. Parameters generated in recent ceremonies

can be reused (cf. Zcash’s or Filecoin’s ‘Powers of Tau’ [7]).

3 MODEL
The system under discussion consists of 𝑛 storage nodes 𝑃1, ..., 𝑃𝑛
and some clients. A PPT adversary can corrupt protocol participants

adaptively, i.e., as the protocol execution progresses. Corrupt partic-

ipants surrender their internal state to the adversary immediately

and from thereon behave as coordinated by the adversary. We de-

note by 𝑓 the number of storage nodes corrupted over the course of

the execution, and by 𝑡 the design resilience, i.e., our construction
is parametric in 𝑡 and satisfies the desired security properties in all

executions with 𝑓 ≤ 𝑡 . Protocol participants can send each other

messages (a priori without sender identification) which undergo

delay controlled by the adversary, subject to the constraint that

every message has to arrive eventually. We design a scheme with

the following interface and security properties.

Definition 3.1 (Semi-AVID-PR Syntax). A Semi-AVID (Asynchro-
nous Verifiable Information Dispersal) Scheme with Provable Retriev-
ability (ΠSAVIDPR) consists of two algorithms, Commit and Verify,
and three protocols, Setup, Disperse and Retrieve.

• Setup : 1𝜆 ↦→ (pp, sp
1
, ..., sp𝑛): The protocol Setup is run by a

temporary trusted party and all storage nodes, at the beginning

of time (i.e., before adversarial corruption). It takes as input the
security parameter 1

𝜆
and outputs global public parameters pp,

and local secret parameters sp
1
, ..., sp𝑛 , one per storage node.

The public parameters pp are common knowledge and input

to all other algorithms and protocols. The secret parameters

sp
1
, ..., sp𝑛 are part of the state of a storage node and as such

available to that node during Disperse and Retrieve invocations.
Explicit mention of these inputs is subsequently omitted for

simplicity of notation.

1
The polynomial interpolation can be avoided by preprocessing the public parameters

of KZG to obtain them in the Lagrange polynomial basis.

Algorithm 1 Commitment-binding game (CBG)
against Semi-AVID-PR scheme ΠSAVIDPR =

(Setup,Commit,Disperse,Verify,Retrieve)

1: (pp, sp
1
, ..., sp𝑛) ← Setup(1𝜆) ⊲ Run setup for all parties

2: (𝐵, 𝐵′) ← ACBG (pp, sp1, ..., sp𝑛) ⊲ A can simulate any party
3: return 𝐵 ≠ 𝐵′ ∧ Commit(𝐵) = Commit(𝐵′)

Algorithm 2 Availability game (AvG) with re-

silience 𝑡 against Semi-AVID-PR scheme ΠSAVIDPR =

(Setup,Commit,Disperse,Verify,Retrieve)
1: C ← ∅ ⊲ Bookkeeping of corrupted parties
2: ∀𝑖 ∈ [𝑛] : 𝑃𝑖 ← newΠSAVIDPR (∅) ⊲ Instantiate 𝑃𝑖 as ΠSAVIDPR

with blank state
3: pp← Setup𝑃1,...,𝑃𝑛 (1𝜆) ⊲ Run setup among all parties
4: function Ocorrupt(𝑖) ⊲ Oracle for A to corrupt parties
5: assert 𝑖 ∉ C
6: C ← C ∪ {𝑖} ⊲ Mark party as corrupted
7: return 𝑃𝑖 ⊲ Hand 𝑃𝑖 ’s state to A
8: function Ointeract(𝑖,𝑚) ⊲ Oracle for A to interact with parties
9: assert 𝑖 ∉ C
10: return 𝑃𝑖 (𝑚) ⊲ Execute 𝑃𝑖 on input𝑚, return output to A
11:

(
𝑃,𝐶,

(
Onode
𝑖
(.)

)
𝑖∈C

)
← AO

corrupt (.),Ointeract (.)
AvG (pp) ⊲ A

returns certificate of retrievability 𝑃 , commitment 𝐶 , and oracle
access to corrupted nodes for retrieval

12: 𝐵̂ ← Retrieve𝑃1,...,𝑃𝑛
[
Onode
𝑖
(.)/Query(𝑖, .)

]
𝑖∈C
(𝑃,𝐶) ⊲

During retrieval, interact with corrupted nodes through oracles
13: return |C| ≤ 𝑡

∧ Verify(𝑃,𝐶) = true
∧ Commit(𝐵̂) ≠ 𝐶

⊲ A wins iff: while

corrupting no more than 𝑡 parties, A produces a valid certificate
of retrievability 𝑃 for 𝐶 such that retrieval does not return a file
matching 𝐶

• Commit : 𝐵 ↦→ 𝐶 : The algorithm Commit takes as input a block
𝐵 of data, and returns a commitment 𝐶 to the data.

• Disperse : 𝐵 ↦→ 𝑃 : The protocol Disperse is run by a client and

all storage nodes. It takes as input a block 𝐵 of data at the client,

and outputs ⊥ or a certificate of retrievability 𝑃 for commitment

𝐶 = Commit(𝐵) to the client.

• Verify : (𝑃,𝐶) ↦→ 𝑏 ∈ {true, false}: The algorithm Verify takes
as input a certificate of retrievability 𝑃 and a commitment𝐶 , and

returns true or false, depending on whether the certificate is

considered valid.

• Retrieve : (𝑃,𝐶) ↦→ 𝐵: The protocol Retrieve is run by a client

and all storage nodes. It takes as input a certificate of retriev-

ability 𝑃 and a commitment 𝐶 at the client, and outputs ⊥ or a

block 𝐵 of data to the client.

Definition 3.2 (Semi-AVID-PR Security). A Semi-AVID-PR scheme

ΠSAVIDPR is secure with resilience 𝑡 if for all executions with 𝑓 ≤ 𝑡 :

(1) Commitment-Binding. Commit of ΠSAVIDPR implements a

binding deterministic commitment to a block 𝐵 of data. More
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formally, ΠSAVIDPR is commitment-binding if for any PPT ad-

versary A there exists a negligible function negl(.) such that

Pr

(
CBGΠSAVIDPR,A (𝜆) = true

)
≤ negl(𝜆), (8)

where CBGΠSAVIDPR,A (𝜆) is the commitment-binding game de-

fined in Alg. 1.

(2) Correctness. If an honest client invokes Disperse with a block

𝐵 of data, then eventually it outputs a certificate of retrievability

𝑃 with the property that Verify(𝑃,Commit(𝐵)) = true.
(3) Availability. For a certificate of retrievability 𝑃 and a commit-

ment𝐶 , if Verify(𝑃,𝐶) = true, then if an honest client invokes

Retrieve with 𝑃 and 𝐶 , then eventually it outputs a block 𝐵

of data such that Commit(𝐵) = 𝐶 . More formally, ΠSAVIDPR

provides availability if for any PPT adversary A there exists a

negligible function negl(.) such that

Pr

(
AvGΠSAVIDPR,A (𝜆, 𝑡) = true

)
≤ negl(𝜆), (9)

where AvGΠSAVIDPR,A (𝜆, 𝑡) is the availability game defined in

Alg. 2. (Π[𝑓 (.)/𝑔(.)] denotes replacing 𝑔(.) with 𝑓 (.) in Π.)

A few remarks are due on this formulation. First, note the inter-

play of Commitment-Binding andAvailability. Because of Commitment-

Binding, Availability ensures that any block, for which there is a

valid certificate of retrievability, can be retrieved by honest clients.

This holds even if the certificate was produced adversarially, e.g.,
by a malicious rollup operator tampering with the dispersal.

Unlike earlier formulations of AVID [9, 16, 32], our formula-

tion does not have independent session identifiers. Instead, the

scheme provides a binding commitment scheme which is used to

establish a link between the data in question, invocations of the

dispersal/retrieval protocols, and certificates of retrievability. The

completion of dispersal of a block and the possibility to retrieve

content matching a commitment are tied together through the

Commitment-Binding property of the commitment scheme and can

be proven to a third party using the certificate of retrievability. This

matches the Validium rollup application, where on the one hand

retrievability of content matching a certain commitment needs to

be verifiable on-chain, and on the other hand validity of the block

content is proved and verified with respect to the commitment.

This can also be seen as following the paradigm shift from

location-addressed to content-addressed storage and is particu-

larly suitable for applications such as rollups or sharding where

one wants to succinctly but unequivocally identify what content
is being referenced rather than where to find it. In terms of the

original four properties of AVID schemes [9], our Correctness prop-

erty takes the place of the Termination and Agreement properties,

and our Availability property takes the place of the Availability

and Correctness properties. Above weakenings (hence the name

‘Semi’-AVID) allow us to achieve greater resilience up to 𝑡 < 𝑛/2
rather than 𝑡 < 𝑛/3 as for AVID, AVID-FP or AVID-M.

4 PROTOCOL
We provide a construction Π⋆ of Semi-AVID-PR from a binding

deterministic linear vector commitment scheme LVC, a maximum

distance separable (𝑛, 𝑘)-code Code, a collision resistant hash func-

tion CRHF𝑠 , and a secure digital signature scheme Sig. Our con-
struction satisfies the properties laid out in Section 3 as shown in

Section 5. Moreover, it is storage- and communication-efficient and

Algorithm 3 Π⋆ .Setup(1𝜆)
1: At the trusted party:
2: ppLVC ← LVC.Setup(1𝜆)
3: ppHF ← HF.Gen(1𝜆)
4: At each storage node 𝑖: (pk𝑖 , sk𝑖 ) ← Sig.KeyGen(1𝜆)
5: return pp = (ppLVC, ppHF, pk1, ..., pk𝑛), sp1 = sk1, ..., sp𝑛 =

sk𝑛

Algorithm 4 Π⋆ .Commit(𝐵)
1: 𝑼 ← AsMatrix𝐿×𝑘 (𝐵)
2: (ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 )
3: return CRHF𝑠 (ℎ1∥...∥ℎ𝑘 )

Algorithm 5 Π⋆ .Verify(𝑃,𝐶)

1: 𝑞 ←
��{𝑖 ��∃(𝑖 ↦→ 𝜎) ∈ 𝑃 : Sig.Verify(pk𝑖 , (ack,𝐶), 𝜎) = true

}��
2: if 𝑞 ≥ 𝑞 return true

3: return false

Algorithm 6 Π⋆ .Disperse(𝐵)
1: At the client:
2: 𝑼 ← AsMatrix𝐿×𝑘 (𝐵)
3: (ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 )
4: 𝑪 ← Code.Encode⊗𝐿 (𝑼 )
5: Send (store, (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 ) to all storage nodes 𝑖

6: At storage node 𝑖 upon receiving (store, (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 ):
7:

ˆℎ ← [Code.Encode(ℎ1, ..., ℎ𝑘 )]𝑖
8: if ˆℎ ≠ VC(𝒄𝑖 ) abort
9: 𝐶 ← CRHF𝑠 (ℎ1∥ ...∥ℎ𝑘 )
10: Store 𝐶 ↦→ ((ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 )
11: Send 𝜎𝑖 ≜ Sig.Sign(sk𝑖 , (ack,𝐶)) to client

12: At the client:
13: Wait for 𝜎𝑖 𝑗 from 𝑞 unique {𝑖 𝑗 }𝑞𝑗=1 with

Sig.Verify(pk𝑖 𝑗 , (ack,𝐶), 𝜎𝑖 𝑗 ) = true

14: return
⋃𝑞

𝑗=1
{𝑖 𝑗 ↦→ 𝜎𝑖 𝑗 }

incurs practically moderate cost for cryptographic computations

and erasure-correction coding as demonstrated in Section 7. It is

easy to extend our scheme with blinding such that an honest-but-

curious storage node cannot learn anything about the dispersed

data from its chunk (see Section 6).

Our construction Π⋆ is provided in Algs. 3 to 7. See also Fig-

ure 5 for an illustration of the Disperse protocol (cf. Figure 4). Our
approach is related to AVID-FP [16] in that we also use the linear

homomorphism between the LVC and the erasure-correcting code.

More specifically, duringDisperse, the input file 𝐵 is arranged as an

𝐿 × 𝑘 matrix 𝑼 (using AsMatrix𝐿×𝑘 ) and a commitment ℎ𝑖 is taken

per column 𝒖𝑖 . Vectorization of the 𝑘 column commitments of 𝑼 is

denoted as VC⊗𝑘 (𝑼 ). The matrix is encoded row-wise into a coded

matrix 𝑪 , of which each column 𝒄𝑖 constitutes the chunk for storage
server 𝑖 . Vectorization of the 𝐿 row encodings of 𝑼 is denoted as

Code.Encode⊗𝐿 (𝑼 ). Now, due to the linear homomorphism, the
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Algorithm 7 Π⋆ .Retrieve(𝑃,𝐶)
1: At the client:
2: Extract from 𝑃 any 𝑞 unique{

𝑖
��∃(𝑖 ↦→ 𝜎) ∈ 𝑃 : Sig.Verify(pk𝑖 , (ack,𝐶), 𝜎) = true

}
3: Send (load,𝐶) to all storage nodes 𝑖

4: At storage node 𝑖 upon receiving (load,𝐶):
5: Load 𝐶 ↦→ ((ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 )
6: Send (𝑖, (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 ) to client

7: At the client:
8: Wait for (ℎ1, ..., ℎ𝑘 ) such that 𝐶 = CRHF𝑠 (ℎ1∥...∥ℎ𝑘 )
9:

ˆ𝒉← Code.Encode(ℎ1, ..., ℎ𝑘 )
10: Discarding any 𝑖 with [ ˆ𝒉]𝑖 ≠ VC(𝒄𝑖 ), wait for 𝑘 remaining

unique {𝑖 𝑗 }𝑘𝑗=1
11: return Code.Decode(((𝑖 𝑗 , 𝒄𝑖 𝑗 ))𝑘𝑗=1)

Client

...𝒖
1

𝒖
2

𝒖
3

𝒖
𝑘

𝑘

𝐿 ... ...𝒄
1

𝒄
2

𝒄
3 𝒄 𝑖 𝒄 𝑛

𝑛

𝐿

C
od

e.
En

co
de
⊗𝐿

ℎ1ℎ2ℎ3
...ℎ𝑘

VC⊗𝑘

Storage Node 𝑖

[Code.Encode(ℎ1, ..., ℎ𝑘 ) ]𝑖
?

= VC(𝒄𝑖 )
If not, abort. Else,

𝐶 ← CRHF𝑠 (ℎ1 ∥ ...∥ℎ𝑘 ) ,
𝑆𝑖 [𝐶 ] ← ( (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 ) .

(store, (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 )

𝑃 =
⋃𝑞

𝑗=1
{𝑖 𝑗 ↦→ 𝜎𝑖 𝑗 }

𝜎𝑖 ≜ Sig.Sign(sk𝑖 , (ack,𝐶 ) )

Figure 5:Disperse protocol of our Semi-AVID-PR construction
Π⋆ (cf. Figure 4). Client arranges data in 𝐿 × 𝑘 matrix 𝑼 ,
computes commitmentsℎ1, ..., ℎ𝑘 column-wise and 𝐿×𝑛 coded
matrix 𝑪 row-wise. Commitments and 𝑖-th column 𝒄𝑖 of 𝑪
are sent to storage node 𝑖. Upon verification, storage node
computes commitment 𝐶 to the data, stores commitments
and chunk, and acknowledges receipt of chunk to client.
Client forms certificate of retrievability 𝑃 from 𝑞 unique
server identifiers 𝑖 𝑗 and their receipts 𝜎𝑖 𝑗 .

commitment of the encodings 𝒄𝑖 is equal to the encoding of the

commitments ℎ𝑖 . This allows storage nodes to easily verify the con-

sistency of their chunk with the uncoded data (i.e., the verifiability
property in AVID). For this check, a storage node only needs to

know the commitments ℎ𝑖 of the uncoded data, which keeps the

communication-overhead of the scheme low. Our approach differs

from AVID-FP in that AVID-FP still performs a round of AVID (for

the commitments) in order to satisfy the full AVID requirements (in

particular Termination and Agreement), while our Semi-AVID-PR

scheme satisfies only the weaker Correctness property (cf. Figure 3).
Our construction is parametric in the design resilience 𝑡 , the

quorum size 𝑞 for certificates of retrievability, the code dimension

𝑘 and the length of chunks 𝐿. The analysis of Section 5 reveals that

𝑞 ≤ (𝑛 − 𝑡), 0 < (𝑞 − 𝑡) and 𝑘 ≤ (𝑞 − 𝑡) are necessary. So given any

𝑡 < 𝑛/2 and target file size |𝐵 | (in field elements), choose 𝑞 ≜ (𝑛−𝑡),
minimize storage overhead with 𝑘 ≜ 𝑛 − 2𝑡 , and set 𝐿 ≜ |𝐵 |/𝑘 .

During Setup (Algorithm 3), a trusted party performs the setup

of the LVC and the HF, and each storage node generates a crypto-

graphic identity for Sig. The public parameters of the LVC and the

public keys of the storage nodes become common knowledge, each

storage node stores its secret key.

The Commitment of a block 𝐵 (Algorithm 4) is computed by

arranging 𝐵 as an 𝐿 × 𝑘 matrix 𝑼 , then computing the commit-

ments ℎ𝑖 as VC(𝒖𝑖 ) for each of the 𝑘 columns 𝒖𝑖 of 𝑼 , and finally

CRHF𝑠 (ℎ1∥ ...∥ℎ𝑘 ) is the commitment.

To Disperse a block 𝐵 (Algorithm 6, Figures 4, 5), the client first

computes 𝑼 and the commitments ℎ𝑖 as for Commit. Then, 𝑼 is

encoded row-wise using Code.Encode to obtain an 𝐿 × 𝑛 coded

matrix 𝑪 . Each column 𝒄𝑖 of 𝑪 is sent to storage node 𝑖 together

with (ℎ1, ..., ℎ𝑘 ). Each storage node 𝑖 verifies its chunk using the

linearly homomorphic property (aborting if violated)

[Code.Encode(ℎ1, ..., ℎ𝑘 )]𝑖
?

= VC(𝒄𝑖 ), (10)

before computing the file’s commitment 𝐶 ≜ CRHF𝑠 (ℎ1∥...∥ℎ𝑘 )
and storing commitments and chunk indexed by 𝐶 . The storage

node then acknowledges receipt of the chunk by sending a signature

on (ack,𝐶) to the client. Upon collecting valid signatures 𝜎𝑖 𝑗 from

𝑞 unique storage nodes 𝑖 𝑗 , the client collects them into a certificate

of retrievability 𝑃 .

To Verify a certificate of retrievability 𝑃 for a commitment 𝐶

(Algorithm 5), one counts whether 𝑃 contains valid signatures on

(ack,𝐶) from at least 𝑞 unique storage nodes.

Finally, to Retrieve a file based on a certificate of retrievability 𝑃

for a commitment 𝐶 , the client first extracts any 𝑞 unique storage

nodes for which 𝑃 contains a valid signature on (ack,𝐶). The client
then queries the chunks of𝐶 from these storage nodes. The storage

nodes reply with the commitments and chunks they have stored for

𝐶 . The client first waits until some commitments (ℎ1, ..., ℎ𝑘 ) satisfy
𝐶 = CRHF𝑠 (ℎ1∥ ...∥ℎ𝑘 ). Then, the client discards any chunks that

do not satisfy the homomorphic property (10). Upon receiving valid

chunks from 𝑘 unique storage nodes, the client uses Code.Decode
to decode the file.

To protect the data against honest-but-curious storage nodes

(i.e., assuming storage nodes do not collude—clearly, a sufficiently

large set of storage nodes can retrieve the data, which is a design

goal of Semi-AVID-PR), 𝑼 can be augmented by the client with a

column and a row drawn uniformly a random, to blind the encoded

chunks. Details in Section 6.

5 SECURITY PROOF
Wefirst provide a proof sketch to convey the relevant high level intu-

ition, before providing a formal reduction-based proof of Commitment-

Binding and Availability in Lemmas 5.2 and 5.3.

Theorem 5.1. The Semi-AVID-PR construction Π⋆ of Section 4
is secure with resilience 𝑡 for any 𝑡 < 𝑛/2 as defined in Section 3,
assuming HF is collision resistant, Sig is existentially unforgeable,
and LVC is binding.

Proof sketch. Commitment-Binding. Π⋆ is deterministic

because VC and CRHF𝑠 are. For binding, assume for contradiction
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that Π⋆ was not commitment-binding, i.e., there was an adver-

sary A that can produce blocks 𝐵 ≠ 𝐵′ such that Commit(𝐵) =
Commit(𝐵′) with non-negligible probability. Since 𝐵 ≠ 𝐵′, for their
respective representations as 𝐿 × 𝑘 matrices, 𝑼 ≠ 𝑼 ′. Either 𝒉 ≜
VC⊗𝑘 (𝑼 ) ≠ VC⊗𝑘 (𝑼 ′) ≜ 𝒉′ but CRHF𝑠 (𝒉) = CRHF𝑠 (𝒉′), a colli-
sion in CRHF𝑠 , which can happen with negligible probability only

by assumption, or 𝒉 = 𝒉′, so that for some 𝑖 , VC( [𝑼 ]𝑖 ) = VC( [𝑼 ′]𝑖 )
but [𝑼 ]𝑖 ≠ [𝑼 ′]𝑖 , so ( [𝑼 ]𝑖 , [𝑼 ′]𝑖 ) is a pair that breaks the binding
property of VC, which can happen with negligible probability only

by assumption. Thus, Π⋆ is commitment-binding.

Lemma 5.2 below establishes Commitment-Binding formally.

Correctness. Since the client is honest and LVC is linearly ho-

momorphic, the consistency check in Algorithm 6 l. 8 passes at all

honest storage nodes. So the client receives signatures 𝜎𝑖 𝑗 (which

are valid, by correctness of Sig) of (ack,Commit(𝐵)) from at least

(𝑛 − 𝑡) unique storage nodes 𝑖 𝑗 , which it can bundle into a certifi-

cate of retrievability 𝑃 that satisfies the check of Algorithm 5 by

construction, if 𝑞 ≤ (𝑛 − 𝑡).
Availability. Since Verify(𝑃,𝐶) = true by assumption, the

client can extract some 𝑞 unique storage nodes 𝑖 𝑗 from 𝑃 in Al-

gorithm 7 l. 2. Of these 𝑞 storage nodes, at least (𝑞 − 𝑡) remain

honest. Security of Sig implies that they must have previously

executed Algorithm 6 l. 11 and hence stored (ℎ1, ..., ℎ𝑘 ) for 𝐶 =

CRHF𝑠 (ℎ1, ..., ℎ𝑘 ) in Algorithm 6 l. 10 and their chunks satisfied

the consistency check in Algorithm 6 l. 8. Note that by collision

resistance of CRHF𝑠 , there can be only one set of (ℎ1, ..., ℎ𝑘 ) for
𝐶 . As long as (𝑞 − 𝑡) > 0, the client eventually completes the wait

in Algorithm 7 l. 8, and if 𝑘 ≤ (𝑞 − 𝑡), then the client eventu-

ally also completes the wait in Algorithm 7 l. 10. Finally, since

Code is an MDS (𝑛, 𝑘)-code, Algorithm 7 l. 11 succeeds to de-

code a block 𝐵, corresponding to an 𝐿 × 𝑘 matrix 𝑼 . It remains

to show that Commit(𝐵) = 𝐶 , for which (by CRHF𝑠 ) it suffices that

(ℎ1, ..., ℎ𝑘 ) = VC⊗𝑘 (𝑼 ). Note the decoder uses that Code is an MDS

(𝑛, 𝑘)-code and thus any 𝑘 × 𝑘 submatrix of its generator matrix 𝑮
is invertible, and the relation[

𝒖1 ... 𝒖𝑘
]︸        ︷︷        ︸

=𝑼

[
𝒈𝑖1 ... 𝒈𝑖𝑘

]︸         ︷︷         ︸
≜ ˜𝑮

!

=
[
𝒄𝑖1 ... 𝒄𝑖𝑘

]︸         ︷︷         ︸
≜ ˜𝑪

⇐⇒ 𝑼 = ˜𝑪 ˜𝑮
−1
. (11)

At the same time, by the checks in Algorithm 7 l. 10,[
ℎ1 ... ℎ𝑘

]
˜𝑮 =

[
VC(𝒄𝑖1 ) ... VC(𝒄𝑖𝑘 )

]
. (12)

By the linear homomorphism of LVC,

VC⊗𝑘 (𝑼 ) = VC⊗𝑘 ( ˜𝑪) ˜𝑮−1 =
[
ℎ1 ... ℎ𝑘

]
. (13)

Thus, as long as the retrieving client receives enough chunks from

honest storage nodes such that Retrieve outputs any block 𝐵̂ rather

than ⊥, Commit(𝐵̂) = 𝐶 for the commitment 𝐶 associated with

the certificate of retrievability 𝑃 . This insight is crucial for the

subsequent formal proof of Availability.

Lemma 5.3 below establishes Availability formally.

Resilience. From above analysis, we obtain the constraints 𝑞 ≤
(𝑛 − 𝑡) (for Correctness), 0 < (𝑞 − 𝑡) (for Availability, to obtain

ℎ1, ..., ℎ𝑘 ), and 𝑘 ≤ (𝑞 − 𝑡) (for Availability, to decode), which the

choice of parameters in Section 4 satisfies, and which lead to the

resilience bound 𝑡 < 𝑛/2. □

Algorithm 8 ACFG←CBG (𝑠) constructed from ACBG

1: ppLVC ← LVC.Setup(1𝜆) ⊲ Setup Π⋆ (cf. Alg. 3) ...
2: ∀𝑖 ∈ [𝑛] : (pk𝑖 , sk𝑖 ) ← Sig.KeyGen(1𝜆)
3: ppHF ← 𝑠 ⊲ ... except use 𝑠 for ppHF
4: pp← (ppLVC, ppHF, pk1, ..., pk𝑛)
5: (𝐵, 𝐵′) ← ACBG (pp, sp1, ..., sp𝑛)
6: 𝑼 ← AsMatrix𝐿×𝑘 (𝐵)
7: 𝑼 ′ ← AsMatrix𝐿×𝑘 (𝐵′)
8: (ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 )
9: (ℎ′

1
, ..., ℎ′

𝑘
) ← VC⊗𝑘 (𝑼 ′)

10: if ℎ1∥ ...∥ℎ𝑘 ≠ ℎ′
1
∥...∥ℎ′

𝑘

∧ CRHF𝑠 (ℎ1∥ ...∥ℎ𝑘 ) = CRHF𝑠 (ℎ′
1
∥ ...∥ℎ′

𝑘
)

11: return (ℎ1∥ ...∥ℎ𝑘 , ℎ′1∥...∥ℎ
′
𝑘
) ⊲ Collision in HF.H

12: else
13: abort ⊲ No collision identified

Algorithm 9 AVCBG←CBG (pp) constructed from ACBG

1: ppHF ← HF.Gen(1𝜆) ⊲ Setup Π⋆ (cf. Alg. 3) ...
2: ∀𝑖 ∈ [𝑛] : (pk𝑖 , sk𝑖 ) ← Sig.KeyGen(1𝜆)
3: ppLVC ← pp ⊲ ... except use pp for ppLVC
4: pp← (ppLVC, ppHF, pk1, ..., pk𝑛)
5: (𝐵, 𝐵′) ← ACBG (pp, sp1, ..., sp𝑛)
6: 𝑼 ← AsMatrix𝐿×𝑘 (𝐵)
7: 𝑼 ′ ← AsMatrix𝐿×𝑘 (𝐵′)
8: if ∃𝑖 ∈ [𝑘] : [𝑼 ]𝑖 ≠ [𝑼 ′]𝑖 ∧ VC( [𝑼 ]𝑖 ) = VC( [𝑼 ′]𝑖 )
9: return ( [𝑼 ]𝑖 , [𝑼 ′]𝑖 )
10: else
11: abort

We proceed to give formal reduction-based proofs of the Com-

mitment-Binding and Availability properties of Π⋆.

Lemma 5.2. If HF is collision resistant and LVC is binding, then
Π⋆ is commitment-binding, i.e., for all PPT adversaries ACBG there
exists a negligible function negl(.) such that

Pr

(
CBGΠ⋆,ACBG

(𝜆) = true
)
≤ negl(𝜆) . (14)

Proof. Let ACBG be an arbitrary PPT CBG adversary. We con-

struct from it the adversariesACFG←CBG againstCFG andAVCBG←CBG
against VCBG. The adversaryACFG←CBG is detailed in Alg. 8. It re-

ceives a challenge 𝑠 and runs LVC.Setup(1𝜆) and Sig.KeyGen(1𝜆)
to produce the remaining public parameters pp and the secret

parameters (sp
1
, ..., sp𝑛) for ACBG. After ACBG outputs a pair

(𝐵, 𝐵′), ACFG←CBG computes 𝑼 ← AsMatrix𝐿×𝑘 (𝐵) and 𝑼 ′ ←
AsMatrix𝐿×𝑘 (𝐵). Next, it computes (ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 ) and
(ℎ′

1
, ..., ℎ′

𝑘
) ← VC⊗𝑘 (𝑼 ′) to check whether ℎ1∥...∥ℎ𝑘 and ℎ′

1
∥...∥ℎ′

𝑘
are a collision of CRHF𝑠 . If so, it outputs (ℎ1∥...∥ℎ𝑘 , ℎ′1∥...∥ℎ

′
𝑘
); else

it aborts.

The adversary AVCBG←CBG is detailed in Alg. 9. It receives

the challenge ppLVC and runs HF.Gen(1𝜆) and Sig.KeyGen(1𝜆)
to produce the remaining public parameters pp and the secret

parameters (sp
1
, ..., sp𝑛) for ACBG. After ACBG outputs a pair

(𝐵, 𝐵′), AVCBG←CBG computes 𝑼 ← AsMatrix𝐿×𝑘 (𝐵) and 𝑼 ′ ←
AsMatrix𝐿×𝑘 (𝐵′). Next, it checks if there exists 𝑖 ∈ [𝑘] such that

8
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the column [𝑼 ]𝑖 ≠ [𝑼 ′]𝑖 but VC( [𝑼 ]𝑖 ) = VC( [𝑼 ′]𝑖 ). If so, it out-
puts the collision ( [𝑼 ]𝑖 , [𝑼 ′]𝑖 ); else it aborts.

The adversaries ACFG←CBG and AVCBG←CBG run in polyno-

mial time. The input of the adversary ACBG when run as a sub-

routine of ACFG←CBG or AVCBG←CBG is distributed identically

to the input of the adversary ACBG when run in CBG.
For the subsequent arguments we define the following events:

𝐸CB ≜ {CBGΠ⋆,ACBG
(𝜆) = true} (15)

𝐸CF ≜ {CFGHF,ACFG←CBG (𝜆) = true} (16)

𝐸VCB ≜ {VCBGLVC,AVCBG←CBG (𝜆) = true} (17)

𝐸 ≜ {VC⊗𝑘 (𝑼 ) ≠ VC⊗𝑘 (𝑼 ′) ∧ 𝑼 ≠ 𝑼 ′} (18)

𝑈 ≜ 𝐸CF ∨ 𝐸VCB (19)

Suppose𝐸CB holds andACBG outputs (𝐵, 𝐵′) such thatCommit(𝐵) =
Commit(𝐵′) but𝐵 ≠ 𝐵′. Hence,CRHF𝑠 (ℎ1∥ ...∥ℎ𝑘 ) = CRHF𝑠 (ℎ′

1
∥...∥ℎ′

𝑘
),

where𝑼 ← AsMatrix𝐿×𝑘 (𝐵),𝑼 ′ ← AsMatrix𝐿×𝑘 (𝐵′), (ℎ1, ..., ℎ𝑘 ) ←
VC⊗𝑘 (𝑼 ) and (ℎ′

1
, ..., ℎ′

𝑘
) ← VC⊗𝑘 (𝑼 ′). We consider two cases.

If 𝐸 holds, then (ℎ1, ..., ℎ𝑘 ) ≠ (ℎ1, ..., ℎ𝑘 ). Thus, in the event of

𝐸, (ℎ1∥ ...∥ℎ𝑘 , ℎ′1∥...∥ℎ
′
𝑘
) is a collision of CRHF𝑠 , so the event 𝐸CF

holds. In the case of ¬𝐸, (ℎ1, ..., ℎ𝑘 ) = (ℎ′1, ..., ℎ
′
𝑘
). Thus, there exists

𝑖 ∈ [𝑘] such that [𝑼 ]𝑖 ≠ [𝑼 ′]𝑖 but VC( [𝑼 ]𝑖 ) = VC( [𝑼 ′]𝑖 ). So
under ¬𝐸, the event 𝐸VCB holds.

Observe that if 𝐸 holds, then 𝐸CF holds. Hence, 𝐸 ⊆ 𝐸CF and

Pr( ¬𝐸CF ∧ 𝐸 ) = 0. Similarly, if ¬𝐸 holds, then 𝐸VCB holds. Hence,

¬𝐸 ⊆ 𝐸VCB and Pr( ¬𝐸VCB ∧ ¬𝐸 ) = 0.

We can now bound the probability of 𝐸CB:

Pr( 𝐸CB )
(a)
= Pr( 𝐸CB | 𝑈 ) Pr(𝑈 ) + Pr( 𝐸CB | ¬𝑈 ) Pr( ¬𝑈 ) (20)

(b)
≤ Pr(𝑈 ) + Pr( 𝐸CB ∧ ¬𝑈 ) (21)

(c)
≤ Pr(𝑈 ) + Pr( 𝐸CB ∧ ¬𝑈 ∧ 𝐸 ) + Pr( 𝐸CB ∧ ¬𝑈 ∧ ¬𝐸 ) (22)

(d)
≤ Pr(𝑈 ) + Pr( ¬𝐸CF ∧ 𝐸 ) + Pr( ¬𝐸VCB ∧ ¬𝐸 ) (23)

(e)
≤ Pr(𝑈 ) (24)

(f )
≤ Pr( 𝐸CF ) + Pr( 𝐸VCB ) (25)

where (a) uses the law of total probability (TP) to introduce 𝑈 ; (b)

uses Pr( 𝐸CB | 𝑈 ) ≤ 1; (c) uses TP to introduce 𝐸; (d) uses

Pr( 𝐸CB ∧ ¬𝐸CF ∧ ¬𝐸VCB ∧ 𝐸 ) ≤ Pr( ¬𝐸CF ∧ 𝐸 ) (26)

and

Pr( 𝐸CB ∧ ¬𝐸CF ∧ ¬𝐸VCB ∧ ¬𝐸 ) ≤ Pr( ¬𝐸VCB ∧ ¬𝐸 ) ; (27)

(e) uses Pr( ¬𝐸CF ∧ 𝐸 ) = 0 and Pr( ¬𝐸VCB ∧ ¬𝐸 ) = 0; (f) uses a

union bound.

Since by assumption HF is collision resistant and LVC is binding,

there exist negl
1
(.), negl

2
(.) such that Pr( 𝐸CF ) ≤ negl

1
(𝜆) and

Pr( 𝐸VCB ) ≤ negl
2
(𝜆). Thus,

Pr( 𝐸CB ) ≤ negl
1
(𝜆) + negl

2
(𝜆) ≤ negl(𝜆) . (28)

Hence, Π⋆ is commitment-binding. □

Lemma 5.3. If HF is collision resistant, Sig is secure against exis-
tential forgery, and 𝑡 < 𝑛/2, then Π⋆ provides availability, i.e., for

Algorithm 10 AEFG←AvG′ (pk) constructed from AAvG′

1: 𝐼
R←− [𝑛] ⊲ Choose random party 𝐼 to emulate using Osign (.)

2: C ← ∅ ⊲ Bookkeeping of corrupted parties C
3: ∀𝑖 ∈ [𝑛] : 𝑆𝑖 ← ∅ ⊲ Blank state for each party 𝑃𝑖
4: ppLVC ← LVC.Setup(1𝜆) ⊲ Setup Π⋆ (cf. Alg. 3) ...
5: ppHF ← HF.Gen(1𝜆)
6: ∀𝑖 ∈ [𝑛] \ {𝐼 } : (pk𝑖 , sk𝑖 ) ← Sig.KeyGen(1𝜆)
7: pk𝐼 ← pk ⊲ ... except use pk for party 𝐼 ’s pk𝐼
8: pp← (ppLVC, ppHF, pk1, ..., pk𝑛)
9: function Ocorrupt(𝑖)
10: assert 𝑖 ∉ C
11: if 𝑖 ≠ 𝐼

12: C ← C ∪ {𝑖}
13: return (sk𝑖 , 𝑆𝑖 )
14: else
15: abort ⊲ Cannot hand over 𝑃𝐼 since sk𝐼 is unknown
16: function Ointeract(𝑖,𝑚)

17: assert 𝑖 ∉ C
18: if 𝑖 ≠ 𝐼

19: return Π⋆,sk𝑖 ,𝑆𝑖 (𝑚) ⊲ Execute 𝑃𝑖 on input𝑚 and state
sk𝑖 , 𝑆𝑖 , and return output to A

20: else
21: return Π⋆,𝑆𝑖 [Osign (.)/Sig.Sign(sk𝑖 , .)] (𝑚) ⊲ Execute

𝑃𝐼 on input𝑚 and state 𝑆𝑖 , substituting Osign (.) for invocations
of Sig.Sign(sk𝑖 , .), and return output to A

22:

(
𝑃,𝐶,

(
Onode
𝑖
(.)

)
𝑖∈C

)
← AO

corrupt (.),Ointeract (.)
AvG′ (pp)

23: 𝐵̂ ← Retrieve𝑃1,...,𝑃𝑛
[
Onode
𝑖
(.)/Query(𝑖, .)

]
𝑖∈C
(𝑃,𝐶) ⊲

During retrieval, interact with corrupted nodes through oracles
24: if ∃𝜎 : (𝐼 ↦→ 𝜎) ∈ 𝑃 ∧ 𝑆𝐼 [𝐶] = ∅
25: return ((ack,𝐶), 𝜎) ⊲ Forgery for pk𝐼 = pk
26: else
27: abort ⊲ No forgery for pk𝐼 = pk identified

all PPT adversaries AAvG there exists a negligible function negl(.)
such that

Pr

(
AvGΠ⋆,AAvG

(𝜆, 𝑡) = true
)
≤ negl(𝜆) . (29)

Proof. First, we modify the availability game AvG (Alg. 2) to

obtain AvG′ (Alg. 15) in which initially the index 𝐼 of a storage

node is sampled uniformly at random, and subsequently the game

is aborted if the adversary AAvG′ attempts to corrupt 𝐼 . This modi-

fication will subsequently streamline the reduction of availability

of Π⋆ to security of Sig against existential forgery.
We reduce availability of Π⋆ to availability

′
of Π⋆, i.e., if for all

PPT AAvG′ there exists negl(.) such that

Pr

(
AvG′

Π⋆,AAvG′
(𝜆, 𝑡) = true

)
≤ negl(𝜆), (30)

then for all PPT AAvG there exists negl(.) such that

Pr

(
AvGΠ⋆,AAvG

(𝜆, 𝑡) = true
)
≤ negl(𝜆) . (31)

To this end, pick any AvG adversary AAvG. Note that AAvG′ ≜
AAvG is an AvG′ adversary. Define the events:

𝐸A ≜ {AvGΠ⋆,AAvG
(𝜆, 𝑡) = true} (32)
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Algorithm 11 ACFG←AvG′ (𝑠) constructed from AAvG′

1: 𝐼
R←− [𝑛]

2: C,H ← ∅, ∅ ⊲ Bookkeeping of corrupted parties C and
image/preimage pairsH for HF.H

3: ∀𝑖 ∈ [𝑛] : 𝑆𝑖 ← ∅ ⊲ Blank state for each party 𝑃𝑖
4: ppLVC ← LVC.Setup(1𝜆) ⊲ Setup Π⋆ (cf. Alg. 3) ...
5: ∀𝑖 ∈ [𝑛] : (pk𝑖 , sk𝑖 ) ← Sig.KeyGen(1𝜆)
6: ppHF ← 𝑠 ⊲ ... except use 𝑠 for ppHF
7: pp← (ppLVC, ppHF, pk1, ..., pk𝑛)
8: function Ocorrupt(𝑖)
9: assert 𝑖 ∉ C
10: if 𝑖 ≠ 𝐼

11: C ← C ∪ {𝑖}
12: return (sk𝑖 , 𝑆𝑖 )
13: else
14: abort
15: function Ointeract(𝑖,𝑚)

16: assert 𝑖 ∉ C
17: if 𝑚 parses as (store, (ℎ1, ..., ℎ𝑘 ), 𝒄)
18: H ← H ∪ {(CRHF𝑠 (ℎ1∥...∥ℎ𝑘 ) ↦→ ℎ1∥ ...∥ℎ𝑘 )} ⊲

Record image/preimage pair for HF.H
19: return Π⋆,sk𝑖 ,𝑆𝑖 (𝑚) ⊲ Execute 𝑃𝑖 on input𝑚 and state

sk𝑖 , 𝑆𝑖 , and return output to A
20:

(
𝑃,𝐶,

(
Onode
𝑖
(.)

)
𝑖∈C

)
← AO

corrupt (.),Ointeract (.)
AvG′ (pp)

21: function ˜Onode
𝑖

(𝑚)

22: 𝑟 ← Onode
𝑖
(𝑚)

23: if 𝑟 parses as (𝑖, (ℎ1, ..., ℎ𝑘 ), 𝒄𝑖 )
24: H ← H ∪ {(CRHF𝑠 (ℎ1∥...∥ℎ𝑘 ) ↦→ ℎ1∥ ...∥ℎ𝑘 )} ⊲

Record image/preimage pair for HF.H
25: return 𝑟

26: Retrieve𝑃1,...,𝑃𝑛
[
˜Onode
𝑖
(.)/Query(𝑖, .)

]
𝑖∈C
(𝑃,𝐶) ⊲ During

retrieval, interact with corrupted nodes through wrapped oracles
27: if ∃𝑥, 𝑥 ′ : (𝐶 ↦→ 𝑥) ∈ H ∧ (𝐶 ↦→ 𝑥 ′) ∈ H ∧ 𝑥 ≠ 𝑥 ′

28: return (𝑥, 𝑥 ′) ⊲ Collision in HF.H
29: else
30: abort ⊲ No collision identified

𝐸A′ ≜ {AvG′Π⋆,AAvG′
(𝜆, 𝑡) = true} (33)

Obviously, 𝐸A ∧ {𝐼 ∉ C} ⊆ 𝐸A′ . Furthermore, 𝐸A implies |C| ≤ 𝑡 <

𝑛/2, so that Pr( 𝐼 ∉ C | 𝐸A ) ≥ 1/2. Thus, by availability
′
of Π⋆,

Pr( 𝐸A′ ) ≥ Pr( 𝐸A ∧ {𝐼 ∉ C} ) (34)

≥ Pr( {𝐼 ∉ C} | 𝐸A ) Pr( 𝐸A ) ≥
1

2

Pr( 𝐸A ) (35)

Pr( 𝐸A ) ≤ 2 Pr( 𝐸A′ ) ≤ negl(𝜆). (36)

We proceed with the reduction of availability
′
of Π⋆ to collision

resistance of HF and security of Sig against existential forgery. Let

AAvG′ be an arbitrary PPT AvG′ adversary. We construct from

it the adversaries AEFG←AvG′ for the EFG and ACFG←AvG′ for

the CFG as detailed in Algs. 10 and 11, respectively. AEFG←AvG′

emulates the AvG′ challenger (Alg. 15), except it does not generate a
signature public/secret key pair for node 𝐼 , but instead uses the input

challenge pk, and it attempts to forge a signature for 𝐼 . It uses the

signature oracle Osign (.) provided in the EFG to produce signatures

for node 𝐼 whenever Π⋆ requires to do so. ACFG←AvG′ emulates

the AvG′ challenger (Alg. 15), except it uses the input challenge
𝑠 for HF’s key in the public parameters of Π⋆. Throughout the
protocol execution, for both dispersal and retrieval operations, the

reduction adversary keeps track of any (ℎ1, ..., ℎ𝑘 ) that may present

colliding inputs for CRHF𝑠 . Clearly, the adversaries AEFG←AvG′

and ACFG←AvG′ run in time polynomial in the security parameter

𝜆. Furthermore, the input pp of AAvG′ and its interactions through

the oracles Ocorrupt (.) and Ointeract (.) are distributed identically

when run by the challenger of AvG′ and when run as a subroutine

of AEFG←AvG′ or ACFG←AvG′ invoked by the challenger of EFG
or CFG, respectively.

For the subsequent arguments we define the following events:

𝐸E ≜ {EFGSig,AEFG←AvG′ (𝜆) = true} (37)

𝐸C ≜ {CFGHF,ACFG←AvG′ (𝜆) = true} (38)

𝐸 ≜ {(∃𝜎 : (𝐼 ↦→ 𝜎) ∈ 𝑃) ∧ 𝑆𝐼 [𝐶] = ∅} (39)

The following facts will be useful. Observe that if 𝐸 ∧ 𝐸A′ holds,
thenAEFG←AvG′ wins the EFG, i.e., 𝐸E holds. So 𝐸∧𝐸A′ ⊆ 𝐸E. Thus,

Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ∧ 𝐸 ) = 0. Inverting the implication, ¬𝐸E ⊆
¬𝐸∨¬𝐸A′ . Thus, Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ∧ ¬𝐸 ) ≤ Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸 ),
where we have used a union bound and 𝐸A′ ∧ ¬𝐸A′ = ∅.

Finally, suppose AAvG′ as a subroutine of AEFG←AvG′ behaves

such that it would win the corresponding AvG′. Furthermore, sup-

pose no collision is identified by ACFG←AvG′ , so ¬𝐸C. Then, given
that |C| ≤ 𝑡 < 𝑞, Verify(𝑃,𝐶) = true, the only way in which

Commit(𝐵̂) ≠ C could be true is if there is at least one node that

is part of 𝑃 , has not been corrupted, and has not previously stored

a chunk associated with 𝐶 . This is because, as was argued earlier

in the proof sketch, if the retrieving client receives chunks from

at least 𝑘 honest storage nodes, it decodes a block that matches

the expected commitment 𝐶 . Hence, it must be the case that the

client does not receive sufficiently many valid chunks. But since 𝑃

contains 𝑞 > 𝑡 valid signatures, but at most 𝑡 ≥ |C| storage nodes
are corrupted, and 𝑘 ≤ (𝑞 − 𝑡) by design, there must be an honest

storage node whose signature on (ack,𝐶) is in 𝑃 , yet the node does
not respond to the retrieving client’s query because it has never

stored a chunk associated with 𝐶 (and hence not signed (ack,𝐶)).
Thus, Pr( 𝐸 | 𝐸A′ ∧ ¬𝐸C ) ≥ 1

𝑛 .

Now we can bound, with 𝑥 ≜ Pr( 𝐸C ) + Pr( 𝐸E ),

Pr( 𝐸A′ )
(a)
= Pr( 𝐸A′ ∧ 𝐸C ) + Pr( 𝐸A′ ∧ ¬𝐸C ) (40)

(b)
≤ Pr( 𝐸C ) + Pr( 𝐸E ) + Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ) (41)

(c)
≤ 𝑥 + Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ∧ ¬𝐸 ) (42)

(d)
≤ 𝑥 + Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸 ) (43)

= 𝑥 + Pr( ¬𝐸 | 𝐸A′ ∧ ¬𝐸C ) Pr( 𝐸A′ ∧ ¬𝐸C ) (44)

(e)
≤ 𝑥 + 𝑛 − 1

𝑛
Pr( 𝐸A′ ) (45)

Pr( 𝐸A′ ) ≤ 𝑛𝑥 = 𝑛 Pr( 𝐸C ) + 𝑛 Pr( 𝐸E ) (46)

where (a) uses the law of total probability (TP) to introduce 𝐸C;

(b) uses TP to introduce 𝐸E, 𝐸A′ ∧ 𝐸C ⊆ 𝐸C, 𝐸A′ ∧ ¬𝐸C ∧ 𝐸E ⊆
𝐸E; (c) uses TP to introduce 𝐸, Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ∧ 𝐸 ) = 0; (d)
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uses Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸E ∧ ¬𝐸 ) ≤ Pr( 𝐸A′ ∧ ¬𝐸C ∧ ¬𝐸 ); (e) uses
𝐸A′ ∧ ¬𝐸C ⊆ 𝐸A′ , Pr( 𝐸 | 𝐸A′ ∧ ¬𝐸C ) ≥ 1

𝑛 .

Since by assumption HF is collision resistant and Sig is secure
against existential forgery, there exist negl

1
(.), negl

2
(.) such that

Pr( 𝐸C ) ≤ negl
1
(𝜆) and Pr( 𝐸E ) ≤ negl

2
(𝜆). Furthermore, 𝑛 is a

constant independent of the security parameter 𝜆. Thus,

Pr( 𝐸A′ ) ≤ 𝑛 negl
1
(𝜆) + 𝑛 negl

2
(𝜆) ≤ negl(𝜆) . (47)

Hence, Π⋆ provides availability
′
, to which availability of Π⋆ was

reduced in the first part of the proof. □

6 PRIVACY
Our Semi-AVID-PR scheme Π⋆ can be extended to hide the dis-

persed data from non-colluding honest-but-curious storage nodes,

i.e., formally, for each storage node, the distribution of the dispersed

information is independent of the data received by the storage node.

For this purpose, with a slight abuse of notation, let 𝑼̃ denote the

(𝐿−1)× (𝑘−1) matrix of information to be dispersed (with columns

𝒖̃𝑖 ). The dispersing client augments it first with a blinding column

𝒃
R←− Z𝐿−1𝑝 to the right of 𝑼̃ and then with a blinding row 𝒔

R←− Z𝑘𝑝
to the bottom of both 𝑼̃ and 𝒃 , to obtain the 𝐿 × 𝑘 matrix 𝑼 ,

𝑼 ≜

[
𝑼̃ 𝒃
− 𝒔⊤−

]
. (48)

The codedmatrix 𝑪 (with columns 𝒄𝑖 ) and the column commitments

(ℎ1, ..., ℎ𝑘 ) continue to be computed as detailed in Figure 5 and

Section 4. Thus, storage node𝑚 receives (𝒄𝑚, ℎ1, ..., ℎ𝑘 ) as part of
the protocol (see Alg. 6).

Theorem 6.1. The distribution of (𝒄𝑚, ℎ1, ..., ℎ𝑘 ) induced by the
randomness in the blinding 𝒃 and 𝒔 is independent of 𝑼̃ , so that storage
node𝑚 learns nothing about the dispersed information.

Proof. Assume that storage node𝑚 could even compute log𝑔 (.)
in G, and hence knows the secret 𝑟 sampled during trusted setup of

the KZG polynomial commitment scheme (see Section 2.3), as well

as log𝑔 (ℎ𝑖 ) for the column commitments ℎ𝑖 . Furthermore, assume

a Reed-Solomon code (see Section 2.2) is used as part of Π⋆ so that

the column 𝒈
RS,𝑚 = (𝛼0𝑚, ..., 𝛼𝑘−1𝑚 ) corresponds to storage node

𝑚 in the code’s generator matrix 𝑮RS. Then, the data obtained by

node𝑚 is related to the unknowns by the following equations:



[𝒄𝑚 ]1
.
.
.

[𝒄𝑚 ]𝐿−1
[𝒄𝑚 ]𝐿
log𝑔 (ℎ1 )

.

.

.

log𝑔 (ℎ𝑘−1 )

log𝑔 (ℎ𝑘 )


=



𝛼0

𝑚 ... 𝛼𝑘−2𝑚 𝛼𝑘−1𝑚 0 ...
.
.
.

.
.
.

𝛼0

𝑚 ... 𝛼𝑘−2𝑚 ... 0 𝛼𝑘−1𝑚

𝛼0

𝑚 ... 𝛼𝑘−2𝑚 𝛼𝑘−1𝑚

𝑟0 0 ... 𝑟𝐿−2 0 ... 𝑟𝐿−1 0 ...
.
.
.

.
.
.

.
.
.

.
.
.

... 0 𝑟0 ... 0 𝑟𝐿−2 ... 0 𝑟𝐿−1

𝑟0 ... 𝑟𝐿−2 𝑟𝐿−1

︸                                                                                                        ︷︷                                                                                                        ︸
≜𝑴∈Z(𝐿+𝑘 )×(𝐿𝑘+(𝐿−1)+(𝑘−1)+1)𝑝



[𝒖̃
1
]
1

.

.

.

[𝒖̃𝑘−1 ]1
.
.
.

[𝒖̃
1
]𝐿−1
.
.
.

[𝒖̃𝑘−1 ]𝐿−1
𝒃

𝒔



(49)

Denote by [𝑴]⊤
𝑖
the 𝑖-th row of 𝑴 . Observe that

[𝑴]⊤
𝐿+𝑘 =

𝐿∑︁
𝑖=1

𝑟 𝑖−1𝛼−(𝑘−1)𝑚 [𝑴]⊤𝑖 −
𝑘−1∑︁
𝑖=1

𝛼
−(𝑘−𝑖 )
𝑚 [𝑴]⊤𝐿+𝑖 . (50)

Thus, the last equation of the system is redundant. Striking it,

[𝒄𝑚 ]1
.
.
.

[𝒄𝑚 ]𝐿−1
[𝒄𝑚 ]𝐿
log𝑔 (ℎ1 )

.

.

.

log𝑔 (ℎ𝑘−1 )


=



𝛼0

𝑚
. . . 𝛼𝑘−2𝑚

.
.
.

𝛼0

𝑚
. . . 𝛼𝑘−2𝑚

𝑟0 0 . . . 𝑟𝐿−2 0 . . .

.
.
.

.
.
.

.
.
.

. . . 0 𝑟0 . . . 0 𝑟𝐿−2



[𝒖̃

1
]
1
.
.
.

[𝒖̃𝑘−1 ]1
.
.
.

[𝒖̃
1
]𝐿−1
.
.
.

[𝒖̃𝑘−1 ]𝐿−1


+



𝛼𝑘−1𝑚 0 . . .

.
.
.

. . . 0 𝛼𝑘−1𝑚

𝛼0

𝑚
. . . 𝛼𝑘−2𝑚 𝛼𝑘−1𝑚

𝑟𝐿−1 0 . . .

.
.
.

. . . 0 𝑟𝐿−1

︸                                                      ︷︷                                                      ︸
≜𝑴′ ∈Z(𝐿+𝑘−1)×(𝐿−1+𝑘 )𝑝



[𝒃 ]
1
.
.
.

[𝒃 ]𝐿−1
[𝒔 ]

1
.
.
.

[𝒔 ]𝑘−1
[𝒔 ]𝑘


. (51)

Observe that 𝑴 ′ is full-rank. Thus, the randomness of 𝒃 and 𝒔
renders the distribution of (𝒄𝑚, ℎ1, ..., ℎ𝑘−1) uniform, while ℎ𝑘 is

a function of (𝒄𝑚, ℎ1, ..., ℎ𝑘−1), all independent of the dispersed

information 𝑼̃ . Thus, as desired,

Pr

(
𝑼̃ = 𝒚

�� (𝒄𝑚, ℎ1, ..., ℎ𝑘 ) = 𝒙
)
= Pr

(
𝑼̃ = 𝒚

)
. (52)

□

7 EVALUATION
In this section, we show that the computational cost required for

our Semi-AVID-PR scheme Π⋆ is low, and the communication and

storage requirements in comparison with AVID [9], AVID-FP [16],

AVID-M [32] and ACeD [29] are among the best-of-class (tied with

AVID-M) and practically low, while providing superior resilience

(up to 𝑡 < 𝑛/2 vs. 𝑡 < 𝑛/3) and provable retrievability.

7.1 Computation
To evaluate the computational requirements imposed by compu-

tation and verification of vector commitments and encoding and

decoding of the erasure-correcting code during Disperse (i.e., com-

putational burden to the Validium rollup operator) and Retrieve (i.e.,
computational burden to the Validium rollup user, in case of mali-

cious operator) of our Semi-AVID-PR scheme Π⋆, we implemented

a prototype in the Rust programming language using libraries from

arkworks [2]. We make the source code available on Github.
2
We

used KZG commitments [18] on the BLS12-381 curve [4, 6] as vector

commitments, and Reed-Solomon codes [28] over the underlying

scalar prime field. Reed-Solomon (RS) encoding was implemented

using the fast Fourier transform (FFT). The consistency check of

chunks performed by storage nodes in Alg. 6 line 8 was imple-

mented naively, by computing a vector commitment of the received

chunk and comparing it with the corresponding ‘encoded’ combi-

nation (computed using 𝑘 exponentiations and multiplications in

the group) of the column commitments ℎ1, ..., ℎ𝑘 . Note that during

dispersal, these consistency checks are naturally parallelized across

storage nodes, but have to be computed independently.

For retrieval, on the other hand, the computation of the coded

chunks’ commitments (Alg. 6 line 9) was sped up using the FFT. RS

decoding was naive (generic for any MDS code): After downloading

𝑘 valid chunks from distinct storage nodes, the retrieving client first

2
Source code: https://github.com/tse-group/semiavidpr-experiments
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Figure 6: Single-thread runtime (ordinate, in seconds) of dif-
ferent steps of Π⋆ on AMD Opteron 6378 processor for vary-
ing file sizes (abscissa, in 10

6 bytes; for varying𝐿) in BLS12-381
curve. Rows: code rates 𝑘/𝑛 ≈ 0.25, 0.33, 0.45 ( , , ).
Columns: system sizes 𝑛 = 128, 256, 1024 ( , , ). Steps of Π⋆:
Disperse: Reed-Solomon (RS) encoding ( ), computing vector
commitments ( ). Retrieve: Verifying downloaded chunks ( ),
RS decoding 𝑘 × 𝑘 matrix inversion ( ), RS decoding matrix-
matrix product ( ). (Aggregated: Figure 9. Note that lies on
top of in some plots.)
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Figure 7: Single-thread runtime of steps of Π⋆ on AMD
Opteron 6378 processor for varying system size 𝑛 in BLS12-
381 curve. Fixed code rate 𝑘/𝑛 ≈ 0.33, and file size ≈ 22MB.
Disperse: RS encoding ( ), computing vector commitments ( ).
Retrieve: Verifying downloaded chunks ( ), RS decoding 𝑘 × 𝑘
matrix inversion ( ), RS decoding matrix-matrix product ( ).
(cf. Figure 6)

inverts the corresponding 𝑘 × 𝑘 sub-matrix of the code’s generator

Table 1: Communication and storage required to disperse
22MB among 𝑛 = 1024 nodes using different solutions; re-
silience and whether provable retrievability is supported.
(Calculations: Appendix A.)

Scheme Resilience Communication Storage Retrievability

Repetition 502 = 0.49𝑛 22.5GB 22.5GB ✔
AVID [9] 338 = 0.33𝑛 101GB 98.3MB ✔
AVID-FP [16] 338 = 0.33𝑛 46.1GB 110MB ✔
AVID-M [32] 338 = 0.33𝑛 98.7MB 65.1MB ✘
ACeD [29] 338 = 0.33𝑛 585MB 585MB ✘
ACeD [29] 502 = 0.49𝑛 10.2GB 10.2GB ✘

This work (Π⋆) 338 = 0.33𝑛 81.8MB 81.8MB ✔

This work (Π⋆) 502 = 0.49𝑛 1.13GB 1.13GB ✔

matrix 𝑮 , and then obtains thematrix 𝑼 of uncoded chunks from the

downloaded sub-matrix of the coded chunks 𝑪 by way of a matrix-

matrix product with the inverse. This way, the cubic complexity (in

𝑘) of naive matrix inversion via Gaussian elimination is amortized

over the decoding of 𝐿 rows (each with quadratic complexity in 𝑘 ;

in the regime of interest 𝑘 ≤ 𝐿). Note that this naive approach to RS

decoding is permissible as our experiments indicate that Retrieve’s
runtime is bottlenecked by another step (verifying downloaded

chunks), and during normal operation (when the rollup operator is

honest) only Disperse is invoked. Note that a systematic erasure-

correcting code can be used to further speed up decoding in the

realistic scenario where few storage nodes are corrupted (as long

as the privacy techniques of Section 6 are not used).

Figure 6 shows the single-thread runtime (ordinate) on an AMD

Opteron 6378 processor of the different steps of Π⋆ for varying file

sizes (abscissa), system sizes (columns), and code rates (rows). Fig-

ure 9 shows the measurements aggregated on the level of Disperse
and Retrieve, respectively. The plots reveal a minor slowdown of

Disperse with increasing system size and code rate. The runtime of

Disperse is dominated by computing the vector commitments. The

runtime of Retrieve is dominated by verifying downloaded chunks.

Recall that both bottlenecking steps have been optimized using the

FFT. Naive RS decoding does not introduce a performance bottle-

neck, but becomes relevant for large systems (𝑛 = 1024). Fixing file

size to ≈ 22MB and code rate to 𝑘/𝑛 ≈ 0.33 while varying system

size 𝑛 (cf. Figure 7), corroborates the earlier observations.
Concretely, the client computation for dispersing a file of 22MB

among 256 storage nodes, up to 85 of which may be adversar-

ial, requires ≈ 41 s of single-thread runtime on an AMD Opteron

6378 processor when using the BLS12-381 curve. The correspond-

ing retrieval takes ≈ 44 s of single-thread runtime. The dispersal

throughput of ≈ 0.54MB/s corresponds to ≈ 2,700 tx/s (assuming

200 B transaction size). It should be noted that we report single-

thread runtime on a seven year old processor here. The workload is

embarrassingly parallel and hence wall-clock time reduces trivially

with an increasing number of parallel workers. With 16 threads,

the Validium operator can complete dispersal and Validium users

can complete retrieval in less than 3 s, respectively.

7.2 Communication & Storage
Communication and storage required for different data availability

solutions are tabulated for a numerical example in Table 1. The

12



Information Dispersal with Provable Retrievability for Rollups

calculations are provided in Appendix A, and in the source code

available on Github.
3
Note the 𝑡 < 𝑛/2 resilience upper bound for

any scheme that simultaneously provides availability and correct-
ness (cf. Definition 3.2). To see this, suppose the cooperation of 𝑞

storage nodes is necessary and sufficient to complete a dispersal.

Correctness requires 𝑞 ≤ 𝑛 − 𝑡 (else adversarial storage nodes can
‘block’ dispersal), and availability requires 𝑞 > 𝑡 (else adversarial

storage nodes can ‘forge’ a dispersal). Combining the two condi-

tions yields 𝑡 < 𝑛/2, which is achieved by the naive repetition

(full replication) scheme, at high communication and storage cost.

Our Π⋆ recovers the same trade-off when parameterized for re-

silience close to 𝑛/2; but our scheme can also be parameterized

for lower resilience, in which case it achieves considerably lower

communication and storage, whereas the repetition scheme does

not allow for such parameterization. AVID improves over repetition

in that each node only needs to store a chunk rather than the full

file. However, nodes still echo chunks to each other, leading to a

lot of communication. AVID-FP improves in communication be-

cause storage nodes only echo fingerprints rather than full chunks.

AVID-M improves over AVID-FP in that it drastically reduces the

fingerprint size and hence the communication. ACeD allows for a

trade-off of communication and storage with adversarial resilience.

In terms of communication and storage, our Semi-AVID-PR

scheme Π⋆ (Sec. 4) is among the best-of-class (tied with AVID-

M), while providing superior resilience (𝑡 < 𝑛/2 vs. 𝑡 < 𝑛/3) and
provable retrievability (the lack thereof limits application of AVID-

M to Validium rollups). Our Semi-AVID-PR scheme outperforms

ACeD in communication and storage by at least 7×. The net data
throughput of ≈ 0.54MB/s for (𝑛, 𝑘) = (256, 85) corresponding
to ≈ 2,700 tx/s (cf. Section 7.1) entails ≈ 1.7MB/s communication

bandwidth usage (≈ 70MB in ≈ 41 s), which is feasible even via

consumer-grade Internet connectivity. Finally, it should be noted

that the VID-based schemes in Table 1 have resilience 𝑡 at most

𝑡 < 𝑛/3. In that regime,Π⋆ matches or exceeds the communication-

and storage-efficiency of VID-based schemes. However, like ACeD,

Π⋆ also supports higher resilience up to 𝑡 < 𝑛/2. In this regime,

the overhead from erasure coding increases, as for ACeD, but still

outperforms ACeD.

8 APPLICATION TO DATA AVAILABILITY
SAMPLING

In common blockchain designs every block consists of a meta data

header and transaction content. Full nodes download the full chain

and validate all transactions. However, a resource-limited node can

instead participate as a light node.4 Then, it only processes block

headers. If a block contained an invalid transaction, it would be

rejected by full nodes but its header would be accepted by a light

node unable to inspect the block content and verify transaction va-

lidity. To prevent this, full nodes can produce an invalid transaction
fraud proof [1]. To take full nodes’ ability to issue such fraud proofs,
a malicious block producer can withhold parts of the block content.

Full nodes would then reject the block until its content is fully

available, but light nodes would not notice the missing content. The

3
Source code: https://github.com/tse-group/semiavidpr-experiments

4
Light nodes also occur in the context of sharding, where each node is assigned to a

shard and behaves in-shard as a full node and out-of-shard as a light node.

absence of an invalid transaction fraud proof can thus mean two

things: either the block is valid, or full nodes are unable to verify

the block due to missing data. To rule out the second possibility,

data availability sampling schemes for light nodes were introduced.

Data availability schemes using Reed-Solomon codes were pro-

posed in [1], where the block producer encodes the 𝑘 chunks block

content with a (2𝑘, 𝑘) Reed-Solomon (RS) code. Light nodes ran-

domly query a few chunks of the encoded block content. The block

is accepted only if the queried chunks are available. For a block to

be widely accepted by light nodes, most of the light nodes’ queried

chunks have to be available. Quickly, light nodes’ queries cover

more than 50% of coded chunks of the block and any remaining

missing chunks can be recovered using the RS code. It is there-

fore no longer possible to trick light nodes into accepting a block

while withholding data to prevent invalid transaction fraud proofs.

However, a malicious block producer could invalidly encode the

block. Decoding would then not consistently recover the original

chunks’ data. Full nodes can detect invalid encoding and issue a

fraud proof for light nodes. But, the size of such proofs in this

scheme is commensurate to the block content size—defying the

idea of light nodes downloading less than the full block. Subse-

quent works [1, 26, 27, 34] focussed on reducing the fraud proof

size, but drawbacks remain (e.g., complexity, timing assumptions).

A different approach is to make it impossible for block produc-

ers to invalidly encode data. Such schemes can be achieved using

polynomial commitments [18], where the block is interpreted as a

low-degree polynomial, the commitment to which is included in

the block header and gets opened at locations randomly sampled by

light clients. This effectively enforces valid RS encoding. Schemes

of this flavor however require to compute an evaluation witness

for each query, which despite recent algorithmic improvements is

still computationally heavy [30? , 31].
Algorithm Π⋆ .Commit of our Semi-AVID-PR scheme is suit-

able for the application at hand. It can commit to a block 𝐵 such

that: (a) The commitment can be opened to chunks, but only of a

valid RS encoding of 𝐵. Computing and verifying these openings is

practically efficient. This enables data availability sampling. (b) The
commitment can be opened to entries of the original block 𝐵. The

openings are short and can be produced and verified practically

efficiently. This enables the invalid transaction fraud proofs of [1].
Let 𝑼 ≡ AsMatrix𝐿×𝑘 (𝐵) with columns 𝒖1, ..., 𝒖𝑘 . An opening

(𝒄𝑖 , 𝑖, (ℎ1, ..., ℎ𝑘 )) to chunk 𝑖 of an RS encoding of 𝐵 is computed as:

𝒄𝑖 ← [Code.Encode⊗𝐿 (𝑼 )]𝑖 (ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 ) (53)

An opening (𝒄, 𝑖, (ℎ1, ..., ℎ𝑘 )) to chunk 𝑖 of an RS encoding of a block
with commitment 𝐶 is verified as:

𝐶
?

= CRHF𝑠 (ℎ1∥...∥ℎ𝑘 ) ∧ [Code.Encode(ℎ1, ..., ℎ𝑘 )]𝑖
?

= VC(𝒄) (54)
An opening ( [𝒖 𝑗 ]𝑖 , 𝑖, 𝑗, (ℎ1, ..., ℎ𝑘 ),𝑤) to the entry at (𝑖, 𝑗) of the
matrix 𝑼 corresponding to 𝐵 is computed as:

(ℎ1, ..., ℎ𝑘 ) ← VC⊗𝑘 (𝑼 ) 𝑤 ← VC.OpenEntry(pp, 𝒖 𝑗 , 𝑖) (55)

An opening (𝑦, 𝑖, 𝑗, (ℎ1, ..., ℎ𝑘 ),𝑤) to entry [𝒖 𝑗 ]𝑖 of a block with

commitment 𝐶 is verified as:

𝐶
?

= CRHF𝑠 (ℎ1∥...∥ℎ𝑘 ) ∧ VC.VerifyEntry(pp, ℎ 𝑗 , 𝑖, 𝑦,𝑤)
?

= true (56)

For more details on the application of Π⋆ to data availability

sampling see Appendix E.
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We assume the size of a hash is 𝜆
h
= 32 B, and the size of an LVC

is 𝜆c = 48 B (as in BLS12-381). Given adversarial resilience 𝑡 , we

choose 𝑘 ≜ 𝑛−2𝑡 . In the following, we do not account for signatures
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Figure 8: Communication and storage cost (top) and invalid
encoding fraud proof size (bottom) as a function of the base
layer symbol size 𝑐, when dispersing a file of size 22MB among
1024 nodes using ACeD [29] with resilience 𝑡 = 0.33𝑛.

• Repetition (uncoded) scheme:

𝐶 = 𝑆 = 𝑛 |𝐵 | (57)

• AVID:

𝐶 =

(
|𝐵 |
𝑘
+ 𝑛𝜆

h

) (
𝑛 + 𝑛2

)
(58)

𝑆 = 𝑛

(
|𝐵 |
𝑘
+ 𝑛𝜆

h

)
(59)

• AVID-FP:

𝐶 = 𝑛

(
|𝐵 |
𝑘
+ (𝑛 + 𝑘)𝜆

h

)
+ 𝑛2 (𝑛 + 𝑘)𝜆

h
(60)

𝑆 = 𝑛

(
|𝐵 |
𝑘
+ (𝑛 + 𝑘)𝜆

h

)
(61)

• AVID-M:

𝐶 = 𝑛

(
|𝐵 |
𝑘
+ (1 + log

2
𝑛)𝜆

h

)
+ 𝑛2𝜆

h
(62)

𝑆 = 𝑛

(
|𝐵 |
𝑘
+ (1 + log

2
𝑛)𝜆

h

)
(63)

• ACeD:

𝐶 = 𝑆 = 𝑛

(
𝑡 ′𝜆

h
+ |𝐵 |
𝑛𝑟𝜆
+ (2𝑞 − 1) |𝐵 |𝜆h

𝑛𝑟𝑐𝜆
log𝑞𝑟

|𝐵 |
𝑐𝑡 ′𝑟

)
(64)

Parameters:

𝑡 ′ = 16 𝑟 = 0.25 𝑞 = 8 𝑑 = 8 (65)

𝑐 = 40 kB 𝜂 = 0.875 𝜆 =
1 − 2𝑡/𝑛

ln

(
1

1−𝜂

) (66)

As illustrated in Figure 8, the communication and storage cost of

ACeD can be decreased by increasing the base layer symbol size

𝑐 , at the expense of an increased invalid encoding fraud proof

size. We picked what seemed to us to be a reasonable tradeoff,

where increasing the fraud proof size further does not lead to

any more substantial gains in communication and storage.

Algorithm 12 Existential forgery game (EFG) against Sig =

(Sig.KeyGen, Sig.Sign, Sig.Verify)
1: M ← ∅
2: (pk, sk) ← Sig.KeyGen(1𝜆)
3: function Osign(m)

4: M ←M ∪ {𝑚}
5: return Sig.Sign(sk,𝑚)
6: (𝑚,𝜎) ← AO

sign (.)
EFG (pk)

7: return𝑚 ∉M ∧ Sig.Verify(pk,𝑚, 𝜎) = true

Algorithm 13 Collision finding game (CFG) against HF =

(HF.Gen,HF.H)

1: 𝑠 ← HF.Gen(1𝜆)
2: (𝑥, 𝑥 ′) ← ACFG (𝑠)
3: return 𝑥 ≠ 𝑥 ′ ∧ CRHF𝑠 (𝑥) = CRHF𝑠 (𝑥 ′)

Algorithm 14 Binding game (VCBG) against LVC =

(LVC.Setup, LVC.Commit)

1: pp← LVC.Setup(1𝜆)
2: (𝒗, 𝒗′) ← AVCBG (pp)
3: return 𝒗 ≠ 𝒗′ ∧ LVC.Commit(𝒗) = LVC.Commit(𝒗′)

• Semi-AVID-PR:

𝐶 = 𝑛

(
|𝐵 |
𝑘
+ 𝑘𝜆c

)
(67)

𝑆 = 𝑛

(
|𝐵 |
𝑘
+ 𝑘𝜆c

)
(68)

B PRELIMINARIES
Definition B.1 (Hash Function). A hash function is a pair of PPT

algorithms (Gen,H) [19], such that:

• Gen : 1𝜆 ↦→ 𝑠 : takes as input a security parameter 𝜆 and outputs

a randomly sampled key 𝑠 ,

• H : (𝑠, 𝑥) ↦→ ℎ: takes as input a key 𝑠 and a string 𝑥 ∈ {0, 1}∗
and outputs a string ℎ ∈ {0, 1}𝜆 .

Definition B.2 (Digital Signature Scheme). A digital signature

scheme Sig = (KeyGen, Sign,Verify) [19] consists of three PPT

algorithms, such that:

• KeyGen : 1𝜆 ↦→ (pk, sk): takes as input a security parameter 𝜆

and outputs a public key pk and a secret key sk,
• Sign : (sk,𝑚) ↦→ 𝜎 : takes as input a secret key sk and a message

𝑚 and outputs a signature 𝜎 ,

• Verify : (pk,𝑚, 𝜎) ↦→ 𝑏 ∈ {true, false}: takes as input a public
key pk, a message𝑚 and a signature 𝜎 and outputs a boolean 𝑏

indicating whether the signature is valid.

Definition B.3 (Deterministic Vector Commitment Scheme). A de-

terministic vector commitment scheme VC = (Setup,Commit,
OpenEntry,VerifyEntry) [10, 18] consists of four PPT algorithms,

such that:

• Setup : 1𝜆 ↦→ pp: takes as input a security parameter 𝜆 and

outputs some public parameters pp,
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Figure 9: Single-thread runtime (ordinate, in seconds) of
Disperse ( ) and Retrieve ( ) on AMD Opteron 6378 processor
for varying file sizes (abscissa, in 10

6 bytes; for varying 𝐿) in
BLS12-381 curve. Rows: code rates 𝑘/𝑛 ≈ 0.25, 0.33, 0.45 ( ,

, ). Columns: system sizes 𝑛 = 128, 256, 1024 ( , , ).
(Disaggregated: Figure 6)

• Commit : (pp, 𝒗) ↦→ 𝐶: takes as input the public parameters pp
and a vector 𝒗 and outputs a commitment 𝐶 ,

• OpenEntry : (pp, 𝒗, 𝑖) ↦→ 𝜋𝑖 : takes as input the public parame-

ters pp, a vector 𝒗, a position 𝑖 and returns a proof 𝜋𝑖 attesting

to the fact that [𝒗]𝑖 is the 𝑖-th entry of 𝒗,
• VerifyEntry : (pp,𝐶, 𝑖, 𝑦, 𝜋) ↦→ 𝑏 ∈ {true, false}: takes as input

the public parameters pp, a commitment 𝐶 , a position 𝑖 , a value

𝑦, and an opening proof 𝜋 , and returns a boolean 𝑏 indicating

whether 𝜋 is a proof attesting to the fact that𝐶 is a commitment

to a vector 𝒗 such that [𝒗]𝑖 = 𝑦.

C ADDITIONAL EVALUATION PLOTS
The runtime measurements for different steps of Π⋆ shown in

Figure 6 are aggregated for Disperse and Retrieve in Figure 9.

Figures 6 and 9 use curve BLS12-381. Corresponding plots for

curve BN254 are provided in Figures 10 and 11. The plots show a

slight speedup, due to faster operations in BN254.

D PROOF DETAILS
Wemodify the availability gameAvG (Alg. 2) to obtainAvG′ (Alg. 15)
in which initially the index 𝐼 of a storage node is sampled uniformly

at random, and subsequently the game is aborted if the adversary

AAvG′ attempts to corrupt 𝐼 .
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Figure 10: Single-thread runtime (ordinate, in seconds) of
different steps of Π⋆ on AMD Opteron 6378 processor for
varying file sizes (abscissa, in 10

6 bytes; for varying 𝐿) in
BN254 curve. Rows: code rates 𝑘/𝑛 ≈ 0.25, 0.33, 0.45 ( , ,

). Columns: system sizes 𝑛 = 128, 256, 1024 ( , , ). Steps
of Π⋆: Disperse: Reed-Solomon (RS) encoding ( ), comput-
ing vector commitments ( ). Retrieve: Verifying downloaded
chunks ( ), RS decoding 𝑘 × 𝑘 matrix inversion ( ), RS decod-
ing matrix-matrix product ( ). (Aggregated: Figure 11. Note
that lies on top of in some plots.)

E DETAILS ON APPLICATION TO DATA
AVAILABILITY SAMPLING

In common blockchain designs all nodes have to download the

full blockchain and validate all included transactions (e.g., check
that accounts have sufficient balances, no funds are created out

of thin air, etc.). However, if a node does not have enough band-

width, storage, or computational resources to do so, it can instead

participate as a so called light node.5 We assume that every block

consists of a header comprised of meta data and a body comprised

of a list of transactions. The header includes a commitment to the

block content, binding the two together. Full nodes process block

headers and content, while light nodes only process block headers.

If an invalid transaction was added to a block, this block would be

rejected by full nodes but a header of this block can be accepted

5
Light nodes also occur in the context of sharding, where each node is assigned to

a shard and behaves in-shard (i.e., towards their assigned shard) as a full node and

out-of-shard (i.e., towards other shards) as a light node.
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Figure 11: Single-thread runtime (ordinate, in seconds) of
Disperse ( ) and Retrieve ( ) on AMD Opteron 6378 processor
for varying file sizes (abscissa, in 10

6 bytes; for varying 𝐿)
in BN254 curve. Rows: code rates 𝑘/𝑛 ≈ 0.25, 0.33, 0.45 ( ,

, ). Columns: system sizes 𝑛 = 128, 256, 1024 ( , , ).
(Disaggregated: Figure 10)

by a light node, since the light node cannot inspect the block con-

tent and verify transaction validity. To prevent light nodes from

accepting (the header of) an invalid block, full nodes can produce

an invalid transaction fraud proof (i.e., a succinct string of the evi-

dence necessary to verify relative to the block header that the block

indeed contains an invalid transaction). To take full nodes’ ability

to issue invalid transaction fraud proofs, a malicious block producer

can perform a data availability attack and withhold parts of the

block content, including the invalid transaction. Full nodes would

now temporarily reject the block (until its content becomes fully

available), but light nodes would not notice the missing content

since they do not attempt to download the block content anyway.

In this setting, the absence of an invalid transaction fraud proof

can thus mean two things: either that the block is alright, or that

full nodes were not able to verify the block due to missing data. To

rule out the possibility of data unavailability (so that finally lack

of fraud proof implies the block is valid), various data availability

sampling schemes for light nodes were introduced.

Data availability schemes using Reed-Solomon codes were pro-

posed in [1]. In a naive scheme, a block producer encodes a list of

transactions, consisting of 𝑘 chunks, with a (2𝑘, 𝑘) Reed-Solomon

code. Once a light node receives a header of the block, it randomly

queries a few chunks of the encoded block content. The block is

accepted only if the queried chunks are available. For a block to be

widely accepted by light nodes, most of the light nodes’ queried

chunks have to be available. Quickly, light nodes’ queries cover

more than 50% of coded chunks of the block, so that any remaining

missing chunks can be recovered using the Reed-Solomon code. It

Algorithm 15 Modified availability game (AvG′) with

resilience 𝑡 against Semi-AVID-PR scheme ΠSAVIDPR =

(Setup,Commit,Disperse,Verify,Retrieve)

1: 𝐼
R←− [𝑛]

2: C ← ∅ ⊲ Bookkeeping of corrupted parties
3: ∀𝑖 ∈ [𝑛] : 𝑃𝑖 ← newΠSAVIDPR (∅) ⊲ Instantiate 𝑃𝑖 as ΠSAVIDPR

with blank state
4: pp← Setup𝑃1,...,𝑃𝑛 (1𝜆) ⊲ Run setup among all parties
5: function Ocorrupt(𝑖) ⊲ Oracle for A to corrupt parties
6: assert 𝑖 ∉ C
7: if 𝑖 ≠ 𝐼

8: C ← C ∪ {𝑖} ⊲ Mark party as corrupted
9: return 𝑃𝑖 ⊲ Hand 𝑃𝑖 ’s state to A
10: else
11: abort
12: function Ointeract(𝑖,𝑚) ⊲ Oracle for A to interact with parties
13: assert 𝑖 ∉ C
14: return 𝑃𝑖 (𝑚) ⊲ Execute 𝑃𝑖 on input𝑚, return output to A
15:

(
𝑃,𝐶,

(
Onode
𝑖
(.)

)
𝑖∈C

)
← AO

corrupt (.),Ointeract (.)
AvG′ (pp) ⊲ A

returns certificate of retrievability 𝑃 , commitment 𝐶 , and oracle
access to corrupted nodes for retrieval

16: 𝐵̂ ← Retrieve𝑃1,...,𝑃𝑛
[
Onode
𝑖
(.)/Query(𝑖, .)

]
𝑖∈C
(𝑃,𝐶) ⊲

During retrieval, interact with corrupted nodes through oracles
17: return |C| ≤ 𝑡

∧ Verify(𝑃,𝐶) = true
∧ Commit(𝐵̂) ≠ 𝐶

⊲ A wins iff: while

corrupting no more than 𝑡 parties, A produces a valid certificate
of retrievability 𝑃 for 𝐶 such that retrieval does not return a file
matching 𝐶

is therefore no longer possible to trick light nodes into accepting

a block while withholding a chunk in an attempt to prevent full

nodes from generating an invalid transaction fraud proof. The main

drawback of this solution is that a malicious block producer could

invalidly encode the block. Decoding would then not consistently

recover the original chunks’ data, even if nominally enough chunks

are available. Again, full nodes would be able to detect invalid en-

coding, but light nodes would not. And again, full nodes could issue

a fraud proof to prevent light nodes from accepting an invalidly

encoded block. However, the amount of evidence needed to prove

invalid encoding in this scheme is as big as the block content itself –

defying the idea of light nodes downloading less than the full block

content. For example, an invalid encoding fraud proof consists of

the full original block data, which the light node can verify with

respect to the block header, re-encode, and then check that some

of the ‘encoded’ chunks received in response to data availability

queries do not match the properly encoded chunks. Subsequent

works [1, 26, 27, 34] on data availability schemes of this flavor

have thus focussed on reducing the size of invalid encoding fraud

proofs, but drawbacks remain (e.g., additional complexity, timing

assumptions).

A different approach is to eliminate invalid encoding fraud proofs

by making it impossible for block producers to invalidly encode

data. Such schemes can be achieved using polynomial commitment

17
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schemes such as KZG [18]. Treated as evaluations of a polynomial at

agreed-upon locations, the 𝑘 chunks of the block content uniquely

determine a polynomial of degree 𝑘 − 1. A commitment to this poly-

nomial is included in the block header. To ensure data availability,

light nodes query for evaluations of this polynomial at random lo-

cations. Consistency of every query response with the polynomial

committed to in the block header can be verified using the polyno-

mial commitment scheme by providing an evaluation witness. Even

with few queries each, light nodes together will soon have queried

evaluations at at least 𝑘 distinct locations. If the block producer

withholds any of these evaluations, light nodes will not accept the

block. But once evaluations at 𝑘 distinct locations are available, the

polynomial, and thus the block content, can be reconstructed. Any

invalid transaction becomes visible and full nodes can generate

corresponding fraud proofs. Schemes of this flavor however require

to compute an evaluation witness for each query, which despite

recent algorithmic improvements is still computationally heavy

[30? , 31].
The Semi-AVID-PR scheme, described in Section 4 and illustrated

in Figure 5, can be seen as combining ‘the best of both worlds’ in

that it does not require invalid encoding fraud proofs, but sampled

chunks can be verified efficiently. We assume that a block contains

an alternating sequence of transactions and commitments to result-

ing intermediary chain states (this is used for invalid transaction

fraud proofs as in [1]). As illustrated in Figure 5, the block producer

arranges the block content 𝑼 as a matrix of size 𝐿 × 𝑘 , where 𝑘
and 𝐿 are system parameters. It commits to each of the columns

𝒖1, ..., 𝒖𝑘 of that matrix using the linear vector commitment scheme

defined in Section 2.3 (to obtain commitments ℎ1, ..., ℎ𝑘 ), and en-

codes the matrix 𝑼 row-wise using a (𝑛, 𝑘) Reed-Solomon code to

obtain chunks 𝒄1, ..., 𝒄𝑛 of a coded matrix 𝑪 . A final commitment

to the full block content is computed as 𝐶 ≜ CRHF𝑠 (ℎ1∥...∥ℎ𝑘 )
and used on-chain in the block’s header to uniquely reference the

block content. Full nodes receive the full block content, recompute

the column commitments and their hash, and compare it with 𝐶 to

verify the block content. Light nodes receive only 𝐶 from the block

header. Prior to accepting a new block header, a light node samples

random coded chunks 𝒄𝑖 . The response to each query is accom-

panied by purported column commitments ℎ1, ..., ℎ𝑘 . Every light

node can verify the column commitments by locally recomputing

their hash and comparing it with the commitment 𝐶 in the block

header. Subsequently, the light node verifies the downloaded chunk

𝒄𝑖 using the linear homomorphic property of the vector commit-

ment scheme and the column commitments ℎ1, ..., ℎ𝑘 . To employ

the invalid transaction fraud proofs of [1], it remains to show how

a full node can open any entry of 𝑼 to a light node in a verifiable

manner. For this purpose, an opening witness for value 𝑦 = [𝒖 𝑗 ]𝑖
at position (𝑖, 𝑗) consists of:
• Value 𝑦 = [𝒖 𝑗 ]𝑖 and coordinates (𝑖, 𝑗).
• Commitments ℎ1, ..., ℎ𝑘 to columns 𝒖1, ..., 𝒖𝑘 .
• A witness𝑤 for the opening of 𝑦 at the 𝑖-th position in 𝒖 𝑗 with

respect to the vector commitment ℎ 𝑗 .

The light client first verifies the commitments ℎ1, ..., ℎ𝑘 by compar-

ing their hash to the commitment 𝐶 in the block header. The client

then verifies the opening of the value 𝑦 at position 𝑖 in 𝒖 𝑗 with
respect to the vector commitment ℎ 𝑗 .

Since in Semi-AVID-PR valid encoding can be verified by light

nodes using the homomorphic property of linear vector commit-

ments, invalid encoding fraud proofs are not needed needed. At

the same time, verifying a chunk requires only to compute a vector

commitment (to 𝒄𝑖 ) and a linear combination of the vector commit-

ments ℎ1, ..., ℎ𝑘 , which is lightweight to compute. Performance is

discussed in more detail in Section 7.
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