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Abstract—We design and analyse filter bank multicarrier
(FBMC) offset quadrature amplitude modulation (OQAM)-based
millimeter wave (mmWave) hybrid multiple-input multiple-
output (MIMO) systems. Furthermore, a novel channel estima-
tion model is conceived for quasi-static mmWave hybrid MIMO-
FBMC-OQAM (mmH-MFO) systems that reconfigures the radio-
frequency (RF) circuitry during the transmission of zero symbols.
Subsequently, a Bayesian learning (BL) technique is proposed for
sparse channel estimation, which relies on multiple measurement
vectors combined with selective subcarrier grouping for enhanced
estimation. Additionally, an online BL based Kalman filter (OBL-
KF) is designed for sparse channel tracking in doubly-selective
mmH-MFO systems. Then the Bayesian Cramér-Rao lower
bounds (BCRLBs) are derived for characterizing the perfor-
mance of the proposed frequency-selective and doubly-selective
channel estimation techniques. Finally, a limited feedback based
algorithm relying on beamspace channel estimates is proposed for
hybrid precoder/combiner design. The accuracy of our analytical
results is confirmed by our simulation results.

Index Terms—mmWave communication, hybrid MIMO ar-
chitecture, filter bank multicarrier, Bayesian learning (BL),
expectation maximization, Bayesian Cramér-Rao bound.

I. INTRODUCTION

M ILLIMETER wave (mmWave) technology that enables
leveraging the huge bandwidth available in the 30 to

300 GHz band has emerged as a promising solution for next
generation wireless systems. It has been recently employed
in various standards such as the 5th generation New Radio
(5G-NR), IEEE 802.11ad for wireless local area networks
(WLAN) [1] and WirelessHD for personal area networks
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(WPAN) [2]. To overcome the hardware complexity of the
conventional fully-digital mmWave multiple-input multiple-
output (MIMO) implementation, the hybrid MIMO architec-
ture has been shown to be eminently suitable for communi-
cation at mmWave frequencies [3], [4]. In such a mmWave
hybrid MIMO system, digital precoding is performed in the
baseband at the transmitter, followed by analog precoding for
directional beamforming using a network of digitally con-
trolled phase-shifters in the radio-frequency (RF) front-end.
Recently, orthogonal frequency division multiplexing (OFDM)
has also been proposed for hybrid mmWave MIMO systems
in order to combat multipath fading in wideband mmWave
wireless channels [5], [6]. However, the rectangular time-
domain window used in OFDM for each subcarrier leads to
significant out-of-band (OOB) radiation. Furthermore, OFDM
systems are also susceptible to synchronization errors [7] due
to the limited frequency localization of the rectangular time
domain pulse, especially in high-velocity mobile scenarios
where it is difficult to track the Doppler shifts [8]. Therefore,
OFDM may not necessarily be well suited for all the use cases
in future wireless communication networks. As an appeal-
ing design alternative, filter bank multicarrier (FBMC)-offset
quadrature amplitude modulation (OQAM) employing banks
of frequency-time (FT) localized filters for modulation and
demodulation has emerged as a potential waveform candidate
for future systems [9]. Its pulse shaping filters significantly
reduce the OOB emission and readily meets the stringent
synchronization requirement of these systems [10]. Thus,
FBMC-OQAM is a viable competitor of OFDM in future
mmWave hybrid MIMO systems. The next subsection presents
a brief review of the recent contributions in this context.

A. Review of Existing Works

Pérez-Neira et al. [11] described the signal processing so-
lutions incorporating the FBMC-OQAM waveform in MIMO
schemes. Singh et al. [12], [13] derived an MMSE receiver
for MIMO-FBMC-OQAM (MFO) systems and characterized
them in the presence of perfect and imperfect channel state
information (CSI), respectively. Li et al. [14] have harnessed
Alamouti’s encoder and decoder for highly frequency-selective
FBMC-OQAM systems. Liu et al. [15] designed an optimal
frequency division multiplexing (FDM)-structured preamble
sequence for enhancing the channel estimation accuracy of
MFO systems. Singh et al. [16] presented a two-step training
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approach for joint frequency-selective channel and carrier
frequency offset (CFO) estimation of MFO systems. Singh
et al. [17] have also investigated semi-blind, data-aided and
training based channel estimation schemes designed for MFO
systems. Wang [18] designed a sparse channel estimation
scheme for smart city applications using compressive sensing
for MFO systems. Chen et al. [19] analysed the performance
of FBMC-OQAM based systems in the context of Internet
of Things. As a further advance, the authors of [20]–[22]
have described the benefits of FBMC-OQAM signaling over
its OFDM counterpart in massive MIMO systems.

Let us now focus our attention on mmWave hybrid MIMO
systems. The authors of [23], [24] have proposed various beam
training strategies for CSI acquisition in such systems. The
papers [25]–[27] described techniques exploiting the angular
sparsity of the mmWave channel for CSI estimation. The
authors of [5], [6] have addressed the problem of frequency-
selective mmWave MIMO channel estimation. The orthogonal
matching pursuit (OMP) and its variant termed as simultane-
ous OMP (SOMP) have been employed for sparse channel
recovery in [5], [6] for mmWave MIMO-OFDM systems.
However, to the best of our knowledge, and also seen from
Table-I, none of the existing contributions have described the
complete signal processing framework of mmWave hybrid
MIMO FBMC-OQAM (mmH-MFO) systems. The focus of
this paper is therefore to develop efficient channel estimation
schemes for mmH-MFO systems followed by the associated
precoder/combiner design. The main contributions of this
treatise are presented next.

B. Contributions of the Present Work

• A novel transceiver architecture is developed for mmH-
MFO systems, which intrinsically amalgamates the hy-
brid RF/ baseband precoding and combining operations
with filter banks for modulation and demodulation. Ini-
tially, conventional LS and MMSE schemes are devel-
oped for quasi-static channel frequency response (CFR)
estimation.

• A beamspace channel model is presented next that also
reflects the sparse nature of the multipath scattering at
mmWave frequencies, and thereby can be characterized
only by a few set of parameters [28]–[31]. Subsequently,
an interference approximation method (IAM) based CFR
estimation model is developed that exploits the trans-
mission of zero symbols used for ISI reduction during
channel estimation in FBMC systems, for the sake of
reconfiguring the analog RF circuitry of the mmH-MFO
system.

• Next, sparse channel estimation techniques are conceived
for mmH-MFO systems based on the OMP and Bayesian
learning (BL) paradigms. Additionally, the simultaneous-
sparsity across the subcarriers is also exploited via se-
lective subcarrier grouping (SSG) in the context of a
multiple measurement vector (MMV)-based BL (MBL-
SSG) framework. This leads to a further improvement in
the channel estimation performance. A doubly-selective
sparse channel estimation model and the pertinent online

BL-based Kalman filtering (OBL-KF) framework is in-
voked for channel tracking.

• The Bayesian Cramér-Rao lower bounds (BCRLBs) are
derived for all the proposed estimation schemes. Finally,
a limited CSI based scheme is designed for our RF pre-
coders/combiners using the estimated beamspace channel.
Our simulation results validate the various findings, and
compare the performance of mmH-MFO and the conven-
tional OFDM based mmWave hybrid MIMO systems.

C. Notation

The operations <{·} and ={·} represent real and imaginary
parts, and [·]N denotes the modulo-N operation. The opera-
tions A(m, :) and A(:,m) access the mth row and column of
the matrix A, respectively. The floor function buc denotes the
largest integer that is no larger than u, and due denotes the
smallest integer that is no smaller than u. The operation A⊗B
denotes Kronecker product of the matrices A and B. For
p ≥ 1, ‖·‖p denotes the `p-norm of a vector [32], whereas ‖a‖0
denotes the `0-norm of a vector a of size N × 1, defined as
‖a‖0 =

∑N
i=1 I (ai 6= 0) , where I(·) represents the indicator

function [33]. Note that ‖a‖0 denotes the number of non-zero
entries in the vector a [34].

II. MMWAVE HYBRID MIMO-FBMC SYSTEM MODEL

Consider a single-user mmH-MFO baseband system em-
ploying N subcarriers for transmitting Ns data streams using
Nt transmit antennas (TAs) and Nr receive antennas (RAs).
As shown in Fig. 1, both the transmitter and receiver are
assumed to have a hybrid MIMO architecture using NRF
RF chains (RFCs), where NRF < min(Nt, Nr) [4]. The
matrices FBB,m ∈ CNRF×Ns at the transmitter and WBB,m ∈
CNs×NRF at the receiver for the mth subcarrier, 0 ≤ m ≤
N − 1, represent a bank of N baseband precoders and com-
biners, respectively. Note that similar to [5], [6], the baseband
precoders and combiners are different for each subcarrier,
whereas the RF precoders and combiners, represented by the
matrices FRF ∈ CNt×NRF and WRF ∈ CNRF×Nr respectively,
are identical across all the subcarriers, since they are applied
to the time-domain FBMC signal. As described in [5], the
RF precoder and combiner are implemented using a digitally
controlled network of unit-magnitude phase shifters.

Let cim,n denote the QAM symbol in the ith data stream on
subcarrier m at time instant n. The function Φ(cim,n) separates
the real and imaginary parts of the complex QAM symbol
cim,n to extract real OQAM symbols dim,2n and dim,2n+1

as per the procedure described in [35, Eq. (2), (3)]. Let
Ts represent the duration of the QAM symbol cim,n with
Ts
2 denoting the duration of each of the component OQAM

symbols dim,2n and dim,2n+1. The real and imaginary parts of
the QAM symbol are assumed to be spatially and temporally
independent and identically distributed (i.i.d.) with power Pd,
i.e., E

[
dim,n

(
dim,n

)∗ ]
= Pd, from which it follows that

E
[
cim,n

(
cim,n

)∗ ]
= 2Pd. Let the symbol vector dm,n ∈

CNs×1 be defined as

dm,n =
[
d1
m,n, d

2
m,n, · · · , dNsm,n

]T
. (1)
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TABLE I: Summary of literature survey on mmWave hybrid MIMO and MIMO-FBMC-OQAM systems

[16], [17], [36] [19] [18] [39] [26] [5] [6] Proposed

OFDM × × × × X X ×
FBMC X X × × × × X
mmWave hybrid MIMO × × X X X X X
sub-6 GHz MIMO X X × × × × ×
Spatial channel model × × X X X X X
Sparsity × X X X X X X
Simultaneous-sparsity × × × X X × X
Doubly-selective channel × × × × × × X
Online channel estimation × × × X × × X
CRLB bounds × × × X X × X
Limited CSI feedback × × × × × × X

The vector d̃m,n ∈ CNRF×1 denotes the baseband precoded
vector generated as d̃m,n = FBB,mdm,n. Let d̃qm,n denote the
qth element of d̃m,n, which is fed into the qth transmit FBMC
processing block, 1 ≤ q ≤ NRF , as shown in Fig. 2(a). Next,
the baseband signal sq[k] at the output of qth transmit RFC
can be obtained as [36]

sq[k] =

N−1∑
m=0

∑
n∈Z

d̃qm,nχm,n[k], (2)

where k denotes the sample index corresponding to the sam-
pling interval Ts/N and the FBMC basis function χm,n[k] is
defined as

χm,n[k] = p[k − nN/2]ej2πmk/Nejφm,n . (3)

The symmetric real-valued pulse p[k] of length Lp represents
the impulse response of the prototype filter of the FBMC sys-
tem. The phase factor φm,n is defined as π

2 (m+n)−πmn. The
basis functions χm,n[k] are required to satisfy the following
real field orthogonality condition

<

{
+∞∑

k=−∞

χm,n[k]χ∗m̄,n̄[k]︸ ︷︷ ︸
ξm̄,n̄m,n

}
= δm,m̄δn,n̄, (4)

where δm,m̄ denotes the Kronecker delta with δm,m̄ = 1 if
m = m̄ and zero otherwise. Thus, we have ξm̄,n̄m,n = 1 if
(m,n) = (m̄, n̄), and ξm̄,n̄m,n = j〈ξ〉m̄,n̄m,n if (m,n) 6= (m̄, n̄),
where 〈ξ〉m̄,n̄m,n denotes the imaginary part of ξm̄,n̄m,n [37]. Let
FRF(t, q) be the (t, q)th element of the RF precoder matrix
FRF. Then, the signal s̃t[k] destined for the tth TA is formu-
lated as:

s̃t[k] =

NRF∑
q=1

FRF(t, q)sq[k]. (5)

Let hr,t[l], 0 ≤ l ≤ Lh − 1, denote the lth tap of the channel
filter between the tth TA and the rth RA. The signal received
by the mmH-MFO system is given as

yr[k] =

Nt∑
t=1

(
s̃t[k] ∗ hr,t[k]

)
+ ηr[k], (6)

where the noise samples ηr[k] are assumed to be i.i.d. as
CN (0, σ2

η). Let WRF(j, r) denote the (j, r)th element of the
RF combiner matrix WRF. The received signal ỹj [k] at the
output of the jth RFC can be written as

ỹj [k] =

Nr∑
r=1

WRF(j, r)yr[k]. (7)

Substituting yr[k] from (6) and in turn using s̃t[k] from (5),
the expression for ỹj [k] above can be expanded as

ỹj [k] =

Nr∑
r=1

Nt∑
t=1

NRF∑
q=1

WRF(j, r)

(
Lh−1∑
l=0

hr,t[l]sq[k − l]

)
× FRF(t, q) + η̃j [k], (8)

where the noise at the output of the jth RFC is η̃j [k] =∑Nr
r=1 η

r[k]WRF(j, r). Since the RF combiner matrix is com-
prised of unit-magnitude phase elements, the noise η̃j [k] is dis-
tributed as CN (0, Nrσ

2
η). Note that due to the RF combining,

η̃j [k] is spatially-correlated across the RFC index j. The signal
ỹj [k] is subsequently processed by the jth receive FBMC
block as shown in Fig. 2(b), wherein ỹj [k] is matched with
the FBMC basis function χm,n[k] to obtain the demodulated
signal ỹjm̄,n̄ as [36]

ỹjm̄,n̄ =

+∞∑
k=−∞

ỹj [k]χ∗m̄,n̄[k]. (9)

Substituting the expressions for sq[k], χm̄,n̄[k] and ỹj [k] from
(2), (3) and (8) respectively in (9), the expression for ỹjm̄,n̄
above can be expanded as

ỹjm̄,n̄ =

Nr∑
r=1

Nt∑
t=1

NRF∑
q=1

WRF(j, r)FRF(t, q)

N−1∑
m=0

∑
n∈Z

d̃qm,n

×
Lh−1∑
l=0

hr,t[l]e−j2πml/N
∑
k

p[k − l − nN/2]p[k − n̄N/2]

× ej2π(m−m̄)k/Nej(φm,n−φm̄,n̄) + η̃jm̄,n̄, (10)

where the demodulated noise η̃jm̄,n̄ =
∑+∞
k=−∞ η̃j [k] χ∗m̄,n̄[k]

is distributed as CN (0, Nrσ
2
η) owing to the fact that the FBMC

basis function χm,n[k] has unit-energy. It is worth noting that
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Fig. 1: Architecture of mmWave hybrid MIMO-FBMC transmitter and receiver.

(a) (b)

Fig. 2: Block diagram of FBMC (a) transmit processing for input of the qth RFC; (b) receiver processing for output of the jth RFC.

due to the real field orthogonality in FBMC systems, the
noise η̃jm̄,n̄ across the FT indices (m̄, n̄), strictly speaking,
is correlated. However, this correlation is insignificant due to
the sharp nature of the pulse shaping filters in these systems
[37], [38] and is neglected to render the analysis tractable.
Since the channel’s delay spread at mmWave frequencies is
typically small in comparison to the symbol duration [29],
which also implies that p[k − l − nN/2] ≈ p[k − nN/2] for
l ∈ [0, Lh], the expression above in (10) can be simplified to:

ỹjm̄,n̄ =

Nr∑
r=1

Nt∑
t=1

NRF∑
q=1

WRF(j, r)FRF(t, q)

×
N−1∑
m=0

∑
n∈Z

d̃qm,nH
r,t
m ξm̄,n̄m,n + η̃jm̄,n̄, (11)

where the quantity Hr,t
m =

∑Lh−1
l=0 hr,t[l]e−j2πml/N de-

notes the CFR for the mth subcarrier between the tth
TA and the rth RA. One can now separate the term∑N−1
m=0

∑
n∈Z d̃

q
m,nH

r,t
m ξm̄,n̄m,n into desired and interfering com-

ponents as
N−1∑
m=0

∑
n∈Z

d̃qm,nH
r,t
m ξm̄,n̄m,n = Hr,t

m̄ d̃qm̄,n̄ + j
∑

(m,n)6=(m̄,n̄)

d̃qm,nH
r,t
m 〈ξ〉m̄,n̄m,n,

(12)

where the fact that ξm̄,n̄m̄,n̄ = 1 has been exploited in
the above simplification. The latter term denotes the in-
trinsic interference that is characteristic of FBMC systems.
For a FT localized filter p[k], a significant portion of

the interference can be attributed to the first-order neigh-
borhood of the FT point (m̄, n̄), denoted by Ωm̄,n̄ =
{(m̄± 1, n̄± 1), (m̄, n̄± 1), (m̄± 1, n̄)} . For the subcarriers
m in this neighbourhood, the CFRs Hr,t

m can be well approx-
imated by Hr,t

m̄ . Thus, the expression in (12) above can be
simplified as Hr,t

m̄ b̃qm̄,n̄, where the virtual symbol b̃qm̄,n̄ obeys
b̃qm̄,n̄ = d̃qm̄,n̄ + jĨqm̄,n̄. The intrinsic interference component
Ĩqm̄,n̄ is expressed as

Ĩqm̄,n̄ =
∑

(m,n)∈Ωm̄,n̄

d̃qm,n〈ξ〉m̄,n̄m,n. (13)

The term Ĩqm̄,n̄ consists of the ISI and inter-carrier interference
(ICI) imposed by the adjacent FT symbols around the desired
symbol d̃qm̄,n̄. This is in contrast to classic OFDM systems,
where the ISI and ICI are suppressed using the cyclic-prefix
(CP) and the orthogonality among the subcarriers, respectively.
Using the above simplification, the expression for ỹjm̄,n̄ in (11)
can be further reduced to

ỹjm̄,n̄ =

Nr∑
r=1

Nt∑
t=1

NRF∑
q=1

WRF(j, r)Hr,t
m̄ FRF(t, q)b̃qm̄,n̄ + η̃jm̄,n̄.

Let ỹm̄,n̄ = [ỹ1
m̄,n̄, ỹ

2
m̄,n̄, . . . , ỹ

NRF
m̄,n̄ ]T ∈ CNRF×1 denote the

vector of received symbols at the output of the NRF receive
RF chains at the FT index (m̄, n̄). This can be determined as

ỹm̄,n̄ = WRFHm̄FRFb̃m̄,n̄ + η̃m̄,n̄, (14)

where η̃m̄,n̄ = [η̃1
m̄,n̄, η̃

2
m̄,n̄, . . . , η̃

NRF
m̄,n̄ ]T ∈ CNRF×1 is the cor-

responding noise vector so that E[η̃m̄,n̄η̃
H
m̄,n̄] = σ2

ηWRFW
H
RF.
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Fig. 3: Training frame structure for the qth RFC.

The vector b̃m̄,n̄ = [b̃1m̄,n̄, b̃
2
m̄,n̄, . . . , b̃

NRF
m̄,n̄ ]T ∈ CNRF×1 is

comprised of the precoded virtual symbols. Finally, the matrix
Hm̄ ∈ CNr×Nt denotes the mmWave MIMO CFR matrix for
the m̄th subcarrier with its (r, t)th element given by Hr,t

m̄ .

III. CONVENTIONAL CHANNEL ESTIMATION FOR
MMH-MFO SYSTEMS

Let us now arrange for the qth RFC to transmit OQAM
training symbols on each subcarrier according to the frame
structure shown in Fig. 3, for the purpose of channel esti-
mation. Note that similar to the data symbols, the training
symbols are also zero-mean i.i.d. random variables, but known
at the receiver. Each OQAM training symbol is followed by
z zero symbols that are inserted for meeting the following
requirements. Firstly, the zero symbols curb the ISI arising
due to the overlapping nature of the FBMC pulse-shaping
filters [37], [38]. Secondly, this allows reconfiguration of the
RF precoder and combiner matrices FRF and WRF without
encountering any loss of training data [6]. In contrast to
OFDM, the adjacent time-domain FBMC symbols interfere
due to the overlapping nature of the associated prototype
filter [37]. To suppress this interference, similar to several
authoritative references, such as [17], [37], [38], zero symbols
have been inserted between the adjacent training symbols, as
shown in Fig. 3. However, it is important to note that for
z = 1, the duration of an OQAM training symbol followed
by a zero, prior to FBMC modulation, is equal to Ts, which
equals the duration of a QAM symbol. Thus, for z = 1, there
is no additional overhead in an mmH-MFO system and it is
typically sufficient to mitigate the ISI to an acceptable level
[38]. The performance significantly improves further for z = 2
and achieves the ideal BCRLB performance, as seen in the
various results in Section VII. Thus, although strictly speaking
z can be arbitrary, in practice, typically z = 1 (no additional
overhead) or z = 2 (marginal additional overhead) is sufficient
to achieve the best performance. As shown in Fig. 3, the
training symbols are located at the indices n = i(1 + z), for
0 ≤ i ≤ M − 1. Let the matrices FTR,i(1+z) and WTR,i(1+z)

represent the training RF precoder and combiner matrices,
respectively, during the transmission of the i(1 + z)th training
symbol. The training vector ym̄,i(1+z) received at these indices

is obtained using (14) as

ym̄,i(1+z) = WTR,i(1+z)Hm̄FTR,i(1+z)bm̄,i(1+z) + η̃m̄,i(1+z),

(15)

where bm̄,i(1+z) = [b1m̄,i(1+z), . . . , b
NRF
m̄,i(1+z)]

T ∈ CNRF×1 is
the virtual training vector at the FT index (m̄, i(1 + z)) and
η̃m̄,i(1+z) is the noise vector, whose covariance matrix Rη,i

obeys Rη,i = σ2
η

[
WTR,i(1+z)W

H
TR,i(1+z)

]
. The qth element

of bm̄,i(1+z) is given by bqm̄,i(1+z) = dqm̄,i(1+z) + jIqm̄,i(1+z),
where the intrinsic interference Iqm̄,i(1+z) is [17]

Iqm̄,i(1+z) =
∑
m6=m̄

dqm,i(1+z)=
{ +∞∑
l=−∞

p2[l]ej(φm,0−φm̄,0)

× ej2π(m−m̄)l/N

}
=
∑
m6=m̄

dqm,i(1+z)〈ξ〉
m̄,0
m,0. (16)

Since the training symbols dqm̄,i(1+z) are zero mean i.i.d.
random variables, it follows that the interference Iqm̄,i(1+z) is
spatially uncorrelated across the RF chains q. Furthermore,
assuming z being sufficiently large, they are also temporally
uncorrelated across the training symbol index i. Hence, the
variance of the virtual training symbol bqm̄,i(1+z) can be
evaluated as

E[|bqm̄,i(1+z)|
2] = E[|dqm̄,i(1+z)|

2] + E[|Iqm̄,i(1+z)|
2] = σ2

b . (17)

Using the properties of the vec(·) operator and matrix Kro-
necker product ⊗, (15) can be recast as

ym̄,i(1+z) = Ψm̄,i(1+z)hm̄ + η̃m̄,i(1+z), (18)

where Ψm̄,i(1+z) =
[(

bTm̄,i(1+z)F
T
TR,i(1+z)

)
⊗
(
WTR,i(1+z)

)]
∈

CNRF×NrNt and hm̄ = vec (Hm̄) is the mmWave
CFR vector of size NrNt × 1. Upon concatenating
the observations ym̄,i(1+z) for all the training
vectors with indices, 0 ≤ i ≤ M − 1, as
ym̄ = [yTm̄,0,y

T
m̄,(1+z), . . . ,y

T
m̄,(M−1)(1+z)]

T ∈ CNRFM×1,
the equivalent channel estimation model can be expressed as

ym̄ = Ψm̄hm̄ + η̃m̄, (19)

where Ψm̄ = [ΨT
m̄,0,Ψ

T
m̄,(1+z), . . . ,Ψ

T
m̄,(M−1)(1+z)]

T ∈
CNRFM×NrNt . The noise vector η̃m̄ ∈ CNRFM×1

obeys η̃m̄ = [η̃Tm̄,0, η̃
T
m̄,(1+z), . . . , η̃

T
m̄,(M−1)(1+z)]

T , with

its covariance matrix given by Rη , E
[
η̃m̄η̃Hm̄

]
=

blkdiag (Rη,0,Rη,1, · · · ,Rη,M−1), which is a block-diagonal
matrix with Rη,i, 0 ≤ i ≤ M − 1, on its principal diagonal.
The conventional LS estimate of the CFR vector hm̄ at the
m̄th subcarrier can now be determined in a straightforward
fashion as [39]

ĥLS
m̄ = Ψ†m̄ym̄, (20)

where Ψ†m̄ = (ΨH
m̄Ψm̄)−1ΨH

m̄ represents the pseudo-inverse
of the matrix Ψm̄. Next, the conventional MMSE estimate,
which minimizes the MSE, can be determined as

ĥMMSE
m̄ =

(
R−1

hm̄
+ ΨH

m̄R−1
η Ψm̄

)−1

ΨH
m̄R−1

η ym̄, (21)
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where Rhm̄ = E
[
hm̄hHm̄

]
∈ CNrNt×NrNt . The conventional

LS and LMMSE schemes described above suffer from the
drawback that they require an over-determined system for pro-
viding reliable estimates, which necessitates the transmission
of at least M = dNtNrNRF

e training symbols on each of the
subcarriers. Given that NRF < min(Nt, Nr) for a typical
mmWave hybrid MIMO system, this leads to a potentially
excessive training overhead, which implies that the conven-
tional channel estimators are spectrally inefficient. However,
by exploiting the frequency-domain correlation among sub-
carriers [40], [41], together with the delay-domain sparsity
of the mmWave MIMO channel [42], [43], the pilot overhead
may be further reduced. Future work may extend the proposed
frameworks for incorporating these aspects. On the other hand,
it is important to note that these conventional schemes fail to
exploit the spatially-sparse nature of the multipath components
in a typical mmWave MIMO channel, which is a unique
characteristic of the wireless channel in the mmWave regime
[28]–[31]. Leveraging this aspect can lead to a significant
improvement in the quality of the channel estimate obtained.
Hence, the next section develops a mmWave-specific clustered
MIMO channel model followed by novel schemes that also
exploit the sparsity for channel recovery.

IV. SPARSE MMWAVE MIMO FBMC CHANNEL
ESTIMATION SCHEMES

Let H[l] ∈ CNr×Nt denote the lth tap of the frequency-
selective mmWave MIMO channel where the (r, t)th element
is given as hr,t[l]. Using the narrowband clustered channel
model described in [3], [4], [44] for a mmWave MIMO system,
the matrix H[l] can be expressed as

H[l] =

√
NtNr
NclNray

Ncl∑
i=1

Nray∑
j=1

αij [l]aR(θaij)a
H
T (θdij), (22)

where the quantity Ncl denotes the total number of clus-
ters, with each cluster contributing Nray spatial multipath
components. The angles θaij and θdij respectively represent
the angles-of-arrival (AoAs) and angles-of-departure (AoDs)
associated with the jth ray in the ith cluster. The quantity αij [l]
represents the complex gain of the lth channel tap. The vectors
aR(θaij) ∈ CNr×1 and aT (θdij) ∈ CNt×1, which respectively
denote the receive and transmit array response vectors of the
jth ray in the ith cluster, are defined as

aR(θaij) =
1√
Nr

[
1, e−jd̃r , . . . , e−jd̃r(Nr−1)

]T
,

aT (θdij) =
1√
Nt

[
1, e−jd̃t , . . . , e−jd̃t(Nt−1)

]T
,

where d̃r = 2π
λ dr cos(θaij) and d̃t = 2π

λ dt cos(θdij). The
quantities λ, dr and dt denote the carrier wavelength, antenna
spacings of the receive and transmit arrays, respectively.
Consider a partition of the feasible AoD and AoA spaces
using grids comprised of Gt, Gr angles, respectively, where
Gt, Gr ≥ max{Nt, Nr} angles. The set of spatial angles in the
grids Θt and Θr at the transmitter and receiver, respectively, is

chosen for ensuring that the following conditions are satisfied
[45]

Θt =

{
φtg : cos(φtg) =

2

Gt
(g − 1)− 1, 1 ≤ g ≤ Gt

}
,

Θr =

{
φrg : cos(φrg) =

2

Gr
(g − 1)− 1, 1 ≤ g ≤ Gr

}
.

The quantized transmit and receive array response matrices
AT (Θt) ∈ CNt×Gt and AR(Θr) ∈ CNr×Gr correspond-
ing to the grids Θt and Θr, respectively, are constructed
as AT (Θt) = [aT (φt1), · · · ,aT (φtGt)] and AR(Θr) =
[aR(φr1), · · · ,aR(φrGr )]. When the quantization intervals of
the AoA/ AoD spaces are suitably fine, the beamspace repre-
sentation of the channel matrix H[l] can be obtained as

H[l] = AR(Θr)Hb[l]A
H
T (Θt), (23)

where Hb[l] ∈ CGr×Gt denotes the equivalent beamspace
channel matrix corresponding to H[l]. Owing to the highly
directional nature of signal propagation at mmWave frequen-
cies coupled with the reduced scattering effects, typically
only a few active spatial multipath components exist [28]–
[31]. Thus, the resultant beamspace channel matrix Hb[l] is
sparse in nature. Note that the different rays in a given cluster
associated with closely spaced AoAs/ AoDs can be assumed to
be mapped to a single beamspace component. Furthermore, the
non-zero coefficients corresponding to different clusters can
be assumed to be independent due to the wide angular spread.
The beamspace representation of the mmWave MIMO-FBMC
CFR matrix can now be obtained as

Hm̄ =

Lh−1∑
l=0

H[l]e−j
2πm̄
N l

= AR(Θr)

(
Lh−1∑
l=0

Hb[l]e
−j 2πm̄

N l

)
︸ ︷︷ ︸

Hb,m̄

AH
T (Θt), (24)

where Hb,m̄ ∈ CGr×Gt represents the beamspace channel
matrix corresponding to Hm̄. It follows from (22) and (24)
that the beamspace channel matrices Hb[l], 0 ≤ l ≤ Lh − 1,
and Hb,m̄, 0 ≤ m̄ ≤ N − 1, share a common sparsity profile,
i.e., the locations of their non-zero entries coincide. One can
now express the mmWave CFR vector hm̄ as

hm̄ , vec(Hm̄) = (A∗T (Θt)⊗AR (Θr)) hb,m̄, (25)

where hb,m̄ , vec(Hb,m̄) ∈ CGrGt×1 represents the equiv-
alent beamspace CFR vector that is sparse. Substituting this
into (19), the sparse channel estimation model of mmH-MFO
system is

ym̄ = Υm̄hb,m̄ + η̃m̄, (26)

where Υm̄ = Ψm̄ [A∗T (Θt)⊗AR (Θr)] denotes the dictio-
nary matrix. Sparse channel estimation techniques designed
for mmWave MIMO FBMC channel estimation are presented
next.
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Algorithm 1: OMP-based CFR estimation for
mmWave hybrid MIMO-FBMC systems

Input: Dictionary matrix Υm̄, Observation vector ym̄,
Stopping parameter ε, Array response matrices
AT (Θt) and AR(Θr)

Output: Estimate ĤOMP
m̄ of the mmWave MIMO CFR

matrix Hm̄

1 Initialization: I0 = [ ], residue r−1 = 0, r0 = ym̄,
ĥOMP
b,m̄ = 0,ΥIm̄ = [ ], i = 1

2 while
(
‖ ri−1 ‖22 − ‖ ri−2 ‖22 ≥ ε

)
do

3 j = argmax
k=1,2,...,GrGt

∣∣ΥH
m̄(:, k)ri−1

∣∣
4 Ii = Ii−1 ∪ j
5 ΥIm̄ =

[
ΥIm̄ Υm̄(:, j)

]
6 hib,m̄ =

(
ΥIm̄

)†
ym̄

7 ri = ym̄ −ΥIm̄hib,m̄
8 i = i+ 1
9 end

10 ĥOMP
b,m̄ (Ii) = hib,m̄

11 return: ĤOMP
m̄ = AR(Θr)vec−1

(
ĥOMP
b,m̄

)
AH
T (Θt)

A. OMP-based mmWave hybrid MIMO-FBMC channel esti-
mation

Given the model in (26), the estimate of the mmWave
beamspace CFR vector hb,m̄ can be obtained by solving the
following sparse signal recovery problem

min
hb,m̄
‖ hb,m̄ ‖0, s.t. ‖ ym̄ −Υm̄hb,m̄ ‖22 ≤ εt, (27)

where εt is a tunable parameter that depends on the noise
variance σ2

η . The popular orthogonal matching pursuit (OMP)
[45] adopted for sparse channel recovery is described in
Algorithm-1. The key steps of this algorithm can be briefly
described as follows. In each iteration i, step-3 computes
the index j of the column of the dictionary matrix Υm̄ that
is maximally correlated with the residue vector ri−1. Step-
4 and step-5 respectively update the index set Ii and the
corresponding matrix ΥIm̄ by including the index j and the
jth column of the dictionary matrix Υm̄. The LS solution
hib,m̄ and the corresponding residue ri are obtained in step-
7 and step-8, respectively. This procedure is concluded when
the difference between the l2-norm of the consecutive residues
becomes lower than a predetermined threshold ε. As shown
in step-3, the OMP procedure picks the column of the dic-
tionary matrix Υm̄ in a greedy fashion for minimizing the
residue ri. Therefore, its convergence and in turn the resultant
performance is sensitive both to the choice of the dictionary
matrix Υm̄ as well as to the threshold parameter ε. Thus, OMP
results in structural errors arising due to the convergence to
sub-optimal solutions [33]. The next subsection develops BL-
based techniques for sparse channel estimation in mmH-MFO
systems.

Algorithm 2: BL-based CFR estimation for mmWave
hybrid MIMO-FBMC systems
Input: Dictionary matrix Υm̄, Observation vector ym̄,

Stopping Parameters ε0 and Nmax, Array
response dictionary matrices AT (Θt) and
AR(Θr)

Output: Estimate ĤBL
m̄ of the mmWave MIMO CFR

matrix Hm̄

1 Initialization: Γ̂0 = IGrGt , k = 0 and Γ̂(−1) = 0

2 while
(
‖ Γ̂

(k)
− Γ̂

(k−1)
‖2F> ε0 && k < Nmax

)
do

3 k = k + 1

4 Σ
(k)
m̄ =

(
ΥH
m̄R−1

η Υm̄ + (Γ̂(k−1))−1
)−1

;

µ
(k)
m̄ = Σ

(k)
m̄ ΥH

m̄R−1
η ym̄

5 Update hyperparameters γ̂(k)
i using (31)

6 end
7 ĥb,m̄ = µ

(k)
m̄

8 return: ĤBL
m̄ = AR(Θr)vec−1

(
ĥb,m̄

)
AH
T (Θt)

B. BL-based sparse channel Estimation for mmWave Hybrid
MIMO-FBMC Systems

The BL framework of sparse signal recovery begins by
assigning the parameterized Gaussian prior seen below to the
beamspace channel vector hb,m̄ [33]

f(hb,m̄; Γ) =

GrGt∏
i=1

(πγi)
−1 exp

(
− |hb,m̄(i)|2

γi

)
, (28)

where γi denotes the hyperparameter corresponding to the ith
element hb,m̄(i) of the beamspace channel vector hb,m̄ and the
diagonal matrix Γ = diag(γ1, γ2, · · · , γGrGt) ∈ RGrGt×GrGt
is comprised of the hyperparameters. Corresponding to the
prior above, the a posteriori pdf of the beamspace channel
vector hb,m̄ is determined as CN (µm̄,Σm̄), where the mean
µm̄ ∈ CGrGt×1 and covariance matrix Σm̄ ∈ CGrGt×GrGt
are obtained as [39]

µm̄ = Σm̄ΥH
m̄R−1

η ym̄, Σm̄ =
(
ΥH
m̄R−1

η ΥH
m̄ + Γ−1

)−1

.

(29)

Note that the MMSE estimate µm̄ of the beamspace channel
vector hb,m̄ reduces to the estimation of the hyperparameter
matrix Γ. The BL approach chooses the hyperparameter matrix
Γ̂ that maximizes the Bayesian evidence log f(ym̄; Γ) = c0−
log (det (Σym̄)) − yHm̄Σ−1

ym̄ym̄, where c0 = −MNRF log(π)

and Σym̄ = Rη + Υm̄ΓΥH
m̄. As it can be readily seen, the

optimization objective above is non-concave. Hence, direct
maximization of the above cost-function for the estimation of
the hyperparameters γi becomes intractable [33]. Therefore,
the expectation maximization (EM) framework provides an
ideal tool for iterative estimation of the sparse beamspace
vector due to its low complexity and guaranteed convergence
to a local optima [39]. The key steps in the EM procedure are
described below.

Let Γ̂
(k−1)

denote the estimate of Γ in the (k − 1)st
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iteration. The expectation-step (E-step) in the kth iteration
determines the expected log-likelihood of the complete data
set {ym̄,hb,m̄} as

L(Γ|Γ̂(k−1)) = Ehb,m̄|ym̄;Γ̂(k−1)

{
log f(ym̄,hb,m̄; Γ)

}
= Ehb,m̄|ym̄;Γ̂(k−1)

{
log f(ym̄|hb,m̄) + log f(hb,m̄; Γ)

}
.

(30)

Since the first term inside the E{·} operator of (30) does not
depend on the matrix Γ, the estimate Γ̂

(k)
in the kth iteration

is obtained via maximization of the second term in the M-step
as

Γ̂
(k)

= arg max
Γ

E
{

log f(hb,m̄; Γ)
}

= − arg max
Γ

GrGt∑
i=1

(
log(γi) +

Ehb,m̄|ym̄;Γ̂(k)

{
|hb,m̄(i)|2

}
γi

)
.

Differentiating the objective function above with respect to γi
and setting the derivative equal to zero, the estimate of the
hyperparameter γ̂(k)

i can be obtained as

γ̂
(k)
i = Ehb,m̄|ym̄;Γ̂(k−1)

{
|hb,m̄(i)|2

}
= Σ

(k)
m̄ (i, i) + |µ(k)

m̄ (i)|2, (31)

where the mean µ
(k)
m̄ and the covariance Σ

(k)
m̄ are obtained

using (29) by substituting Γ = Γ̂
(k−1)

. The E-step and M-step
above are repeated in succession, and the algorithm terminates
either when ‖ Γ̂

(k)
− Γ̂

(k−1)
‖2F≤ ε0 or after Nmax EM

iterations, whichever is achieved earlier, where the stopping
parameters ε0 and Nmax have to be suitably chosen. Upon
convergence, the BL-based sparse estimate of the mmH-MFO
beamspace channel vector is determined as ĥb,m̄ = µm̄.
Subsequently, the estimate of the mmWave MIMO CFR matrix
estimate Hm̄ can be obtained as

ĤBL
m̄ = AR(Θr)vec−1

(
ĥb,m̄

)
AH
T (Θt). (32)

Algorithm-2 briefly summarizes the various steps of the pro-
posed BL scheme. Let us now consider the matrix Hb =
[hb,0,hb,1, . . . ,hb,N−1] ∈ CGrGt×N , which denotes the con-
catenated beamspace mmWave MIMO CFR across all the
subcarriers. As described previously, since the sparsity profile
of the beamspace CFR vector hb,m̄ does not change with
the subcarrier index m̄, the beamspace CFR matrix Hb has
entries in a particular row which are simultaneously zero or
non-zero. Therefore, the next subsection develops an MMV
based MBL-SSG approach, which exploits this ‘simultaneous-
sparsity’ with the aid of special training sequences and selec-
tive subcarrier grouping, i.e., SSG, for achieving an improved
estimation performance.

C. MMV-based MBL-SSG Channel Estimation Scheme for
mmH-MFO Systems

It can be observed from (15) that the performance of
channel estimation scheme in mmH-MFO systems depends
on the power of the virtual training symbols bqm̄,i(1+z) =

Fig. 4: IAMR and IAMC training sequences for NRF = 2, N = 8,
z = 1.

dqm̄,i(1+z) +jIqm̄,i(1+z). As shown in Appendix-A, the intrinsic
interference term can be computed as

Iqm̄,i(1+z) ≈ d
q
m̄+1,i(1+z)α0 − dqm̄−1,i(1+z)α0, (33)

where the real constant α0 obeys α0 = 〈ξ〉m̄,0m̄+1,0 =

−〈ξ〉m̄,0m̄−1,0 > 0. For improving the channel estimation per-
formance, one can employ the IAM-real (IAMR) and IAM-
complex (IAMC) training sequences of [38], which boost the
power of the virtual training symbols without increasing the
training overhead and/ or transmit power. Fig. 4 pictorially
represents these sequences for NRF = 2 RF chains, z = 1
zero and N = 8 subcarriers. For the IAMR training sequence,
the OQAM training symbols adjacent to the m̄th subcarrier
are identical with opposite sign, i.e., we have dqm̄+1,i(1+z) =

−dqm̄−1,i(1+z). Thus, the power of the virtual symbols for
this training sequence is σ2

b,R = Pd(1 + 4α2
0). Similarly, one

can readily compute the power for the virtual training symbol
with IAMC training sequence as σ2

b,C = Pd(1 + 4α0 + 4α2
0).

Note that σ2
b,C > σ2

b,R. It follows from (33) that the intrinsic
interference at the FT index (m̄, i(1 + z)) depends only on
the adjacent (m̄+ 1)st and (m̄− 1)st subcarriers. Due to the
construction of both the IAMR and IAMC training sequences
in Fig. 4, it follows that the virtual training symbols bqm̄,i(1+z)

at the subcarrier indices [m̄ ± 4m0]N are identical, where
m0 ∈ Z. Furthermore, they are opposite in sign to those at
the subcarrier indices [(m̄± 2)± 4m0]N . Thus, the dictionary
matrix Υm̄ in (26) obeys Υ0 = −Υ2 = Υ4 = −Υ6 =
. . . = ΥN−4 = −ΥN−2. Consequently, by concatenating
Ye = [y0,−y2,y4, . . . ,yN−4,−yN−2] ∈ CMNRF×(N/2)

across the even-indexed subcarriers, one can formulate the
MMV-SSG channel estimation model as

Ye = Υ0H
e
b + Ξe,

where He
b ∈ CGrGt×(N/2) is defined as

He
b = [hb,0,−hb,2,hb,4, . . . ,hb,N−4,−hb,N−2] and

Υ0 = Ψ0 (A∗T (Θt)⊗AR (Θr)) . The corresponding
noise matrix Ξe ∈ CMNRF×(N/2) obeys Ξe =[
η̃0,−η̃2, . . . , η̃N−4,−η̃N−2

]
. Similarly, for the odd

case, the MMV-SSG channel estimation model is obtained as

Yo = Υ1H
o
b + Ξo,
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where Yo = [y1,−y3, . . . ,yN−3,−yN−1] ∈ CMNRF×(N/2),
Ho
b = [hb,1,−hb,3, . . . ,hb,N−3,−hb,N−1] ∈ CGrGt×(N/2)

and Υ1 = Ψ1 (A∗T (Θt)⊗AR (Θr)). The corresponding
noise matrix is Ξo =

[
η̃1,−η̃3, . . . , η̃N−3,−η̃N−1

]
∈

CMNRF×(N/2). The proposed MBL-SSG scheme is now de-
scribed below for the estimation of the beamspace matrix He

b

for the even subcarriers. Estimation of Ho
b can be carried out

similarly.
The parameterized prior assigned to the simultaneous sparse

beamspace CFR He
b is

f(He
b; Γ) =

GrGt∏
i=1

f
(
He
b(i, :); γi

)
, (34)

where the prior f
(
He
b(i, :); γi

)
assigned to the ith row is given

as

f
(
He
b(i, :); γi

)
=

N/2∏
j=1

(πγi)
−1 exp

(
− |H

e
b(i, j)|2

γi

)
. (35)

The a posteriori density function for the m̄th column of the
matrix He

b is given as He
b(:, m̄) ∼ CN

(
M(:, m̄),Σ

)
[39],

where

M = ΣΥH
0 R−1

η Ye and Σ =
(
ΥH

0 R−1
η Υ0 + Γ−1

)−1

. (36)

Similar to the BL framework described in the previous subsec-
tion, the EM algorithm can now be employed for estimating
the hyperparameters. Let Γ̂(k−1) denote the estimate of hy-
perparameter matrix Γ in the (k − 1)st iteration. The update
equation for γi in the kth iteration is

γ̂
(k)
i =

2

N

∥∥∥M(k)(i, :)
∥∥∥2

2
+ Σ(k)(i, i), (37)

whereM(k) and Σ(k) are obtained from (36) by setting Γ =
Γ̂(k−1). Upon convergence, the MBL-SSG based estimate of
the matrix He

b is obtained as Ĥe
b =M. The estimate ĤSSG

m̄

of the mmWave MIMO channel at the m̄th subcarrier can
subsequently be obtained as

ĤSSG
m̄ = AR(Θr)vec−1

(
Ĥe
b(:, m̄)

)
AH
T (Θt). (38)

The algorithmic form of the MBL-SSG technique is provided
in our technical report in [46].

V. DOUBLY-SELECTIVE CHANNEL ESTIMATION FOR
MMH-MFO SYSTEMS

In practice, a typical mmWave MIMO channel is also
temporally correlated, due to mobility of user-equipment. This
section presents an online OBL-KF scheme for time and
frequency-selective, i.e., doubly-selective, mmH-MFO systems
that exploits both the sparsity as well as the temporal corre-
lation. Since the data rate of mmWave systems is typically of
the order of Gbps, offline channel estimation schemes such as
that of [47], require multiple blocks of training symbols to be
processed simultaneously. This leads to a significant increase
in the processing delay. By contrast, the proposed OBL-KF
technique does not have to store multiple blocks due to its
online nature. It is therefore ideally suited for employment in
mmH-MFO systems.

The lth MIMO delay tap in the uth block of a doubly-
selective mmWave channel Hu[l] is modeled as [26], [48]

Hu[l] =

√
NTNR
NclNray

Ncl∑
i=1

Nray∑
j=1

αij,u[l]aR(θaij)a
H
T (θdij), (39)

where αij,u[l] represents the complex channel gain in the uth
block for the jth ray in the ith cluster, which can be modeled
for the time-selective channel as [48]

αij,u[l] = ρ αij,u−1[l] +
√

1− ρ2 wij,u[l]. (40)

The quantity ρ represents the temporal correlation coefficient,
and can be computed employing Jake’s model formulated as
ρ = J0(2πfDTB), where J0(·) is the zeroth order Bessel
function of first kind. The quantities fD and TB denote the
maximum Doppler frequency and block duration, respectively.
This is derived by modelling the time-varying coefficient
αij,u[l] similar to a time-varying SISO wireless channel, as
described in standard references such as [49], and used in
other works, such as [26], [47], [48]. The complex model
noise wij,u[l] is represented by CN (0, σ2

w), and it is assumed
to be independent of αij,u[l], ∀ u. Following the proce-
dure described in Section-IV, the beamspace channel vector
hb,m̄,u ∈ CGrGt×1 in the uth block can be modeled as

hb,m̄,u = ρhb,m̄,u−1 +
√

1− ρ2 wm̄,u, (41)

where both the beamspace channel vector hb,m̄,u and the
model noise vector wm̄,u ∈ CGrGt×1 are sparse and the loca-
tions of their nonzero elements in the successive blocks remain
the same. For a doubly-selective mmWave MIMO channel, the
measurement model of (26) can readily be modified for the
uth block as

ym̄,u = Υm̄hb,m̄,u + η̃m̄,u, (42)

where the noise vector obeys η̃m̄,u ∈ CMNRF×1 ∼
CN (0,Rη). The OBL-KF technique once again assigns a
Gaussian prior to the beamspace channel vector hb,m̄,u with
hyperparameter γi,u, 1 ≤ i ≤ GrGt, representing the prior
variance of the ith element of hb,m̄,u. Let Γu ∈ RGrGt×GrGt
denote the diagonal matrix of these hyperparameters and
Γ̂

(k−1)
u symbolize the estimate of the hyperparameter matrix

obtained in the (k − 1)st EM iteration of the uth block.
The a posteriori pdf of the beamspace channel vector hb,m̄,u
in the kth EM iteration can be evaluated similar to (29) as
CN
(
µ

(k)
m̄,u,Σ

(k)
m̄,u

)
, where

µ
(k)
m̄,u = Σ

(k)
m̄,uΥ

H
m̄R−1

η ym̄,u,

Σ
(k)
m̄,u =

(
ΥH
m̄R−1

η Υm̄ +
(
Γ̂(k−1)
u

)−1 )−1

. (43)

Along similar lines to Section-IV-C, the estimates γ̂(k)
i,u in the

kth iteration can be obtained as

γ̂
(k)
i,u = Σ

(k)
m̄,u(i, i) + |µ(k)

m̄,u(i)|2, (44)

with Γ̂
(k)
u denoting the diagonal matrix of hyperparameter

estimates. Let ĥb,m̄,u−1|u−1 and Σm̄,u−1|u−1 represent the
filtered estimate and the associated error covariance matrix,
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respectively, of the sparse beamspace channel vector hb,m̄,u
in the (u− 1)st block. The prediction ĥb,m̄,u|u−1 and the cor-
responding error covariance matrix Σm̄,u|u−1 of the OBL-KF
scheme are given by similar to Kalman filter (KF) prediction
equations [39], [47]:

ĥb,m̄,u|u−1 = ρ ĥb,m̄,u−1|u−1,

Σm̄,u|u−1 = ρ2 Σm̄,u−1|u−1 + (1− ρ2) Γ̂
(k)

u . (45)

It can be observed that the covariance matrix of the driving
noise wm̄,u has been set to the estimated hyperparameter ma-
trix Γ̂

(k)
u , which exploits the fact that the beamspace channel

vector hb,m̄,u and the model noise wm̄,u share a common
sparsity profile. The filtered estimate in the uth block and the
associated error covariance is obtained using KF filtering as
[39], [47]

ĥb,m̄,u|u = ĥb,m̄,u|u−1 + Km̄,u(ym̄,u −Υm̄ĥb,m̄,u|u−1),

Σm̄,u|u = (I−Km̄,uΥm̄)Σm̄,u|u−1, (46)

where the Kalman gain matrix Km̄,u obeys

Km̄,u = Σm̄,u|u−1Υ
H
m̄(Rη + Υm̄Σm̄,u|u−1Υ

H
m̄)−1.

The estimate ĤOBL-KF
m̄,u of the doubly-selective mmWave

MIMO CFR at the m̄th subcarrier in the uth block can now
be expressed as

ĤOBL-KF
m̄,u = AR(Θr)vec−1

(
ĥb,m̄,u|u

)
AH
T (Θt). (47)

The OBL-KF procedure is initialized as

ĥb,m̄,−1|−1 = 0GrGt×1,Σm̄,−1|−1 = Γ̂
(k)
0 , Γ̂

(0)
0 = IGrGt ,

(48)

with the hyperparameter matrix Γ̂
(0)
u for the uth block ini-

tialized as Γ̂
(0)
u = Γ̂

(k)
u−1. Algorithm-3 briefly summarizes the

various steps of the proposed OBL-KF scheme.

Algorithm 3: OBL-KF based sparse doubly-selective
CFR estimation for mmWave hybrid MIMO-FBMC
systems

Input: Observation ym̄,u, dictionary matrix Υm̄,
correlation coefficient ρ, noise covariance Rη,
stopping parameters ε0 and Nmax

Output: Estimate ĤOBL-KF
m̄,u of the doubly-selective

mmWave MIMO CFR matrix Hm̄,u

1 Initialization: Use (48)
2 for u = 0, 1, 2, . . . do
3 Update hyperparameters γ̂(k)

i,u using (43) and (44)
4 Obtain ĥb,m̄,u|u−1 and Σm̄,u|u−1 using (45)
5 Obtain ĥb,m̄,u|u and Σm̄,u|u using (46)
6 return:ĤOBL-KF

m̄,u =

AR(Θr)vec−1
(
ĥb,m̄,u|u

)
AH
T (Θt)

7 end

VI. BAYESIAN CRAMÉR-RAO LOWER BOUNDS

This section determines the BCRLBs that serve as our
performance benchmarks for the various channel estimation

schemes developed above for the beamspace channel model of
mmH-MFO systems described in Eq. (23) with the assump-
tions justified therein.

A. BCRLB for quasi-static mmH-MFO channel estimation

As shown in our technical report in [46], the Bayesian Fisher
information matrix (BFIM) JB ∈ CGrGt×GrGt can be derived
as

JB = ΥH
m̄R−1

η Υm̄ + Γ−1. (49)

The BCRLB for the MSE of the estimate ĥb,m̄ of the
beamspace channel vector is given by MSE

(
ĥb,m̄

)
≥

Tr
{
J−1
B

}
. The corresponding BCRLB for the estimate Ĥm̄

of the mmWave MIMO CFR Hm̄ can now be obtained as

MSE
(
Ĥm̄

)
≥ Tr

{
ΨΘJ−1

B ΨH
Θ

}
,

where ΨΘ = A∗T (Θt)⊗AR(Θr). The BCRLB corresponding
to the MMV-based MBL-SSG technique used for the estima-
tion of the concatenated CFR He = [H0,H2, · · · ,HN−2] ∈
CNr×NtN/2 across the even subcarriers can be derived along
similar lines as

MSE
(
Ĥe
)
≥ Tr

{(
IN/2 ⊗ΨΘ

)
J−1
B,e

(
IN/2 ⊗ΨH

Θ

)}
,

where the corresponding BFIM obeys JB,e = IN/2 ⊗(
ΥH

0 R−1
η Υ0 + Γ−1

)
∈ CGrGtN/2×GrGtN/2.

B. BCRLB for doubly-selective mmH-MFO channel estima-
tion

Let JB,m̄,u ∈ CGrGt×GrGt be the BFIM for the estimate
of the beamspace channel hb,m̄,u in (42). As shown in our
technical report [46], the matrix JB,m̄,u+1 can be recursively
derived as

JB,m̄,u+1 =
(
ρ2J−1

B,m̄,u + (1− ρ2)Γu
)−1

+ ΥH
m̄R−1

η Υm̄. (50)

Employing the above result, the MSE of the estimated doubly-
selective mmWave MIMO CFR Ĥm̄,u in (47) is lower
bounded by

MSE
(
ĤOBL-KF
m̄,u

)
≥ Tr

{
ΨΘJ−1

B,m̄,uΨ
H
Θ

}
.

VII. SIMULATION RESULTS

For this study, the number of TAs and RAs for the
mmH-MFO system is set as Nt = Nr ∈ {8, 32} with
N = 64 subcarriers, and the number of RF chains is set
as NRF ∈ {4, 8}, unless stated otherwise. The data and
training symbols are drawn from the real and imaginary parts
of the 4-QAM symbols, unless stated otherwise. The spacing
between adjacent antennas both at the transmitter and receiver
is fixed as dt = dr = λ/2. The AoA and AoD range (0, π)
is divided into Gr, Gt ∈ {10, 16, 32, 48, 64} angular grid
points. An Lh = 4 tap clustered mmWave MIMO channel is
considered with Ncl = 4 clusters. The AoA/ AoD associated
with Nray = 1 ray per cluster, for an on-grid scenario, are
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Fig. 5: Common simulation parameters: Nt = Nr = 32, NRF = 8, Gr = Gt = 32. NMSE versus SNR comparison of a) the non-sparse LS
and MMSE schemes with M = 140, and the sparse schemes with M = 32, z = 2 and on-grid setting; b) the proposed BL and MBL-SSG
schemes with M = 32 and varying z for both on-grid and off-grid (σas = 10−1) settings; and c) the proposed BL and MBL-SSG schemes
relying on IAMR and IAMC training sequences for an on-grid setting with z = 2.

assumed to be uniformly distributed over Gr/ Gt angular
grid points and the corresponding channel gains are modeled
as i.i.d. CN (0, 1). This setting represents a mmWave MIMO
channel without any grid-mismatch. For an off-grid scenario,
Nray = 4 rays associated with a cluster are assumed to
have a Laplacian distribution with an angular spread σas
around the mean angle of the cluster. The corresponding path
gains are modeled as i.i.d. CN (0, 1/Nray). Furthermore, the
mean angles of the clusters are assumed to be uniformly
distributed over the angular grid points. An isotropic orthogo-
nal transform algorithm (IOTA) [36] pulse shaping filter of
duration 4Ts is used as the prototype filter for the mmH-
MFO system. The SNR of operation on each subcarrier is
defined as 2Pd/σ

2
η . The stopping parameters ε0 and Nmax for

the BL and MBL-SSG schemes are set as ε0 = 10−5 and
Nmax = 100, whereas the stopping criterion for OMP is set as
ε = 0.1. The normalized mean square error (NMSE) is defined
as 1

N

∑N−1
m̄=0

∣∣∣∣Ĥm̄ − Hm̄

∣∣∣∣2
F

/∣∣∣∣Hm̄

∣∣∣∣2
F

. The corresponding
BCRLBs have also been similarly normalized. The legend
entries in the various plots are marked by the acronyms,
A− {LS, MMSE, OMP, BL, MBL− SSG, OBL− KF}, where A iden-
tifies the name of the associated training sequence employed
for the channel estimation with A ∈ {IAMR, IAMC}. For the
conventional sparsity-agnostic MMSE estimation in Eq. (21),
the covariance matrix Rhm̄ is set to an identity matrix.

A. Quasi-Static Channel Estimation

Fig. 5(a) compares the NMSE versus SNR performance
of the non-sparse (LS and MMSE) and the sparse channel
estimation schemes proposed for mmH-MFO systems relying
on the IAMC training sequence using the simulation parameters
of Nt = Nr = 32, NRF = 8, Gr = Gt = 32 and z = 2.
The sparse channel estimation schemes (OMP, BL and MBL-
SSG) that exploit the sparsity of the mmWave MIMO channel
are seen to perform significantly better than the conventional
non-sparse LS and MMSE schemes. Furthermore, the sparse
schemes require only M = 32 training vectors while, as
shown in the paragraph below (21), the non-sparse schemes
need at least dNtNrNRF

e = 128 training vectors. Therefore, for

M = 32, the conventional non-sparse schemes cannot provide
reliable solutions, since their estimation model becomes highly
underdetermined. It can also be observed that the BL and
MBL-SSG schemes significantly outperform the OMP scheme,
since the latter is sensitive both to the choice of the dictionary
matrix Υm̄ and to the stopping parameter ε. The MMV based
MBL-SSG scheme that exploits simultaneous-sparsity leads to
a further performance improvement.

Fig. 5(b) demonstrates the effect of ISI between adjacent
training symbols on the NMSE versus SNR performance of
the BL and MBL-SSG schemes using Nt = Nr = 32, NRF =
8,M = 32 and Gr = Gt = 32. To benchmark the perfor-
mance of the proposed schemes, their corresponding BCRLBs
have also been plotted. It is observed that the performance
of both the schemes associated with z = 1 exhibit floors
at high SNR owing to the ISI between the adjacent training
symbols. Both the BL and MBL-SSG schemes are seen to
achieve their respective BCRLBs for z ≥ 2. Note that the
BCRLB is derived for an ideal scenario with the known zero
and non-zero locations of the beamspace channel vector, while
the BL and MBL-SSG schemes do not require this knowledge.
This demonstrates the efficacy of the proposed schemes. Thus,
z = 2 strikes an appealing spectral efficiency versus NMSE
trade-off. One can also observe that the performance does not
degrade significantly for this off-grid scenario in which the
AoAs and AoDs deviate from the set of feasible AoA and AoD
space Θr and Θt, respectively, employed for constructing the
dictionary matrix Υm̄.

Fig. 5(c) compares the NMSE versus SNR performance of
the proposed BL and MBL-SSG schemes with IAMR and IAMC

training sequences of Fig. 4 and the various parameters set as
Nt = Nr = 32, NRF = 8,M = 32, Gr = Gt = 32 and
z = 2. Their corresponding BCRLBs have also been plotted
for reference. As shown in Section-IV-C, the power of the
resultant virtual symbols for the IAMR training sequence is
less that that of the IAMC, i.e., σ2

b,R < σ2
b,C. Therefore, the

NMSE of both the BL and MBL-SSG schemes improves as the
training sequence changes from IAMR to IAMC. Furthermore,
both the schemes with IAMR and IAMC sequences achieve their
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respective BCRLBs for z = 2.

B. Doubly-selective Channel Estimation

This section evaluates the performance of the proposed
OBL− KF technique for channel tracking in doubly-selective
mmH-MFO systems. For this study, the simulations are con-
ducted with Nt = Nr = 8, NRF = 4,M = 8 and
Gr = Gt = 10. An mmH-MFO wireless system having a
carrier frequency of fc = 28 GHz in the Q-band is considered
at a user velocity of 5 Km/h, which leads to a Doppler shift of
fD = 130 Hz. The block length TB is assumed to be 0.1 ms.
Given these parameters, the temporal correlation coefficient
becomes ρ = J0(2πfDTB) ≈ 0.9983.

Fig. 6(a) illustrates the NMSE versus the number of blocks
u for the proposed OBL-KF technique, relying on the IAMR

and IAMC training sequences of Fig. 4. The performance is
also compared to that of the BL scheme that exploits sparsity.
However, it does not exploit the temporal correlation of the
beamspace channel vector across the blocks. The proposed
OBL− KF technique specifically developed for the doubly-
selective channel estimation exploits both the sparsity as
well as the temporal correlation, and therefore significantly
outperforms the BL scheme. Furthermore, the IAMC training se-
quence based BL and OBL− KF techniques perform better than
their IAMR counterparts, since the former training sequence is
more efficient in boosting the power of the virtual training
symbols. Fig. 6(b) shows the NMSE versus SNR performance
of the conventional KF, BL and OBL− KF techniques with
the IAMR training sequence for different number of zeros
z. It can be observed that the conventional KF yields a
poor performance, since it is sparsity-agnostic. The BL and
OBL− KF schemes, which leverage sparsity, lead to a con-
siderable performance improvement over the conventional KF.
Furthermore, the OBL− KF technique significantly outperforms
the BL scheme, because the former also exploits the temporal
correlation among the blocks. Moreover, both the BL and
OBL− KF schemes show a similar NMSE trend upon varying
the number of zeros z, as observed in Fig. 5(b), and achieve
the respective BCRLBs for z ≥ 2.

Fig. 6(c) evaluates the effect of the temporal correlation
coefficient ρ over the NMSE performance for the IAMR and
IAMC training sequences. Since the BL technique does not
exploit the temporal correlation among the blocks, its NMSE
remains unchanged with respect to the parameter ρ. However,
the NMSE of the OBL− KF scheme improves progressively
as ρ is increased from 0.6 to 0.9. Furthermore, the NMSE
improvement of this scheme is significant, when ρ ≥ 0.9.

C. Data Detection

For the data detection, equal power allocation is considered
for all the Ns data streams. Hence, the baseband precoder
matrix is set as FBB,m̄ = INRF , 0 ≤ m̄ ≤ N − 1, which also
implies Ns = NRF . The RF precoder and combiner matrices
are designed using the AoD and AoA estimates obtained from
the various channel estimation techniques presented in this
work. The detailed procedure is given in Algorithm-4. It is
important to note that the proposed Algorithm-4 employs only

a limited information concerning the CSI, i.e., the indices
of the quantized AoAs/ AoDs for the RF precoder/combiner
design and does not require the full CSI to either be stored
at the receiver or be fed back to the transmitter. Hence,
the proposed CSI estimation and precoder/combiner design
algorithms are eminently suitable for practical mmH-MFO
systems. Finally, the baseband combiner matrix WBB,m̄ is set
as WBB,m̄ =

(
WRFĤ

A
m̄FRF

)†
, where A ∈ {BL,MBL-SSG}.

Algorithm 4: Design of directional RF precoder and
combiner
Input: The estimated beamspace mmWave MIMO

channel Ĥb ∈ CGrGt×N , number of RF chains
NRF , Array response dictionary matrices
AT (Θt) and AR(Θr)

Output: RF precoder FRF and WRF
1 Initialization: FRF = [ ], WRF = [ ]

2 hb = |ĤA
b | ∗ diag(IN )

3 [hsort
b ṽindex] = sort(hb,‘descend’)

4 vindex = ṽindex(1 : NRF )
5 for i = 1 : NRF do
6 AoD = b(vindex(i)− 1)/Gtc+ 1; AoA =

rem(vindex(i)− 1), Gr) + 1
7 FRF = [FRF AT (Θt)(:,AoD)];

WRF = [WRF AR(Θr)(:,AoA)]
8 end
9 return: FRF and WRF

Fig. 7(a) presents the BER versus SNR performance of
the various competing schemes for a quasi-static scenario. A
mmH-MFO system is considered using the simulation param-
eters of Nt = Nr = 32, NRF = 8,M = 32, Gr = Gt = 32
and z = 2. For this study, the hybrid precoder/combiner are
designed using Algorithm-4. The NMSE performance trend of
the various schemes is also reflected in their respective BER
performances.

In order to study the performance of the proposed algo-
rithms for practical mmWave channels, Fig. 7(b) and 7(c)
show the results for channel realizations obtained using the
NYUSIM wireless channel simulator [50], which has been
developed based on the statistical spatial channel models
(SSCM) derived as per the 3GPP recommendations [51].
The other simulation parameters for this study are set to
Nt = Nr = 8, NRF = 4,M = 16 and z = 2 for Fig. 7(b), and
Nt = Nr = 32, NRF = 8,M = 128 and z = 2 for Fig. 7(c).
It is observed that the NMSEs of the OMP, BL and MBL-
SSG schemes, for suitable choice of grid-sizes Gr and Gt,
show a trend similar to Fig. 5(a) upon varying the SNR. This
shows that the proposed schemes are well-suited for mmWave
MIMO channel estimation in practical implementations.

VIII. CONCLUSIONS

This work investigated the performance of FBMC-OQAM
signalling conceived for next-generation mmWave communi-
cation. An architecture was developed to incorporate FBMC-
OQAM filter banks in mmWave hybrid MIMO systems.
Bayesian learning based sparse channel estimation techniques
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Fig. 6: Performance comparison of the conventional KF, BL and OBL− KF schemes for doubly-selective mmWave channel estimation with
Nt = Nr = 8, NRF = 4,M = 8, Gr = Gt = 10 and an off-grid setting (σas = 10−1): a) NMSE versus number of blocks (u); b) NMSE
versus SNR; and c) NMSE versus temporal correlation ρ.
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Fig. 7: (a) BER versus SNR performance of the OMP, BL and MBL− SSG based quasi-static channel estimation schemes for mmWave hybrid
MIMO-FBMC systems with simulation parameters Nt = Nr = 32, NRF = 8,M = 32, Gr = Gt = 32 and z = 2. (b) NMSE versus SNR
performance comparison of the OMP, BL and MBL− SSG schemes for mmH-MFO systems with mmWave MIMO channel generated using
NYUSIM [50] with simulation parameters set to Nt = Nr = 8, NRF = 4 and M = 16. (c) NMSE versus SNR performance comparison of
the OMP, BL and MBL− SSG schemes for mmH-MFO systems with mmWave MIMO channel generated using NYUSIM [50] with simulation
parameters set to Nt = Nr = 32, NRF = 8 and M = 128.

were proposed both for quasi-static as well as for doubly-
selective mmWave hybrid MIMO-FBMC systems, which also
incorporated SSG for attaining an improved performance. The
Bayesian Cramér-Rao lower bounds were derived for analyt-
ically benchmarking the NMSE performance of the proposed
schemes. The proposed BL and MBL techniques were seen
to significantly outperform the conventional OMP, LS and
MMSE schemes in terms of both the NMSE as well as BER. A
Kalman filtering based BL technique has also been developed
for online tracking of a doubly-selective mmWave MIMO
channel. Future extensions of this work may explore the
approximate message passing (AMP)-based implementation
of BL [52] and sparse adaptive channel estimation schemes,
similar to [53], in order to limit the complexity of FBMC-
OQAM-based mmWave hybrid MIMO systems. The system
model and the optimal MMSE techniques developed in our
paper can potentially serve as starting points and performance
benchmarks for these schemes.

APPENDIX A
ANALYSIS OF INTRINSIC INTERFERENCE

The intrinsic interference in (16) can be rewritten as

Itm̄,i(1+z) =
∑
m6=0

dqm̄+m,i(1+z)〈ξ〉
m̄,0
m̄+m,0, (51)

with the quantity 〈ξ〉m̄,0m̄+m,0 = ={ξm̄,0m̄+m,0}. Employing (3) and
the relationship of φm,n = π

2 (m+n)−πmn, the term ξm̄,0m̄+m,0

can be expressed as ξm̄,0m̄+m,0 = ejπm/2
∑Lp−1
k=0 p2[k]ej2πmk/N .

Since the dominant contribution to the intrinsic interference
arises from the symbols in the neighborhood Ωm̄,i(1+z), it is
desirable to compute the term ξm̄,0m̄+m,0 for m ∈ {±2,±1}.
For m = ±1, we have: ξm̄,0m̄±1,0 = ±j

∑Lp−1
k=0 p2[k]e±j2πk/N ,

which also implies that 〈ξ〉m̄,0m̄±1,0 = ±
∑Lp−1
k=0 p2[k]e±j2πk/N .

Exploiting the fact that the quantity
∑Lp−1
k=0 p2[k]e±j2πk/N

is real and thus equal to its complex conjugate, one obtains
〈ξ〉m̄,0m̄+1,0 = −〈ξ〉m̄,0m̄−1,0 = α0. Next, for m = ±2, it can be
seen that ξm̄,0m̄±2,0 = −

∑Lp−1
k=0 p2[k]e±j2π2k/N . Since the right

hand side of the this expression coincides with the ambiguity
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function Ap(n,m) computed at (n,m) = (0,±2), it follows
from [54, Eq. (19)] that ξm̄,0m̄±2,0 = 0. Thus, 〈ξ〉m̄,0m̄±2,0 = 0.
Exploiting the above analysis in (51), the intrinsic interference
at the FT index (m̄, i(1 + z)) can be evaluated as

Iqm̄,i(1+z) ≈ d
q
m̄+1,i(1+z)α0 − dqm̄−1,i(1+z)α0. (52)
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