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ABSTRACT OF THE DISSERTATION

Harnessing the Benefits of Indoor PLC Networks

by

Hisham Abdulrahman O Alhulayyil

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, March 2022
Dr. Srikanth V. Krishnamurthy, Chairperson

Power Line Communication (PLC) based WiFi extenders can improve WiFi cov-

erage in homes and enterprises. Unlike in traditional WiFi networks which use an under-

lying high data rate Ethernet backhaul, a PLC backhaul may not support high data rates.

Specifically, our measurements show that the end-to-end throughput for the concatenated

PLC-WiFi link is determined by the bottleneck segment of the aggregated WiFi-PLC link.

The main objective of this dissertation is to maximize the aggregate of WiFi-

PLC networks. The main challenge we address is that PLC capacity could be of a lower

capacity than the WiFi link. Thus, users that are connected via a good WiFi link could

suffer from the poor PLC link associated with the PLC extender they are attached to.

Therefore, we develop WOLT, a system that connects each user to a signal extender for

the sake of maximizing the aggregate throughput. It does so while accounting for the PLC

link capacities and the users’ WiFi link qualities. The results obtained from real testbed

experiments and high-fidelity simulations and they show that WOLT is capable of increasing

the aggregate throughput by more than 2.5x compared to a greedy user association baseline.
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Moreover, users that are occluded from the main router could suffer from well-

known WiFi impairments such as deep fading and shadowing. To overcome this issue,

Distributed Antenna Systems (DAS) have been shown to improve the robustness and sta-

bility of the WiFi link. We approach this problem by two solutions. First, we develop

PLC-DAS, a system that finds the correct DAS set of extenders for each user in home set-

tings. We compare PLC-DAS against three baselines and across three fairness models. The

results from our simulations show an improvement up to 4.5x compared to blindly using all

WiFi-PLC extenders to form a DAS transmitter, while maintaining a fairness Jain’s index

value of at least 0.97 with proportional and max-min fairness models.

Secondly, we develop Priza, a scalable system that clusters WiFi-PLC extenders

into cells and assigns frequencies to each cell. Priza is evaluated via real testbed experiments

and high-fidelity simulations and it can increase the aggregate throughput by more than 3x

compared to the baseline that creates as large DAS cells as possible.
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Chapter 1

Introduction

Powerline communication (PLC) is a technology that enables sending and receiving

date over existing electricity wires. Its importance stems from the fact that it does not

require building any networking infrastructure. Unlike the traditional way of establishing

a dedicated physical medium for network communications, PLC leverages the pre-existing

power wires in the walls as their medium of communication. Thus, in buildings that lack a

proper networking infrastructure, PLC provides an easy way to deploy network devices such

as access points, printers and range extenders. The PLC is controlled by the MAC 1901

protocol which, in essence, similar to the WiFi 801.2 protocol but with some differences in

terms of fairness, complexity and performance. Modern PLC extenders are empowered with

WiFi interfaces which allow users to connect to PLC extenders wirelessly. Such extenders

are capable of expanding the coverage of the networks to the areas where the signal from

the main router is weak or unstable. Large vendors such as Cisco, Netgear and TP-Link

supply the market with PLC extenders that support up to 2024 Mbit/sec on the PHY rate

1



which makes these extenders attractive alternatives for conventional range extenders that

use Ethernet as a backhaul.

Despite the fact that PLC extenders are capable of widening the coverage of the

network, they could, in fact, reduce the aggregate throughput if they deployed naively.

Specifically, WiFi-PLC extenders have two interfaces, a PLC interface and a WiFi interface.

These two interfaces are jointly used to deliver the date to the users attached to the WiFi-

PLC extenders. For the case of the downlink traffic, the packets are sent from the gateway

to the WiFi-PLC extenders over the PLC backhaul. The WiFi-PLC extenders then transmit

the packets to the intended users over the WiFi backhaul. Therefore, when a user is

connected to the WiFi-PLC extenders, the link between the user and the gateway in the

network is composed of two different segments: a PLC segment and a WiFi segment. The

achievable throughputs on each of these segment could significantly vary. As a consequence,

the end-to-end throughput of each user is throttled by the link segment with the minimum

throughput. Having said that, one must be careful when using the WiFi-PLC extenders

and not only consider the quality of the WiFi part of communication (which could be easily

assessed by the user). A comprehensive understanding of the WiFi links’ qualities and their

underlying PLC capacities is crucial to ensure that the aggregate throughput of the whole

network is improved.

In this dissertation we address some of the issues that could arise in WiFi-PLC

networks and propose solutions as follows:

• First, we approach the problem of assigning users to WiFi-PLC extenders. In this

problem, we consider an enterprise WiFi-PLC network with plurality of extenders.
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Users in this network seek to attach themselves to the extenders to maximize the

aggregate throughput. Traditionally, each users will associate with the WiFi-PLC

extender that yields the highest Received Signal Strength (RSS). Even though the

RSS is an indicator for the WiFi signal quality, the PLC link segment could manifest

as a bottleneck of the concatenated WiFi-PLC link. When the PLC link segment

is of a lower capacity than what the WiFi link segment can deliver, then the end-

to-end throughput for the user is determined by the capacity the PLC link segment

can accommodate. As consequence, when users are blindly affiliated with WiFi-PLC

extenders or merely based on their RSS, the users’ end-to-end throughputs could suffer

and the total network throughput degrades. Having said that, we propose a solution to

the problem of associating users to WiFi-PLC extenders in enterprise settings. First,

we proposed a formal mathematical formulation to the problem. We show that the

problem of assigning users to WiFi-PLC extenders is NP-hard by deriving a reduction

from the set partitioning problem. Subsequently, we develop a framework, WOLT,

that cleverly assigns users to WiFi-PLC extenders with the goal of maximizing the

aggregate (network-wide) throughput. It does so in two phases: first, it assigns a

single user to each extender in the network such that the PLC-side throughput is

maximized. Then, it assigns the rest of the users such that the degradation of the

aggregate throughput (that has been achieved in the first phase) is minimized. We

evaluate WOLT’s performance via both real testbed experiments and high-fidelity

simulations and our results show that WOLT can improve the aggregate throughput

by up to 2.5x compared to a greedy user association baseline. Our solution as well as

3



the results are detailed in Chapter 2 of this dissertation.

• Secondly, we consider the problem of weak and unstable WiFi links of WiFi-PLC

networks in home settings. Despite the fact that WiFi-PLC extenders can expand the

network coverage, users located in areas occluded from the main router’s signal could

suffer from well-known WiFi impairments such as fading, shadowing and path loss.

Such effects have been shown to be common in indoor environments and they could

severely degrade the end-to-end throughput of the users. One of the well-studied

solutions to counter for unstable WiFi links is via the usage of Distributed Antenna

Systems (DAS). The idea is to simultaneously transmit the data from multiple (dis-

tributed) antennas, the signals from which traverse different paths and thus, when

combined at the receiver, the likelihood of packet losses is reduced. Therefore, DAS

systems are capable of improving both the quality and the stability of WiFi links.

Having said that, we seek to exploit the existence of multiple WiFi-PLC extenders in

home settings by combining their WiFi transmissions into a DAS system with the goal

of enhancing the users’ WiFi links, which in turn, increases the aggregate through-

put of the whole network. Toward achieving our goal, we first conduct an extensive

measurement study to assess the feasibility of employing DAS on top of PLC network

and to quantify the level of synchronization needed by the group of extenders in each

DAS cluster. In light of our measurements, we formulate the problem of DAS cell

clustering as well as the problems of two fairness models, proportional fairness and

max-min fairness. Guided by our insights from the measurement study, we develop

PLC-DAS; a framework that groups WiFi-PLC extenders into DAS clusters to max-
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imize the aggregate throughput of WiFi-PLC networks. PLC-DAS is evaluated by

simulations against three baselines and the results show that the algorithms within

PLC-DAS not only improve the aggregate throughput by up to 4.5x compared to

blindly using all WiFi-PLC extenders to form a DAS transmitter, but they also result

in a fairness level better than or at least comparable to other baselines. The details of

this problem formulation and the underpinning algorithms for PLC-DAS is described

in details in Chapter 3.

• Lastly, we expand our work in Chapter 3 by considering the same problem but in

enterprise settings. When such larger settings are considered, the WiFi-PLC extenders

(which act like independent access points) contend for the WiFi frequencies. In such

case, a dense deployment of these extenders is expected. However, the number of

available WiFi frequencies (channels) are limited and, thus; multiple extenders are

expected to share the same frequency. This could lead to a smaller airtime share for

each extender contending on the same frequency which could reflect negatively on

the achievable WiFi throughput for the users attached to these contending extenders.

Moreover, having multiple extenders operating solely (not jointly in a DAS cluster)

could increase the number of contending extenders on the PLC backhaul wherein

the time is equally shared. As a consequence, each extender will have a time share

that commensurate with its PLC capacity as well as the number of extenders sharing

the PLC backhaul. DAS, in this case, can help alleviate frequency contention and

improve the PLC backhaul sharing (as shown in details in Chapter 4). The idea here

is to group multiple extenders into DAS clusters. By doing so, the number of entities
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sharing the WiFi domain and the PLC backhaul is reduced to a few number of clusters

instead of a large number of independent extenders. Therefore, the limited number

of WiFi frequencies as well as the PLC backhaul time is now distributed among a few

number of clusters (as opposed to many individual extenders). This results in a better

utilization of the network time resource (on WiFi and PLC backhauls) and boosts the

throughputs of both WiFi and PLC links. The PLC throughput gains from DAS is

first identified in this dissertation. We approach this problem by first formulating the

problem and proofing that it is NP-hard. As a result, we proposed a measurement-

driven algorithm that runs in two stages: (a) it assigns frequencies to a subset of the

extenders in the network as to maximize the spatial spectrum efficiency. Then (b)

it clusters the remaining extenders into DAS cells with the extenders that had been

assigned frequencies in first stage as to maintain the spectral efficiency obtained from

the first stage and improve the PLC backhaul sharing. Our algorithm is incorporated

in a framework we call Priza. Priza has a polynomial runtime complexity which

makes it a feasible solution for WiFi-PLC networks with a large number of extenders.

Priza is evaluated against three baselines via both real testbed experiments and high-

fidelity simulations. The results from our evaluations show that Priza can increase

the aggregate throughput by up to 331.3% over a greedy DAS baseline that creates as

large DAS cells as possible and maintain a desirable fairness level among the users even

though it does not consider fairness explicitly. The detailed Priza’s implementation

and evaluations can be found in details in Chapter 4.
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Chapter 2

WOLT: Auto-Configuration of

Integrated Enterprise PLC-WiFi

Networks

Power Line Communication (PLC) based WiFi extenders can improve WiFi cover-

age in homes and enterprises. Unlike in traditional WiFi networks which use an underlying

high data rate Ethernet backhaul, a PLC backhaul may not support high data rates. Specif-

ically, our measurements show that arbitrarily affiliating users to PLC-WiFi extenders or

based on their WiFi channel qualities alone may lead to poor network performance due to

the differences in PLC link capacities. Thus, in this paper we build a framework, WOLT,

to solve the problem of assigning users to the appropriate PLC-WiFi extenders to increase

the aggregate network throughput in an enterprise setting, where one may expect a rel-

atively large number of power outlets. WOLT accounts for both the qualities of the two
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concatenated links viz., the PLC and WiFi links. It hinges on estimating the best capacity

offered by the PLC links, and accounting for these while assigning users. It incorporates

a polynomial-time algorithm that assigns only a subset of the users to maximize the ag-

gregate throughput on the PLC links, and then assigns the remaining users such that the

degradation in the aggregate throughput is minimized. WOLT is evaluated through simu-

lations and real testbed experiments with commodity PLC-WiFi extenders, and improves

aggregate throughput by more than 2.5x compared to a greedy user association baseline.

2.1 Introduction

A quick and easy way of improving indoor WiFi coverage (in homes and enter-

prises) is via the use of WiFi-capable PLC (Power Line Communication) extenders. These

extenders are typically considered plug-and-play devices which, when plugged into a power

line outlet, connect to a master router or gateway that is in turn connected to the Inter-

net. Each of these extenders plays the role of an additional wireless access point (AP), to

which client devices can attach themselves. An example setup is shown in Fig. 2.1. In the

enterprise context for example, users in office spaces could potentially plug in extenders.

Using such extenders is expected to boost the WiFi coverage [1] by improving the WiFi

signal quality in the region of interest, especially in areas where previously (in the absence

of these extenders) the coverage was poor. In fact, today several commodity WiFi-capable

PLC extenders from various vendors are available on the market (e.g. TP-Link, Netgear,

Zyxel, Linksys, and Amped) [1].

While the benefit of using PLC based WiFi extenders is potentially an improve-

8



Figure 2.1: Powerline communications extend WiFi coverage through existing interior power
lines in a home/enterprise.

ment in throughput, a key observation to be made is that the PLC backhaul very much

differs from an Ethernet backhaul. Almost all prior papers that try to manage WiFi net-

works (e.g., [30, 57, 83]) assume that the link qualities and contention on the backhaul can

be safely ignored, focusing on simply the wireless access portion of the end-to-end commu-

nications. However, this assumption does not hold true with a PLC backhaul as implicitly

shown in [21, 26]. Specifically, first, unlike with Ethernet, PLC links often are much more

constrained in terms of their capacity, which might in fact manifest as the bottleneck in

a concatenated PLC-wireless link. In other words, the capacity of the WiFi link between

a client and a PLC extender might exceed the capacity of the backhaul link between the

extender and an Internet-connected master router. Second, a PLC link’s capacity is shared

not only between clients that attach to a specific extender, but also between extenders; this
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in turn could cause a client’s achievable throughput on the PLC backhaul to be lower than

that of its WiFi link, even if the PLC backhaul was of relatively high capacity.

Because of these properties of the PLC backhaul, if clients (aka users in this work)

were to näıvely associate with the closest extender or the extender that offered the best

received signal strength (RSS), they could (a) end up with low throughputs individually, and

(b) also cause the aggregate network throughput to suffer (we show this later). Therefore,

the quality of the associated backhaul PLC links and the contention on those links will need

to be considered when associating users with the available extenders. In this paper, our

objective then is to solve the problem of configuring the network in terms of assigning users

to the available extenders towards maximizing the achievable network throughput.

Towards achieving our objective, we first perform several experiments using com-

modity PLC TP Link TL-WPA8630 PLC extenders, to not only showcase the issues alluded

to above with näıve association, but to also understand how the capacity is shared using

the 1901 MAC [89] on the PLC medium (e.g., time fair or throughput fair?). Based on our

experiments, we then formulate the problem of maximizing the aggregate end-to-end net-

work throughputs over the possible associations of users with the different PLC extenders

with which they can connect. We show that the problem is NP-hard. Based on this, we

first then solve an unconstrained version of the problem wherein we automatically discover

a subset of users (say U1 ⊂ U , where U is the set of users) that can be assigned to achieve

the maximum possible throughput; in other words, a subset of the users U2 (U2 = U \ U1)

whose associations cause the overall network throughput to degrade are ignored in this step.

Subsequently, we assign the remaining U2 users such that the degradation in the previously
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achieved throughput is minimized. Our algorithms are incorporated into a framework we

call WOLT (the term replaces the letter V in the word Volt related to PLC with W to show

the dependency on WiFi). We show via both real experiments on our PLC testbed and

high-fidelity simulations that WOLT significantly improves throughput compared to both a

näıve approach where users affiliate with the PLC extender that provides the best RSSI,

and a greedy centralized algorithm that assigns each incoming user to the extender that

yields the maximum aggregate throughput (other users are not reassigned). We also show

that the reassignment load of WOLT incurs relatively minor overhead penalties.

In brief, a summary of our contributions in this paper are:

• We conduct extensive experiments on a WiFi network with a PLC backhaul to un-

derstand the interaction between the WiFi links and the PLC backhaul, and how this

interaction affects the aggregate throughput of the whole network.

• We leverage the insights obtained from the measurement experiments to designWOLT for

assocating users with the available WiFi-capable PLC extenders. WOLT runs in poly-

nomial time and solves the user association problem, based on a relaxed version of

the problem with guaranteed integer solutions.

• We evaluate WOLT with real downlink TCP traffic and we show that WOLT outper-

forms RSSI-based and a centralized online algorithm that performs greedy assignment,

with WOLT achieving an aggregate throughput increase of up to 2.5x. To examine

scalability, we also perform high-fidelity simulations (validated against the real world

system at small scale) and show that WOLT performs well in enterprise setting with

up to 15 extenders and 124 clients.
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2.2 PLC Background in Brief

Access control in PLC networks is governed by the IEEE 1901 standard and can

operate in two modes: CSMA or TDMA [43]. In brief, CSMA/CA mode arbitrates the

communication channel among transmitting nodes within the same contention domain. As

discussed in [89], the 1901 CSMA/CA is similar to what is used in 802.11, with some

differences in terms of performance, complexity and fairness [91]. PLC also supports QoS

classes by providing a TDMA-based medium sharing functionality. In TDMA mode, the

PLC backhaul will be time-shared between clients [24]. TDMA and CSMA modes are

supported by most major PLC devices on the market today that follow the IEEE 1901

standard, including major vendors such as Netgear, TP-Link, and TRENDnet. Today, PLC

extenders support up to 2024 Mbits/sec [98]. This makes PLC suitable even for bandwidth

intensive applications such as video streaming [56].

Modern PLC extenders are capable of providing WiFi connectivity to associated

users. The WiFi access between extenders and other APs, is governed by the 802.11

standard. The WiFi medium is shared in a throughput-fair manner (as is the case with

802.11 [8, 9, 23, 47]). This means that all users that are connected to a PLC extender will

receive the same long-term average WiFi throughput (share of throughput on the wireless

link to the extender). PLC extenders share the wireless medium if they operate on the same

wireless frequency.
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2.3 Measurement Study

In this section, we perform a measurement study to showcase the interactions

between the PLC and the WiFi domains. These measurements form the basis for the

models and algorithms that in turn are the underpinnings of WOLT. In addition, we also

showcase via case studies as to how the interactions propagate from the WiFi domain to the

PLC backhaul, or vice versa. Note that in the remainder of this paper, we make a distinction

between the “throughput” and the “rate”. By throughput, we mean the achieved bit rate

on a WiFi/PLC link, which depends on the other users/extenders sharing that link. By

rate, we mean the PHY bit rate of a WiFi user or a PLC extender, which depends on the

current channel conditions and the selected modulation and coding scheme.

2.3.1 Medium sharing in the PLC and WiFi domains

Sharing in the WiFi domain: First, we only consider the WiFi part (although

this is well studied). We find that the well-studied performance anomaly with 802.11 [47]

surprisingly still persists when we use currently available commodity PLC extenders. Specif-

ically, we connect one laptop to a TP Link TL-WPA8630 PLC extender (released in 2017)

with an Ethernet cable, and two additional laptops to the extender via WiFi.

The Ethernet-connected laptop runs an iperf3 [7] server and the other two laptops

are the WiFi clients; all other extenders are unplugged i.e., both the clients are connected

to the target extender. We transmit saturated downlink TCP traffic to the two clients

simultaneously, and plot the throughputs of the two clients when placed at different locations

in Fig. 2.2a. Initially, we position the two clients at the same location i.e., at equal distance
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(a) WiFi only: Throughput-
fair medium sharing behavior
of WiFi clients.

(b) PLC only: Different PLC
extenders yield in different
PLC throughputs.

(c) PLC only: Time-fair
medium sharing between ac-
tive PLC extenders.

Figure 2.2: Medium sharing in the PLC and WiFi domains.

from the extender (location 1 ). The WiFi channel qualities (rates) for both clients are

similar (similar distance and RSSI), and the throughputs obtained by the clients are similar.

Subsequently, we move one of the clients (User 2) to a location further away from the

extender (location 2 ) to degrade its WiFi channel quality (rate), while keeping the other

client (User 1) stationary at location 1. Not only does the further client see a throughput

degradation, but the stationary client’s throughput decreases as well, in accordance with

the reported performance anomaly [47]. The further we move User 2 (to location 3 ), the

greater the throughput loss experienced by both clients. This demonstrates that the sharing

in the WiFi domain when PLC extenders are used is “throughput fair,” and consistent with

studies such as [47].

PLC backhaul sharing: Next, our goal is to examine the medium sharing on

the PLC backhaul in isolation (i.e., without WiFi). We find that the the default operation

of the PLC extenders adheres to time-fair medium sharing, with each extender receiving

throughput commensurate with its PLC link quality (rate). Specifically, we connect one

laptop to a Netgear R7000-100NAR Nighthawk master router via Ethernet. The master

router interfaces with the PLC backhaul via a PLC central unit. Four PLC extenders
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are plugged into different power outlets in our lab, with one client laptop connected to

each extender through Ethernet (note that the Ethernet capacity is very high at 1 Gbps

so any throughput degradation is caused by the PLC). A laptop connected to the master

router serves as an iperf3 server and transmits saturated downlink TCP traffic to the four

client laptops. We experimented with four PLC links of varying link qualities (rates), with

the maximum achievable throughput of each PLC extender in isolation ranging from 60-

160 Mbps, as shown in Fig. 2.2b. To see the impact of medium sharing on PLC backhaul

throughput, we activated multiple extenders simultaneously, and plot the results in Fig. 2.2c.

With two extenders actively receiving iperf3 traffic, we observe that each PLC link now

delivers half of what it could in isolation (with higher throughput for the extender with

better rate); with three extenders active, each PLC link delivered one third of what it

could in isolation, and with four extenders active, each PLC link delivered one quarter of

what it could in isolation. This suggests that the PLC backhaul is time-shared, and other

researchers have made similar observations [75]. We note that the time-fair-like behavior

we observed is the default behavior of the off-the-shelf TP-Link PLC equipment that are

popular with consumers, and we have observed similar default behavior with other brands

of PLC equipment as well.

WiFi with PLC backhaul sharing: As discussed above, with our experimental

apparatus, the WiFi and PLC parts seem to adhere to different medium sharing schemes.

Next, we consider two types of PLC-WiFi concatenated links: (a) a concatenated link

wherein the WiFi link segment is of better quality (yields higher throughputs) than the

PLC link segment, and (b) a concatenated link where the PLC link segment is of better
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quality than the WiFi link segment.

The total throughput of a group of users connected to the same extender follows

the WiFi-only throughput-fair sharing behavior discussed before and can be expressed as:

T WiFi
j =

∑
i∈Nj

1∑
i′∈Nj

1
ri′j

(2.1)

where T WiFi
j is the aggregate WiFi throughput at extender j, i is the user index, Nj is

the set of users connected to extender j, and rij is the WiFi rate between User i and

extender j (similar to [23,57]). Note here that the WiFi throughput is taken to be the sum

throughput achieved across all users connected to the same extender (similar to the PLC

link throughput, which is the total throughput across the clients sharing that link).

The PLC link segment throughput adheres to the time-fair sharing discussed above

and can be expressed as:

T PLC
j =

cj
A

(2.2)

where T PLC
j is the aggregate PLC throughput at extender j, cj is the PLC rate and A is

the number of active extenders.

Given the above, the achievable throughput that an extender (say j) can obtain

is the minimum of the throughputs on the two concatenated link segments, i.e., it is given

by min(T WiFi
j , T PLC

j ). Furthermore, in some cases, a PLC link segment can yield a higher

throughput than its aggregate WiFi links, while in other cases it might not. If the WiFi

link segment that is part of a concatenated link yields lower throughput than what the
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(a) Maximum achievable throughput (rate) of
each link in isolation.
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(b) RSSI-based assignment. Total throughput
= 11+11 = 22 Mbps.
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(c) Greedy assignment. Total throughput =
15+15 = 30 Mbps.
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(d) Optimal assignment. Total throughput =
10+30 = 40 Mbps.

Figure 2.3: Experiments in a scenario observed on our testbed with user association policies.

associated PLC link can support (i.e., T WiFi
j < T PLC

j ), then that PLC link will have unused

capacity. This leftover capacity (time share) can be then exploited by other extenders

which might have a higher demand, because their connected WiFi users have good channel

conditions and thus demand more traffic than their extender’s time-fair share of the PLC

medium could have supported. Experimental results from such a scenario are provided in

§ 2.3.2 (when discussing greedy association).
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2.3.2 Showcasing the need for informed user association

Next, our goal is to showcase a simple exemplar case study that demonstrates that

blindly connecting users to extenders that offer them the best RSSI can lead to undesired

effects in terms of throughput performance. We then consider what happens when users

that connect to the network sequentially online (one after the other), are associated so

as to maximize their own throughputs greedily. Finally, we do a brute force search that

shows the throughputs with optimal association. In a nutshell, we find that the first two

baseline association policies drastically underperform the last. The different user association

strategies in this case study are shown in Figure 2.3. Fig. 2.3a shows our experimental setup

with two PLC extenders and two WiFi clients, with labels indicating PLC or WiFi rates in

the absence of contention.

Strongest RSSI-based association: In Fig. 2.3b, we depict this method of

user association with an AP; this method has been commonly considered [57] previously,

when the network had an associated Ethernet backhaul. The two users shown contend

on extender 1’s PLC link while extender 2’s PLC link is interference-free. Because of the

association policy, there is WiFi contention and this causes the aggregate throughput of

this assignment to be 22 Mbit/sec (11 Mbps each, according to the throughput fair sharing

on the WiFi). As shown later, the optimal strategy yields a much higher throughput.

Greedy association: A greedy association policy is shown in Fig. 2.3c. User

1 arrives and chooses extender 1 since this maximizes its own throughput. Next, User 2

arrives and chooses extender 2 so as to maximize its own end-to-end throughput (given that

User 1 is fixed). Note that even though User 2 has a worse WiFi channel quality to extender
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2 compared to extender 1, and despite the fact that extender 2 has poor PLC link capacity

compared to extender 1, User 2 still prefers extender 2 because its end-to-end throughput

is higher than if it had connected to extender 1 (which would result in the same scenario as

RSSI-based association above). Extender 2 time-shares the medium equally with extender

1, causing extender 2’s PLC time-shared capacity (10 Mbps) to become the bottleneck of

User 2’s end-to-end throughput. However, we notice that because extender 1 does not use

all of its capacity of 30 Mbps (because User 1’s WiFi capacity is only 15 Mbps), half of

extender 1’s leftover time (i.e., one quarter of the total time) is re-allocated to extender 2,

causing User 2’s end-to-end throughput to increase to 15 Mbps.

Optimal user association: In Fig. 2.3d, we show the optimal extender asso-

ciations for the two users. User 1 connects to extender 2 and receives 10 Mbps. User 2

connects to extender 1 and receives 30 Mbps, despite its WiFi capacity being 40 Mbps;

this is because its end-to-end throughput is bottlenecked by the backhaul capacity of the

extender 1.

2.4 Problem Statement & Solutions

Our overarching problem is to maximize the total end-to-end-throughput of all

users. To do this, in § 2.4.1 we develop a system model based on the take aways from § 2.3,

and formulate the problem of maximizing the total throughput. We show that this problem

is NP-hard; then, we propose solutions in § 2.4.2 based on certain intuitive properties of

the model.
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2.4.1 Problem Statement and Hardness

In our network model, each link is a concatenation of PLC backhaul and WiFi

wireless links. We seek to maximize the total end-to-end network throughput. The PLC

and WiFi have different contention mechanisms at the MAC layer as discussed in § 2.3,

resulting in different throughput sharing functions. The concatenation of the PLC and

WiFi links make the problem different and more challenging than the standard single-hop

user association problem, which has been well-studied (e.g., [66, 68, 95]). The model of

the scenario is a single contention domain across the PLC extenders. This is found to be

the case with the current standards regardless of whether the deployment is in homes or

enterprises [24].

Variable Description

A Set of PLC-WiFi extenders.

Bj The maximum number of users that can be connected to
extender j

cj The PLC PHY rate between the master PLC router and the
extender j

Nj Set of users associated with extender j. The {Nj} form a
partition of U .

rij The WiFi PHY rate of user i when connected to extender j

tij The WiFi throughput of user i when connected to extender
j

T WiFi
j The WiFi throughput across all users connected to extender

j

T PLC
j The backhaul PLC throughput of adaptor j

U Set of users.

U1, U2 Set of users assigned in Phase I and Phase II of Alg. 1,
respectively. U1 and U2 are a partition of U .

uij Utility of assigning user i to extender j (see Phase I of
Alg. 1.)

xij binary variable indicating whether user i is connected to
extender j

Table 2.1: Table of Notations
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We formulate the throughput maximization problem in Problem 1 below (notations

in Table 2.1):

Problem 1 PLC-WiFi User Assignment

maxxij

|A|∑
j=1

min

(
T WiFi
j , T PLC

j

)
(2.3)

s.t. T PLC
j =

cj
A
, ∀ j ∈ A (2.4)

T WiFi
j =

|U |∑
i=1

tij , ∀ j ∈ A (2.5)

tij =

(
1∑

i′∈Nj

1
ri′j

)
xij , ∀ j ∈ A, ∀ i ∈ U (2.6)

|A|∑
j=1

xij = 1, ∀ i ∈ U (2.7)

|U |∑
i=1

xij ≤ Bj , ∀ j ∈ A (2.8)

Nj = {i : xij > 0}, j ∈ A (2.9)

xij ∈ {0, 1}, ∀ i ∈ U,∀ j ∈ A (2.10)

The objective (2.3) is to maximize the total end-to-end throughput across all extenders

and users (i.e., the minimum of the throughputs achieved on the PLC and WiFi links).

Constraint (2.4) specifies the throughput of the PLC link connecting the master router

to PLC-WiFi extender j, based on time-fair sharing of the PLC backhaul. Constraint

(2.5) specifies the WiFi throughput at extender j, summed across all users. Constraint

(2.6) specifies the throughput of user i connected to extender j, based on throughput-fair

sharing. Constraint (2.7) postulates that each user must be connected to one extender.
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Constraint (2.8) postulates that each extender j should have no more than Bj connected

users (this constraint will be relaxed later). Constraint (2.9) defines the set of users Nj

connected to extender j as those users i who have a non-zero assignment to that extender.

Finally, constraint (2.10) says that xij is a binary decision of the extender to which a user

is assigned. Our model assumes that the users have saturated throughput demands (since

we are interested in the worst case scenarios and use TCP). Since TCP shares capacity

across flows in a fair manner [63], i.e., flows get fair long-term end-to-end throughput, we

do not model TCP behavior but rather just focus on the long-term throughput. We target

the user association problem and hence focus on maximizing the aggregate throughput;

however, since each user must be connected (2.7), the overall fairness is similar to what

WiFi would offer after association.

Complexity matters: In the enterprise scenario of interest, a brute force ap-

proach to determine the optimal user assignment will incur prohibitively high complexity.

For example, in our university setting, within an enclosure of office spaces there are more

than 30 outlets into which extenders can be plugged in. The number of smartphones and

laptops exceed this number. Even if one were to conservatively assume that there are 10

extenders plugged in and 30 devices, the complexity would be of the order of 3010 if a

brute force approach were to be applied. More formally, our analysis of Problem 1 shows

that it is NP-hard, as proved in theorem 1 below. The key idea in the proof is to show

a reduction from the partition problem [37] to a simple, particular instance of Problem 1

with two extenders and very high PLC rates. Since the partition problem is known to be

NP-hard, then even this simple instance of Problem 1 is NP-hard, and hence the general
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case of Prob. 1 is NP-hard.

Theorem 1 Prob. 1 is NP-hard.

Proof. Let S = {w1, w2, . . . , wM} be the inputs to the partition problem. Let W ≡∑M
ℓ=1wℓ. Then we propose the following polynomial time transformation of the partition

problem. If M is even: for k = 0 : 2 : M − 2, solve Prob. 1 with N = M + k users,

where there are M “regular” users and k “dummy” users. The WiFi rates of the regular

users are rij = − 1
wi
∀i = 1, 2, . . . ,M , the WiFi rates of the dummy users are set as

rij = −∞ ∀i = M + 1,M + 2, . . . ,M + k. Also let there be two extenders |A| = 2, all with

very good PLC rates cj = ∞ ∀j, with at most B1 = B2 = M+k
2 users connected to each

extender. We claim that this particular instance of Prob. 1 returns the optimal solution

to the partition problem where one partition has at most M+k
2 elements (proved below).

Then for each iteration of k, we solve this instance of Prob. 1, and pick the best solution

across all iterations to solve the partition problem. Hence we have found a polynomial-time

reduction from the partition problem to a particular instance of Prob. 1. If M is odd, we

perform the above procedure but with k = 1 : 2 : M − 2.

To show the claim above for each iteration of k, note that Prob. 1 maximizes

M+k
2

−
∑

i∈N1
wi

+
M+k

2
−

∑
i∈N2

wi
, which is equivalent to minimizing

M+k
2∑

i∈N1
wi

+
M+k

2∑
i∈N2

wi
= M+k

2W1
+

M+k
2(W−W1)

, where W1 ≡
∑

i∈N1
wi. This objective is minimized for W ∗

1 = W
2 . Up to M+k

2 of

the users connected to extender 1 could be regular users, corresponding to elements from

one partition of S. Hence this particular instance of Prob. 1 (with two extenders and WiFi

and PLC rates defined above) solves the partition problem with partition sizes of up to

M+k
2 .
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2.4.2 Solutions for PLC-WiFi User Assignment

Algorithm 1 PLC-WiFi User Assignment

Inputs: Set of users U , set of extenders A, WiFi rate rij , PLC rate cj
Output: user assignment xij
Variables: user index i, extender index j, task utilities uij , set of users assigned in phase
1 U1, set of users assigned in phase 2 U2

1: for i← 1 to |U | do
2: for j ← 1 to |A| do
3: uij ← min(

cj
A , rij)

4: (U1, {x∗ij}i∈U1)← Assignment Solver({uij}, U,A)
5: {x∗ij}i∈U2 ← Problem 2({rij}, {cj}, {x∗ij}i∈U1 , U,A)

In this section, we describe our proposed solutions towards solving Prob. 1. We

first provide intuition for our method before describing it more formally. Because Prob. 1 is

NP-hard (from Theorem 1), we first propose solving a modified version of Prob. 1 in what

we call Phase I. These modifications involve (a) relaxing constraint (2.7), so that not every

user has to be connected to an extender, and (b) modifying constraint (2.8) so that each

extender has at least one connected user, i.e.,
∑

i∈Nj
xij ≥ 1,∀ j. The intuition behind

relaxation (a) is that the aggregate system throughput can be maximized if not all users

need to be assigned, as assigning more users causes contention on the WiFi/PLC links, and

decreases aggregate system throughput (exactly how many users should be assigned are

given by Theorem 2). The intuition behind modification (b) is to utilize all possible PLC

backhaul links to increase the amount of throughput that can be provided by the system,

by distributing the users across the possible extenders, potentially decreasing contention

on the WiFi links and increasing aggregate throughput. Overall, making these modifica-

tions to Prob. 1 enables us to transform the problem exactly into an assignment problem
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(Theorem 2), and use standard polynomial-time algorithms [38] to solve the transformed

assignment problem.

Then, in Phase II of our algorithm, we add back constraint (2.7) and assign the

remaining users. Adding in these remaining users may lower the aggregate throughput com-

pared to Phase I, but we try to do this in a way that minimizes the throughput degradation

(i.e., maximizes the aggregate throughput with the Phase I users fixed). We formulate

this as a nonlinear program, and prove that this nonlinear program has integer solutions

(Theorem 3) and so, no rounding mechanism is needed. We next provide further details on

each phase.

Phase I: Under the modifications to constraints (2.7) and (2.8), we first charac-

terize the solution to determine exactly how many users should be assigned to the extenders

to maximize the aggregate throughput. On the one hand, connecting more users increases

the number of flows, potentially increasing aggregate throughput. On the other hand, hav-

ing more flows could cause contention and decrease aggregate throughput. In Lemma 2, we

prove that exactly |A| users should be assigned to the |A| extenders to solve our modified

Prob. 1. The key idea is to show that any candidate solution with more than one user

assigned to an extender can be improved on by disconnecting an appropriate user from the

extender to increase the aggregate throughput, until only one user remains per extender.

Which user should be selected to disconnect and increase the aggregate throughput is given

by Lemma 2, which states that a sufficient condition to increase (or maintain) the aggregate

throughput is to disconnect the user with worse reciprical of the WiFi rate than the average

of its peers connected to the same extender.
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Lemma 2 If user i connects to extender j with 1
rij
≤ 1

|Nj |
∑

i′∈Nj

1
ri′j

, the objective function

(2.3) of Prob. 1 increases or stays the same.

If user i currently connected to extender j with 1
rij
≥ 1

|Nj |
∑

i′∈Nj

1
ri′j

is discon-

nected, the objective function (2.3) of Prob. 1 increases or stays the same.

Proof. 1
rij
≤ 1

|Nj |
∑

i′∈Nj

1
ri′j

can be re-arranged to:

|Nj |∑
i′∈Nj

1
ri′j

≥ |Nj |+ 1∑
i′∈Nj

1
ri′j

+ 1
rij

(2.11)

The left and right hand sides correspond to the extender throughput T WiFi
j before and after

user i joined, respectively, implying that T WiFi
j increased or stayed the same compared to

without user i. T WiFi
j increasing or staying the same implies that the objective function

(2.3) increased or stayed the same, proving the claim. A similar analysis follows for the

second claim.

Lemma 3 There exists an optimal solution for the modified Prob. 1 (with (2.7) relaxed, and

(2.8) modified to
∑

i∈Nj
xij ≥ 1, ∀ j), where exactly one user is connected to each extender.

Proof. Proof by contradiction. Assume there does not exist any optimal solution where∑
i x

∗
ij = 1 ∀ j, i.e., each optimal solution {x∗ij} has a non-empty set of extenders {j′ :∑

i x
∗
ij′ > 1}. Then you could construct a new solution by disconnecting a user chosen

according to Lemma 2, which would cause the objective function to increase or stay the

same. If the objective function increases, this contradicts the assumption that the x∗ij were

optimal. If the objective function stays the same, we can continue disconnecting users from

extenders in the set {j′} using Lemma 2, without decreasing the objective function, until
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we have removed all users except one, i.e.,
∑

i x
∗
ij′ = 1, contradicting the assumption that

no such solutions existed.

Having established that exactly |A| users should be assigned to the |A| extenders

(because
∑

i x
∗
ij = 1) in the modified Prob. 1, we next consider which particular |A| users

should be assigned, and to which extenders. Our main idea is to map the modified Prob. 1

into an assignment problem, which can then be solved using standard methods. The assign-

ment problem takes as inputs a set of users, a set of tasks, and a set of utilities corresponding

to each (task, utility) pair, and assigns users to tasks to maximize the aggregate utility. In

our version of the assignment problem, we map each extender j to a task, and set the the

utility uij of user i to task j as:

uij ≡ min(
cj
A
, rij) (2.12)

This definition of task utility is crucial to ensure that the modified Prob. 1 can be mapped

exactly into an assignment problem. In Theorem 2, we show that this task utility defi-

nition (2.12) results in an exact mapping between the modified Prob. 1 and the standard

assignment problem. The key idea in the proof is to show that the modified Prob. 1 under

Lemma 3 and (2.12) simplifies to the assignment problem.

Theorem 2 The modified Prob. 1 (with (2.7) relaxed, and (2.8) modified to
∑

i∈Nj
xij ≥

1,∀ j) is exactly an assignment problem with task utilities uij = min(
cj
A , rij).
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Proof. We know from Lemma 3 that there is at least one optimal solution {x∗ij} such that:

∑
i

x∗ij = 1 ∀ j (2.13)

This means that we can transform Prob. 1 into an equivalent assignment problem as fol-

lows. We can reduce the size of the feasible region without affecting optimality by adding

(2.13) as a constraint to Prob. 1. Then, since (2.13) =⇒ |Nj | = 1, we can simplify

(2.6) as tij = rijxij , and (2.5) as T WiFi
j =

∑
i rijxij . Then the objective function (2.3) is∑

j min(
∑

i rijxij ,
cj
A ) =

∑
j

∑
imin(rij ,

cj
A )xij , where the last equality only holds because of

(2.13). Thus, Prob. 1 without constraint (2.7) is transformed into an equivalent problem of

maximizing
∑

j

∑
imin(rij ,

cj
A )xij , with constraints (2.13) and (2.10), which is the standard

assignment problem.

Phase II: After assigning |A| users in Phase I (we call this set of users U1), we

next turn our attention to assigning the remaining |U | − |A| users (we call this set of users

U2). We seek to do this in a way that minimizes the impact of the U2 users on the aggregate

throughput, assuming that the U1 users are fixed. We formulate this as Prob. 4 below:

Problem 4 WiFi User Assignment Only

maxxij ,i∈U2

|A|∑
j=1

T WiFi
j (2.14)

s.t. (2.5), (2.6), (2.7), (2.9) (2.15)

0 ≤ xij ≤ 1, ∀ i ∈ U, j ∈ A (2.16)
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The formulation has several differences from Prob. 1. First, we only need to make decisions

for users i ∈ U2, i.e., those users who were not assigned in Phase I. Second, the objective

function (2.14) maximizes the WiFi throughput T WiFi
j only, compared to the original ob-

jective function (2.3) which included the PLC backhaul throughput T PLC
j . The intuition

behind this is that the user assignments in Phase I already saturated the PLC backhaul

(to maximize aggregate throughput); thus, any additional user assignments in Phase II

will not change the PLC throughputs by much. Finally, Prob. 4 allows fractional solutions

of xij ; however, we prove next in Theorem 3 that Prob. 4 has integral optimal solutions.

The key idea in the proof is to show that any user with a fractional assignment can shift

to an integral assignment, increasing the aggregate throughput. Empirically, we find that

numerically solving Prob. 4 results in these integral solutions.

Theorem 3 There exists an integer solution to Prob. 4.

Proof. Consider the contribution of user i to the total throughput. If user i is not connected

to extender j, the extender has throughput T WiFi
j [before] =

|Nj |∑
i′∈Nj

1
ri′j

, and if user i is

connected, the extender has throughput T WiFi
j [after] =

|Nj |+xij∑
i′∈Nj

1
ri′j

+rij
. User i has a net

contribution to the total throughput as follows:

∑
j:xij>0

T WiFi
j [after]− T WiFi

j [before] (2.17)

=
∑

j:xij>0

 xij∑
i′∈Nj

1
ri′j

+ rij
−

 |Nj |∑
i′∈Nj

1
ri′j

−
|Nj |∑

i′∈Nj

1
ri′j

+ rij

 (2.18)

where the equality happens after re-arranging the T WiFi
j terms. The first term represents

the throughput contribution for a particular allocation of xij , and the second term is a

constant for a given user i and extender j. If user i has a fractional assignment to extender
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k, i.e., 0 < xik < 1, it can increase the total throughput by shifting xik to another extender

j′ with minimum
∑

i′∈Nj′
1

ri′j′
+ rij′ (the denominator of the first term), thus increasing

the first term in (2.18) for extender j′, and eliminating the second term (which is strictly

positive) for extender k (since xik = 0, so extender k will no longer be included in the

summation), thus creating a net throughput increase.

Summary of Algorithm 1 Phases: Putting it all together, the complete algo-

rithm is written in Alg. 1. In lines 1-3, we compute the task utilities to input to the

assignment problem. In Line 4, we optimally solve the Phase I assignment problem using

known techniques (e.g., the Hungarian algorithm), to decide the which users should be as-

sociated to which extenders, for a subset of users i ∈ U1 In Line 5, we numerically solve

a nonlinear program to decide the assignments for the remaining users i ∈ U1. Note that

the re-distribution of PLC capacity allocations when certain PLC links are underutilized is

implicitly handled by this approach.

Algorithm Complexity: The first phase of our algorithm runs in O(|A|3), where

|A| is the number of the PLC extenders and |A|3 is the runtime of the Hungarian algo-

rithm [38, 74]. The runtime of the second phase of our algorithm depends on the stopping

criterion of our numerical solver which uses the interior point method; the solver stops when

the improvement in the aggregate throughput is less than e−5.

2.5 Implementation & Evaluation

In this section, we briefly describe WOLT’s implementation and detailed evaluations

via both small scale real experiments and larger scale high-fidelity simulations.
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2.5.1 Implementation Details

PLC Testbed configuration and equipment: Our testbed consists of seven

laptops from four different vendors (two Lenovo Ideapads 300S-14ISK, two Dell Inspiron

15s, one Acer Aspire E15, one Apple MacBook A1278 and one Apple MacBook Air A1370),

and one central server running Windows 10, 64-bit. The testbed is equipped with three TP-

Link TL-WPA8630 extenders and one TP-Link TL-PA8010 central unit. These extenders

support up to 1200 Mbit/sec at the PHY layer. The three extenders interface with the

central unit via the PLC backhaul and with the users via WiFi. The central unit’s role is

to connect the three extenders to the master router through Ethernet. The central unit is

a gateway for all the communications flowing between the extenders and the server.

Software implementation and WiFi details: We implement WOLT in Java as

a user-space utility that runs on users’ devices as well as the server. We name the server

the Central Controller (CC ). When a user arrives (needs association), it scans all available

networks and estimate the WiFi channel quality of each extender. The network interface

card (NIC) driver provides information on the modulation and coding scheme used for each

WiFi channel, which is used to estimate the transmission bit-rate between the user and the

extender. As verified in prior work such as [57], when a small number of APs are used,

each operates on a non-overlapping 802.11 channel, and thus is able to operate interference

free; thus, we assume that each extender operates on an non-overlapping channel relative

to its neighbor extenders on the WiFi domain. The users (clients) gather this information

on the reachable extenders and sends it to the CC. Note that a new user initially connects

to the extender with the highest RSSI to communicate with the server and later switches
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extenders if needed, based on the new assignment from the CC.

Offline PLC backhaul link capacity estimation: The PLC backhaul link

capacities are measured using iperf3 [7]. We connect a machine to the PLC extender by an

Ethernet cable and saturate the PLC link between that extender and the CC. The maximum

amount of traffic the PLC link can deliver is then considered to be the capacity (rate in

isolation) of the link. One can also potentially use Qualcomm Atheros Open Powerline

Toolkit [6] to measure the PHY rate between PLC extender; unfortunately however, this

tool is not compatible with the more recent AV2 PLC extenders we are using.

Simulation of large-scale WiFi networks with PLC backhaul: To consider

larger scales than what our experiments support, we simulate a WiFi network with ten

extenders, each connected to the CC via a PLC backhaul. We calibrate our simulator

with PLC link capacities measured from different outlets in a university building. The user

association requests arrive and depart the network according to Poisson distribution [27]

with arrival rate of 3 and departure rate of 1. We use a simple model to simulate the

WiFi channel qualities where the channel quality is a function of the distance between the

extender and the user [2]. A 100 m× 100m 2D plane with 15 extenders and two hundred

users is created. The users are geographically randomly distributed in the plane. The

distance between every user and extender is computed and the corresponding WiFi channel

is estimated.

2.5.2 Greedy baseline for comparison (called Greedy)

We compare WOLT against a greedy algorithm with which, each newly associating

user is assigned such that the aggregate throughput after assignment is maximized. If there
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is no room for improving the aggregate throughput, the greedy algorithm will assign the user

to the extender with the least impact on the aggregate throughput. The greedy algorithm

computes all possible aggregate throughputs of the network when the new user is connected

to different extenders and assigns the user to the extender that gives the highest aggregate

throughput.

When a user arrives, it estimates the RSSIs of all the available WiFi APs and

connects conventionally to the one with highest RSSI. The user communicates its WiFi

channel estimations to the CC and waits for the response. Once the CC receives a new

user message, it computes the greedy assignment that maximizes the aggregate throughput

and sends an association directive back to the user. Upon receipt, the user associates itself

to the corresponding extender. Note that no reassignment of the other users is done (as

done with WOLT).

2.5.3 RSSI baseline for comparison (called RSSI)

With the RSSI baseline, users are associated to the extender that yields the

strongest received signal regardless of (a) the quality of the extender’s PLC link segment,

(b) how many users are contending in the WiFi cell for that extender. Once the user is

connected, it provides an estimate of its WiFi capacity (throughput) to the CC. The CC

has the knowledge about the capacity of each PLC link as well as what users connected to

which extender. Unlike Greedy, users do not expect association directives to be received

from the CC and remain associated with the extender with the highest RSS. It is worth

mentioning that this assignment policy is the default on PLC-WiFi extenders today.
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(a) WOLT, Greedy and RSSI
Comparison on Testbed

(b) Per User Effects of WOLT
(c) Validating the Fidelity of
our Simulations

Figure 2.4: Experimental results

(a) WOLT vs. Greedy per-user through-
put comparison for the poorer three users

(b) WOLT vs. Greedy per-user Through-
put Comparison for the best three users

Figure 2.5: WOLT’s Effects on Users’ Throughputs

2.5.4 Experimental evaluations

Improvement in aggregate throughput: We perform experiments on our

testbed with three extenders and 7 laptops in a university laboratory of 2408 m2 area with

several tables and chairs, computer equipment and two cubicles. We randomly picked three

power outlets (among 10 outlets that are available) and moved the laptops around to create

25 different topologies. The results are shown in Figures 2.4a and 2.4b. In the first, we

show the average throughputs when each algorithm is used. We see that WOLT outperforms

both Greedy and RSSI. Average aggregate throughput improvements of 26% and 70% are

observed over Greedy and RSSI respectively.
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Per user effects: In the second figure, we show the percentage of users that enjoy

an increase or suffer a degradation with WOLT as compared to Greedy and RSSI. We see that

35% of the users have a better throughput when using WOLT as compared to Greedy (65%

experience a degradation). As compared to RSSI, 55% of the cases enjoy better throughputs

with WOLT (45% experience a degradation). These changes occur because the objective with

WOLT is to improve network throughput; while doing so WOLT’s configurations benefit some

users as compared to the baselines while disadvantaging others as one might expect.

Fairness: WOLT’s objective is to maximize the network-wide throughput as dis-

cussed earlier. Thus, while formulating the problem for optimal user assocation, we focused

on efficiency rather than fairness, so it can be expected that the fairness with WOLT will be

penalized. Given this, we perform experiments to evaluate its fairness. Before we present

our results, we point out that WOLT will not leave users un-associated (constraint (2.7) in

Prob. 9).

Towards maximizing throughput, WOLT tries to ensure that the users with the

best end-to-end channel qualities (i.e., both on the PLC and WiFi components) achieve

their maximum throughputs that they can get; while doing so it could disadvantage users

with poor channel qualities. To show that this effect is not significant1, we consider the

three users with the highest throughputs and the three users with the lowest throughputs

in a randomly chosen topology in our experiment (we find that the results are very similar

with all our scenarios).

In Figures 2.5a and 2.5b, we depict the individual Greedy and WOLT throughput

1Since the set up is small here, we do not consider a fairness metric such as the Jain’s fairness index [48]
here; we do so later when discussing our simulation results.
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for the three worst and best users in WOLT respectively. Note that with Greedy, all users

(good and bad) try to get the best throughputs they can and thus, one can use this as a

performance baseline for how well they can do. The first figure shows two out of the three

poorest users (User 2 and 3) receive a better throughout with Greedy than they do with

WOLT while one user (User 1) still has a better throughput withWOLT overGreedy. However,

the loss of aggregate throughput of the worst three users when using WOLT compared to

Greedy in Fig. 2.5a is only (in total) about 6 Mbps. On the other hand, the best three

users (depicted in Fig. 2.5b) improve their throughouts to a total of about 38 Mbit/sec

(30 Mbit/sec for User 1, 6 Mbit/sec for User 2 and 2 Mbit/sec for User 3). This shows

that the modest hit taken by the poor users (a relatively low penalty in fairness) results in

a significant throughput boost for the good users. In other words, our experiments show

that WOLT offers its throughput improvements while only taking a modest hit in terms of

fairness.

Fidelity of our simulations via comparison with experimental results

from our testbed: We perform a few experiments where we mimic our experimental

scenario in our simulation. Our objective is to compare the results across the two towards

getting confidence that our simulations yield realistic results in larger scale settings. We

show one such result (for a single topology since we need to make sure that the results hold

for all topologies considered) in Figure 2.4c. We show the results for both from experiments

from our testbed and our simulations (we have three extenders and seven users in the latter

with the same channel qualities). We see that the results are very consistent with what

we obtain in our experiments showing the fidelity of our simulations. Given this, we next
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(a) CDF of aggregate through-
put.

(b) Average aggregate
throughput over epochs.

(c) Number of user re-
assignments.

Figure 2.6: Simulation results.

present some larger scale scenarios that we simulate to demonstrate that WOLT performs

well even in such cases.

2.5.5 Simulation results

Total throughputs: We simulate the performance of the WOLT and the greedy

algorithm with the simulation settings discussed in §2.5.1. We run 100 trials when there

are |U | = 36 users in the area of interest, and plot the CDF of the aggregate (total)

network throughputs across trials in Fig. 2.6a. We see that WOLT outperforms the greedy

algorithm in all trials, with WOLT providing an average improvement (in terms of aggregate

throughput) of 2.5x over the greedy approach. Compared to the experimental results in

Fig. 2.4b, we see the relative improvement of WOLT over greedy is larger; we posit this is

because the simulation contains a larger number of users with more uniform distribution

of users with good and poor WiFi channel qualities; this fully exploits WOLT’s potential

i.e., it can properly assign users with poor channel qualities to maximize the aggregate

throughput.

Online behavior of WOLT: Next, we examine the temporal dynamics of WOLT.

As explained in §2.5.1, users arrive and depart from the system according to the Poisson
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distribution, with a net average increase of 33 users per epoch. In Fig. 2.6b, we plot

the aggregate throughput of WOLT after each epoch. As more users join the system (|U |

increases from 36 in epoch 1, to 66 in epoch 2, to 102 in epoch 3), the aggregate throughput

of the network gradually increases and saturates (not shown). At the same time we compare

WOLT’s performance with that of Greedy (recall that Greedy assigns the user one by one as

they arrive in the current epoch). Our results show that WOLT outperforms Greedy even as

the number of users increases to over 100.

Fairness: To evaluate the fairness we obtain with WOLT, here we consider the

Jain’s fairness index, comparing the metric with WOLT with that achieved with Greedy

and RSSI. The results are consistent across our simulation experiments and we find that

they are on average, 0.66, 0.52 and 0.65, respectively for WOLT, Greedy and RSSI, with

minor deviations across experiments. This demonstrates that even though WOLT does not

explicitly consider fairness among users, it has even better (or at least comparable) fairness

than the other baseline policies that are considered.

Finally, we wish to examine how the user associations change over time as users

arrive and depart from the system. In Fig. 2.6c, we plot the number of users who are

re-associated by WOLT at the end of every epoch due to these user dynamics. WOLT re-

assigns up to twice the number of arriving users (i.e., one user is swapped for every new user

who arrives, on average), which intuitively makes sense as WOLT needs to re-assign some

existing users to form a more optimal solution. The key observation is that the number of

reassignments for each newly associating user is relatively low on average.
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2.6 Related Work

WiFi User Association: There are several papers that try to automatically

configure a WiFi network in terms of appropriate associations of users with APs, towards

optimizing a performance metric (mostly throughput with various fairness requirements);

examples include [19, 49, 55] among others. These efforts are different from our work for

the following reasons. First, they ignore the impact of the backhaul network, which usually

is Ethernet, and only consider the wireless links. However, when we consider PLC as the

backhaul which a set of WiFi extenders share, we need to account for the contention on the

power line medium. Stated otherwise, to the best of our knowledge all past efforts assume

that the WiFi networks last link is the bottleneck in end-to-end connections. With plug

and play extenders, PLC can become a bottleneck if it provides throughput less than WiFi

links.

PLC: Atya et al., [26] propose BOLT a learning-based algorithm to orchestrate

flows in a PLC network. Vlachou et al. [88] propose a model to improve throughput of IEEE

1901 by modifying existing MAC parameters. However, both papers do not consider WiFi

extenders which are today the most common means of utilizing PLC capacity. In [91], [89],

and [88], the authors assume that PLC links support the same physical rates and do not

perform experiments with differing PLC link qualities as done in this paper.

Hybrid WiFi-PLC: Vidyut [97] studies the use of PLC as a medium for deliver-

ing reference signals for wireless communications to enhance the throughputs of multi-cell

MIMO systems. In [81], the authors study the performance of power line communications

in terms of throughput and its potential for being used a backhaul network for WiFi front
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ends. Apicharttrisorn et al., [21] perform a measurement study of HomePlug AV2-compliant

WiFi extenders. These studies however, do not consider user association problems.

EMPoWER [45] proposes congestion control algorithms sitting between MAC and

IP layers of hybrid WiFi-PLC networks where each node is capable of WiFi or PLC or both.

However, they fix the connectivity between nodes and do not target improving aggregate

netowrk throughput via intelligent user association. Electri-Fi [90] studies the characteris-

tics of PLC and WiFi networks in terms of thier spacial and temporal variations and reports

analysis of different causes of retransmissions in PLC; again this work does not consider

network throughput interactions between WiFi and PLC that affect how users must be

associated towards optimizing throughput.

Hybrid Cellular-Adhoc Networks: In [61,67], extending cellular network cov-

erage with wireless adhoc connectivity is considered. While such networks contain concate-

nated links, cellular acess typically allows users to reserve capacity unlike in PLC, where the

share of the capacity that a user obtains is dictated by the extender with which it associates

and which other users share the two parts of the concatenated link.

2.7 Conclusions

In this paper, we developWOLT, which tries to maximize the network throughput in

a hybrid PLC-WiFi network by optimally assigning the client devices to the available WiFi

enabled PLC extenders. The challenge that we address is that unlike in WiFi networks

with an Ethernet backhaul, the PLC links could be of lower capacity than their WiFi

counterparts. We therefore need to account for the “bottleneck” capacity provided by an
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extender to a given client when making association decisions. We show that the optimal

allocation of users to WiFi based extenders is NP-hard and solve a relaxed version wherein

we make several constraints less stringent. The algorithms that we design towards this form

the basis for WOLT. We show via experiments on our testbed and high-fidelity simulations

that WOLT outperforms a baseline central greedy approach by as much as 2.5x in terms of

the average network throughputs that are achieved.
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Chapter 3

Boosting Home WiFi Throughputs

via Adaptive DAS Clustering of

PLC Extenders

WiFi-capable PLC (Power Line Communications) plug-and-play extenders are be-

coming popular to improve WiFi range and coverage in homes and enterprises. As shown

in prior work, unlike an Ethernet backhaul, the PLC backhaul may not support high data

rates. In addition, clients (users) that are either far or partially occluded from the WiFi-

PLC extender they associate with can experience fading and shadowing, which degrades

the throughput on the wireless link. Thus, both the PLC and WiFi backhauls will influence

a user’s end-to-end throughput. In this paper, we seek to exploit the presence of multiple

PLC extenders that may be plugged in, by combining their transmissions in a distributed

antenna system (DAS), to boost client throughputs in a home setting. Specifically, we de-
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sign PLC-DAS to determine which PLC extenders are the best candidates for forming a joint

DAS transmitter cluster to each client. PLC-DAS is designed based on a real measurement

study and not only accounts for the WiFi link qualities from the extenders to the users,

but also the PLC link qualities from each extender to a master router which is typically

deployed in homes. PLC-DAS is flexible and can maximize the throughput under different

fairness objectives. We evaluate PLC-DAS via extensive simulations and show that it can

increase the aggregate throughput by up to 4.5x compared to blindly using all WiFi-PLC

extenders to form a DAS transmitter, while maintaining a fairness Jain’s index value of at

least 0.97 with proportional and max-min fairness models.

3.1 Introduction

PLC based WiFi extenders that can be plugged into standard power outlets and

do not need an Ethernet backhaul are gaining popularity in the market [41] [13] [14].

Typically deployed in homes and enterprises, a master PLC unit connects to the main

router and acts as a bridge that connects clients associated with WiFi-PLC extenders to

this main router, thus enabling access to the Internet, as shown in Fig. 3.1. It has been

shown that WiFi-PLC extenders improve the WiFi coverage in the area of deployment [1].

However, while WiFi-PLC can potentially improve the WiFi coverage, users can still suffer

from bad or unstable WiFi links. For example, in indoor deployments, users occluded (no

direct link) from WiFi-PLC extenders can see throughput degradation due to deep fading

and shadowing. Such effects have been shown to be common in indoor environments [28].

Specifically, a home WiFi-PLC user can experience varying WiFi link qualities across the
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Figure 3.1: Powerline communications extend WiFi coverage through existing interior power
lines in a home.

areas in the home (e.g., poor coverage in the garage when all the WiFi-PLC extenders are

in various bedrooms inside the home).

A well studied approach to mitigate WiFi link degradation is via the usage of

Distributed Antenna Systems (DAS) [100]. The idea is to simultaneously transmit the data

from multiple (distributed) antennas, the signals from which traverse different paths and

thus, when combined at the receiver reduce the likelihood of packet losses. DAS systems

have been shown to improve both the quality and the stability of WiFi links [79].

The key question that we ask in this paper is whether the different PLC extenders

can be clustered together to form a DAS transmitter to improve the robustness to indoor

fading, and thereby improve the throughputs achievable by clients, regardless of their loca-
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tions within a home. However, as discussed in what follows, there are several issues that

make the task of forming such a DAS cluster non-trivial because of the composition of

the PLC and WiFi parts of the network. Specifically, as shown later, if PLC extenders

are blindly clustered to form a DAS transmitter, the client may even suffer a throughput

degradation compared to when it uses a single extender. Below, we discuss why this could

be the case.

DAS clustering of extenders could reduce PLC side throughput. Real-

izing a DAS cluster [64] [77] requires that a plurality of antennas are synchronized when

they transmit the data. While this is inherently satisfied when the antennas are connected

to a data source via high-bandwidth backhauls (e.g., fiber), in the scenario of interest, the

different PLC extenders are likely to have different backhaul capacities on the links to the

master router (from where the packets are delivered to the extenders). Thus, in order to

synchronize packet transmissions, the extenders with higher PLC capacities (faster) will

need to await the delivery to the slowest PLC extender (the one with the lowest PLC ca-

pacity to the master router). In other words, the throughput achieved on the PLC part

of the link might in fact decrease compared to what might be achieved on this part, if the

client were to connect to a single extender. One must ensure that the gains achieved due

to DAS clustering more than offset this decrease; a blind approach to clustering could thus

degrade the throughput compared to simply having the client connect to a single extender.

Large propagation delays from the different extenders can be detri-

mental to DAS. Even when the transmitters are synchronized with regards to when they

perform their transmissions, there will be variations in propagation delays between the dif-
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ferent antennas (WiFi-PLC extenders) and the client. If there is a large difference in these

delays, we observe that combining the signals fails, which can adversely affect the through-

put. Thus, it is critical that the extenders have similar propagation delays to the client in

order to ensure that the gains expected from DAS are derived; otherwise, the throughput

might (again) degrade instead of being enhanced.

Contributions. In this paper, our key contribution is the design of a framework

that we call PLC-DAS to adaptively choose the right set of extenders to transmit to a client,

based on its location. This choice is made based on the PLC capacities to the different

extenders, and their positions relative to each other and the client (reasons discussed later).

The design of PLC-DAS is driven by a set of experiments that we conduct to under-

stand the above issues. Specifically, we perform extensive WiFi experiments using WARP

boards [12] to understand the achievable gains from employing DAS as well as the level

of synchronization required to combine the signal from the different antennas. We also

conduct experiments on the PLC backhaul using commodity PLC TP Link TL-WPA8630

PLC extenders. The study sheds light on the interaction between the PLC extenders and

how the PLC backhaul is shared, which influences the delays from the master router to the

various extenders.

As our main contribution, we design a framework, PLC-DAS, that incorporates a

measurement-driven online algorithm to determine the right set of antennas to transmit to

a client which is at a given location. Specifically, the algorithm results in the client choosing

a primary extender to associate with, based on the PLC capacities from the master router

to the various potential extenders, as well as the wireless link qualities to the extenders.
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Next, other extenders are chosen for joint transmissions along with this primary extender,

based on their PLC link capacities and their propagation delays to the client (relative to

the primary extender), to form a DAS cell.

We perform extensive evaluations of PLC-DAS using realistic PLC and wireless

channel models derived from experiments with realistic home configurations. We consider

various fairness models and show that PLC-DAS not only boosts individual client through-

puts, and therefore the overall network throughput that is shared across clients in a home,

but can also provide max-min or proportional fairness. This is achieved by reducing dis-

crepancies across client throughputs due to better robustness to fading effects, compared

to baselines that do not use DAS or apply DAS blindly.

A summary of our contributions in this paper are:

• We perform real experiments to gain an understanding of the feasibility of employing

DAS on top of a PLC network.

• We leverage the insights obtained from the measurement experiments to design PLC-

DAS. We show that the algorithms within PLC-DAS, which drive the choice of the

appropriate antennas to form the DAS cluster to maximize the throughput (or fair

throughput) for the client, have polynomial time complexity and can be practically

deployed.

• We perform extensive simulations based on realistic channel models and real home

layouts to show that PLC-DAS outperforms other baselines approaches that dictate

how clients associate with extenders (without DAS or via a blind application of DAS).

PLC-DAS achieves up to a 62.7% increase in aggregate throughput compared to a non-
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DAS baseline in which each user associates with the PLC extender that offers the best

end-to-end throughput; this is the best baseline in terms of the achieved aggregate

throughput. The results also show that PLC-DAS provides better fairness across users

that share the in-home WiFi capacity, with both max-min and proportional fairness

models.

3.2 PLC Background in Brief

The MAC 1901 protocol governs backhaul access in PLC networks. It is similar to

802.11, with some differences in terms of the complexity, fairness and performance [89]. It

can be configured to operate using a CSMA (throughput-fair) or a TDMA (time-fair) mode.

It supports different QoS classes by granting the flows with higher priority a larger number

of time slots in the TDMA mode. Most large vendors such as Cisco, Netgear and TP-

Link, support both medium access modes with a PHY rate up to 2024 Mbit/sec [98], which

makes PLC extenders attractive for expanding the network without needing pre-existing

infrastructure.

Most current PLC extenders are empowered by a WiFi interface that increases the

network range. This is especially attractive in areas where the main router’s signal is low

or poor, causing lowered data rates. The WiFi link between the PLC extender and the end

user (also referred to as a client) is controlled by the 802.11 protocol. Since 802.11 shares

the medium in throughput-fair manner, users connected to the same WiFi-PLC extender

will have similar throughputs, and extenders operating on the same WiFi channel will have

to share the frequency associated with that channel [16].
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3.3 Measurements

In this section, we describe our experiments on real testbeds, to get an under-

standing of the issues relating to realizing DAS in the PLC-WiFi home setting. Specifically,

our measurements relate to three aspects: (a) first, we seek to understand the variations in

the rate across various PLC links; (b) second, we seek to quantify the gains that might be

expected with DAS without using any precoding [59] [78] (note that precoding cannot be

applied since we are using plug and play WiFi extenders as our antennas); and (c) finally, we

seek to understand the extent to which time synchronization needed across the multiplicity

of signals for them to be combined successfully at the receiver.

3.3.1 Feasibility of PLC as a backhaul for DAS

While in general, the PLC backhaul is time-shared across the various extenders,

when a DAS transmission is to be enabled, the same data is multicast to the extenders

that belong to the DAS cluster, i.e., there is no time-sharing of the backhaul for that

transmission. The feasibility of multicasting on the PLC backhaul has been previously

demonstrated [35,69]. By creating multicast groups – one group for each DAS cell – we can

send the data simultaneously to multiple extenders. However, the latency incurred by each

packet transmission to the plurality of PLC extenders in the multicast group varies. In Fig.

3.2 we show, from our real measurement study, the distribution of these latencies across

twenty extenders in a two-bedroom apartment in the USA. The setup is as follows: for each

power outlet, we include a PLC extender and laptop, which connects to a master router

connected to a server, as shown in Fig. 3.1. Specifically, the laptop client is connected by
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Figure 3.2: CDF of latencies experienced on different PLC links.

a Gigabit Ethernet cable to the PLC extender, for this experiment only (the high capacity

of the cable ensures that any degradation in user throughput is because of limited PLC

link capacities, not because of the Ethernet connection). The extender is connected over

PLC backhaul to the main PLC unit, which in turn is connected to the master router and

server over Ethernet. We transmit a saturated downlink TCP flow from the server to laptop

clients. We repeat the experiment with twenty different outlets (different PLC links) and

we use iperf3 [7] to measure the throughput/delay on each PLC link.

The measurement results suggest that transmissions on different PLC links experi-

ence different delays. Because of this, the delay (and consequently throughput on the PLC

network) incurred by a DAS transmission is governed by the delay of the slowest extender

in its multicast group. In fact, the difference in the delays as seen by the experiments could

be as much as 3× between pairs of extenders. We reiterate here that the transmissions from

the extenders need to have fine-grained synchronization in order to enable a successful DAS

transmission; thus, those extenders which receive the packet earlier, will need to await the

laggards prior to performing the transmission (no such wait is necessary when there is a
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single extender performing the WiFi transmission). In other words, the PLC capacity for a

DAS transmitter is dictated by the capacity of the lowest PLC link in its multicast group

and is given by:

pi = min
{j∈A:xij>0}

cj (3.1)

where pi is the DAS transmitter PLC link capacity for user i, j is the index of extender in

the multicast group (DAS cell), cj is the capacity of the extender, A is the set of extenders

in that DAS cell, and xij is a binary variable indicating whether user i is connected to

extender j in the DAS cell. This showcases the importance of carefully choosing PLC

extenders when forming DAS transmitter; blindly grouping or choosing all extenders could

cause the end-to-end throughput of the users to degrade due to this artifact on the PLC

side. Later, in our simulation experiments to evaluate PLC-DAS, we emulate the depicted

distribution of PLC link delays from Fig. 3.2.

3.3.2 DAS side issues

Next, we implement DAS and conduct experiments on the WARP [12] platform

to quantify DAS’ gains in terms of SNR improvement. In a nutshell, we find that this gain

is logarithmic with the number of antennas (extenders) as we show later in this section.

We also examine how DAS performs with different transmission powers; specifically, when

transmission powers change (increase or decrease), the receiving node experiences different

received powers, and we investigate whether this has an impact on DAS gains or not. This
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emulates different proximities of a client to the DAS transmitters.

Experimental setup: We first describe the set up for our experiments.

DAS with two antennas. We use two WARP V3 nodes, one of which acts as

the transmitting node (Tx node) and one as the receiving node (Rx node). The Tx node

has two SMA output ports. Each SMA port has one antenna attached to it (total two

antennas). The Rx node has only one antenna. No precoding [59] [78] is applied as discussed

earlier to reflect scenarios with off-the-shelf PLC extenders. We run our experiments with

twenty different topologies in which we change both the Rx (client) and Tx antennas’

locations. We examined the benefits of constructive signal combining of DAS at the Rx

node, with varying Tx powers (from 10 dB to 15 dB). With each Tx power level, we

send one hundred transmissions. In order to ensure that the reported average SNR covers

a wide range of values, we send two thousand OFDM symbols with each transmission,

which is the maximum number of symbols the WARP node can buffer [72], encoded with

BPSK modulation. The Rx node captures the superposed transmitted signal from the two

transmit antennas and attempts to decode the received combined signal. When the decoding

process is successful, the payload is retrieved. After that, the average SNR is determined

by computing the Error Vector Magnitude (a.k.a Relative Constellation Error or RCE).

DAS with more antennas. To construct DAS clusters with more antennas, we use

”Y” shaped splitters to increase the number of Tx antennas. Each splitter has two ends.

The first end is attached to the Tx node and the other end is used to connect two antennas.

We connect one splitter to each SMA output port (there are two of them) and, consequently,

increase the number of Tx antennas to up to four. The Rx node has only one antenna. As
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(a) DAS gain as a function of
Tx power when 1-2 Tx anten-
nas are used.

(b) DAS gain when 2, 3, or 4
antennas are used.

(c) The effect of non-
synchronized transmissions
for two Tx antennas.

Figure 3.3: DAS experiments showing feasibility of PLC as a backhaul for DAS, DAS
performance gains, and DAS synchronization issues.

with the two antenna case, we run our experiment with twenty different topologies in which

we change the locations of both the Tx and Rx (client) antennas. With each change in the

locations of the Tx and Rx antennas, we perform one hundred transmissions. The average

SNR value across all the runs and the different topologies is then computed.

Results on gains with DAS: Our experiments show that DAS with two antennas,

on average, provides a 3 dB increase in the signal-to-noise ratio (SNR) when two antennas

are used. This is found to be true across a range of transmission powers as shown in Fig.

3.3a.

The result in Fig. 3.3b shows a logarithmic increase in SNR value at the Rx node

as the number of the Tx antennas increases. A 3 dB increase is observed with two antennas.

With three antennas, the total DAS gain is about 4.75 dB. The total DAS gain with four

antennas is 6 db. Specifically, the results show that the the average resulting SNR due to

DAS can be modeled by:

wi = 10 log(

|A|∑
j

10snr
i
j/10) (3.2)
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where wi is the resulting average SNR from DAS, i refers to the index of a specific user,

and j is the index of the antenna. A is the set of Tx antennas and snrij is the SNR value

user i experiences from antenna j alone. We find that [29] reports the same observations

as we do here.

Synchronization: Our final experiment seeks to quantify the level of synchro-

nization needed across a set of transmitter antennas in DAS, in order to guarantee a con-

structive signal combining at the receiver. Here, we use use one Tx node with two antennas.

Then, we induce delays at one of Tx antennas (prior to transmission) at the granularity of

nanoseconds to see how this impacts the received SNR at a Rx node. Specifically, the signal

is modulated using BPSK and stored in a buffer corresponding to the Tx antennas. Then,

we stagger the transmissions of one of the Tx antennas to induce differences in times when

the signals are received by the Rx node. The two transmitted signals mix and superpose in

the air before arriving to the Rx node. The Rx node receives the mixed signal and starts

decoding it. Once the decoding process succeeds, the average SNR is computed.

The result of our experiments, shown in Fig. 3.3c, suggest that if the difference

in transmission times between two signals is equal to or larger than 600 ns (nanoseconds),

the SNR starts to sharply decline. This happens because the cyclic prefix serves as a

guard interval against inter-symbol interference (ISI). In our experiment, the cyclic prefix

of each OFDM symbol is equal to 600 ns. Once the time difference between the two signals

exceeds the length of the cyclic prefix, ISI is more likely to be severe. This result suggests

that extenders that are chosen to serve in one DAS cell must tightly synchronize their

transmission times to less than 600 ns.
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3.4 Problem Statement & Solutions

Our goal is to maximize the aggregate throughput (with different types of fairness

objectives) of WiFi-PLC users in a home setting. In order to do this, in §3.4.1 we propose a

system model based on the insights from §3.3. Then we formulate the problem of maximizing

the total utility (discussed later) of the WiFi-PLC network. We decompose this problem into

two subproblems, DAS cell formation and WiFi time assignment, and propose an algorithm

in § 3.4.2 to solve these. Our solution can optimize throughput with respect to different

fairness functions (specifically, max-min fairness and proportional fairness).

3.4.1 Problem Statement

The network consists of a PLC backhaul with a WiFi air interface. Each user

connects to the master router over a concatenated PLC-WiFi link. A group of PLC links

can deliver data to more than one PLC extender on the PLC backhaul. We refer to such a

grouping of PLC extenders as a DAS cell or a DAS cluster. Since we consider a home network

in this work, we assume a single WiFi contention domain (multiple interfering contention

domains such as in enterprises is left for future work). Therefore, there is minimal inter-

domain interference, and each DAS cell serves a single user at a time, by simultaneously

transmitting the same data over the WiFi interface to the end user. Multicast is be used to

efficiently deliver the data to all PLC extenders in each DAS cell, rather than inefficiently

sending the same data via unicast to each extender in that group [35,69].

Our objective is to maximize the total network utility, where utility is defined as

a function of the throughput. We formulate this optimization problem in Problem 5 below.
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The notations used in these formulations are summarized in Table 3.1; note that in this

paper, rate refers to the PHY bit rate of the WiFi or PLC links, while throughput refers to

the achieved bit rate a user could enjoy on a PLC or WiFi link given a time allocation.

Variable Description

α The fairness factor.

A Set of PLC-DAS extenders.

cj The PLC capacity of extender j

f(.) A function that takes the SNR value in
dB and returns the corresponding WiFi
modulation scheme rate

γj The delay difference between the primary
extender and extender j

λi The WiFi time allocation for user i

pi The capacity of the PLC backhaul for user
i

snrij The SNR value experienced by user i from
extender j

U Set of users.

υi bitrate of user i.

u(·) utility function defined in (3.11)

wi The cumulative DAS-SNR for user i

xij Binary variable indicating whether exten-
der j serves user i.

Table 3.1: Table of Notations

Problem 5 Overall Formulation

max
xij ,λi

|U |∑
i=1

u(υiλi) (3.3)

s.t. υi = min(f(wi), pi), ∀i ∈ |U | (3.4)

wi = 10 log

 |A|∑
j=1

(10(snr
i
j/10))xijγj

 (3.5)

pi = min
{j∈A:xij>0}

cj , ∀i ∈ |U | (3.6)
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|A|∑
j=1

xij ≥ 1, ∀i ∈ |U | (3.7)

|U |∑
i=1

λi = 1 (3.8)

xij =


1

if extender j

serves user i

0 otherwise

,∀i ∈ |U |,∀j ∈ |A| (3.9)

γj =



1

if extender j and the

primary extender are

out of the sync by >

600 ns

0 otherwise

, ∀j ∈ |A| (3.10)

The objective (3.3) is to maximize the total utility of all users. The utility function u is

defined as the α-fair utility function as a function of each user’s throughput υiλi:

u(υiλi) =


(υiλi)

1−α

1−α α > 0, α ̸= 1

log(υiλi) α = 1

∀i ∈ |U | (3.11)

where for α = 0, the system prioritizes efficiency (i.e., the aggregate throughput), and as α

increases, the system prioritizes fairness (i.e., users have an equal share of the throughput).

Constraint (3.4) says that the achievable end-to-end bitrate of user i is the minimum of its

PLC and WiFi link segments. Constraint (3.5) specifies the aggregate WiFi SNR a user

receives from all the extenders in its DAS cell. Constraint (3.6) quantifies the capacity of
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the PLC backhaul for user i as the minimum of the extenders to which it is connected (for

DAS), due to multicast. Constraint (3.7) states that each user must connect to at least one

extender. Constraint (3.8) states that the total time allocation must sum to 1. Constraint

(3.9) says that xij is a decision variable which is equal to 1 when user i is connected to

extender j, and 0 otherwise. Finally, constraint (3.10) is a system parameter that describes

whether the extenders are synchronized within less than 600 ns. The variables in this

optimization problem are λi, the WiFi time allocation for user i, and xij , which specifies

whether user i is connected to extender j.

Toy example: To illustrate our problem, we next describe a toy example. We will

show that creating DAS cells naively, such as by associating to the extender that gives the

highest RSSI or to the extender that offers best end-to-end throughput, may not result in

the the optimal solution, and thus solving our optimization problem is non-trivial. Fig 3.4a

shows our example network topology with the possible PLC and WiFi links for user 1 and

user 2. The edges between the router and the two extenders represent the bitrate of each

PLC link, if each PLC link was used in isolation. The edges between the extenders and the

two users represent the WiFi links if only one WiFi link was active.

First, consider the case for user 1 in Fig. 3.4b. When the two extenders form a

DAS cell, user 1 will enjoy a WiFi link with bitrate of 48 Mbps, and an overall end-to-end

throughput of min(48, 40) = 40 Mbps. If user 1 naively decides to associate with extender 1

alone, because it gives the best end-to-end throughput (36 Mbps), using DAS still yields a

higher throughput. DAS gives a higher throughput because (a) the WiFi signal from the two

extenders combined is better than what user 1 can achieve with an extender individually,
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Router

Extender 1 Extender 2

User 1 User 2

60 40

36

60

36

72

(a) Maximum achievable rates of each PLC
and WiFi links in isolation.

Router

Extender 1 Extender 2

User 1

60 40

36

36

(b) Maximum achievable throughput (rate)
for user 1. The resulting DAS-SNR is 17 dB
which maps to 48 Mbps. Total throughput is
min(48, 40) = 40 Mbps.

Router

Extender 1 Extender 2

User 2

60 40

72

60

(c) Maximum achievable throughput (rate)
for user 2. The resulting DAS-SNR is 28 dB
which maps to 72 Mbps. Total throughput is
min(72, 40) = 40 Mbps.

Router

Extender 1

User 2

60

60

(d) Maximum achievable throughput (rate)
for user 2. Total throughput is min(60, 60) =
60 Mbps.

Figure 3.4: Toy example of different possible DAS cell formation solutions.
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and (b) this boost in WiFi signal more than compensates for the reduced rate on the PLC

backhaul due to multicast.

On the other hand, user 2 will suffer if both extenders are naively used to form a

DAS cell, as shown in Fig. 3.4c. The reason is that user 2 will experience a hit in throughput

from including extender 2, because the PLC link for extender 2 is poor quality (40 Mbps),

so adding it decreases the multicast backhaul rate to 40 Mbps, throttling the end-to-end

throughput to 40 Mbps as well. A naive solution for user 2 is to connect to the extender that

offers the highest RSSI, which is extender 2. However, this assignment is suboptimal since

the PLC link segment (extender 2’s PLC link) has a capacity of only 40 mbs, throttling the

end-to-end throughput of user 2 regardless of the high quality of its WiFi link. The optimal

end-to-end throughput for user 2 is achieved through the configuration shown in Fig. 3.4d,

where user 2 connects to extender 1 only.

Problem Decomposition: We next describe how to decompose problem 5 into

two sub-problems. First we formulate the problem of DAS antenna selection (i.e., DAS cell

formation), where we solve Problem 6 for xij . We refer to this as Problem 6. We then

formulate the problem of WiFi time allocation, where we solve Problem 7 for λi. We first

describe Problem 6 below, which is defined for each user i:

Problem 6 PLC-DAS Extender Selection

max
xij

min(f(wi), pi) (3.12)

s.t. wi = 10 log

 |A|∑
j=1

(10(snr
i
j/10))xijγj

 , ∀i ∈ |U | (3.13)
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pi = min
{j∈A:xij>0}

cj , ∀i ∈ |U | (3.14)

|A|∑
j=1

xij ≥ 1, ∀i ∈ |U | (3.15)

xij =


1 if extender j serves user i

0 otherwise

(3.16)

γj =


1

if extender j and the primary

extender are out of sync by >

600 ns

0 otherwise

(3.17)

The objective (3.12) in Problem 6 says that we want to maximize the throughput of a

given user i (during a given time duration). The constraints in this problem match those

in problem (5) relating to xij .

Next we formulate the problem of solving for the time allocations {λi} in Problem 7

below:

Problem 7 WiFi time allocation with α-fairness

max
λi

|U |∑
i=1

u(υiλi) (3.18)

s.t.

|U |∑
i=1

λi = 1 (3.19)

The utility function u(·) in (3.18) is defined in (3.11), and the objective is to maximize the
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summation of user utility with respect to the time allocations λi. Constraint (3.19) states

that the total time allocation across users is equal to one. Note here that this formulation

is general enough to capture a wide spectrum of fairness definitions, depending on the value

of α.

In the special case of α = 1 in (3.11), we have the proportional fair utility function

as the objective, as written below in Problem 8:

Problem 8 WiFi time allocation with proportional fairness (α = 1)

max
λi

|U |∑
i=1

log(υiλi) (3.20)

s.t.

|U |∑
i=1

λi = 1 (3.21)

The constraints of Problem 8 are the same as Problem 7.

We seek to understand whether the solutions to the decomposed problems also

solve the overall problem. Theorem 4 below shows this.

Theorem 4 A solution to Prob. 6 and Prob. 8 is also a solution to Prob. 5 when α = 1.

Proof. Denote a solution to Prob. 5 as (λ∗∗
i , x∗∗ij ). Denote a solution to Prob. 6 as x∗ij

and a solution to Prob. 8 as λ∗
i . The constraints of Prob. 5 are equal to the union of the

constraints of Probs. 6 and 8, and hence their feasible sets are equivalent. It remains to

examine their objective functions. The claim is that (λ∗
i , x

∗
ij) is also a solution to Prob. 5.

Since x∗ij maximizes υi(xij) according to the definition of Prob. 6, we know that

υi(x
∗
ij) ≥ υi(x

∗∗
ij ) for all i, which implies that

∑
i log(λ

∗∗
i υi(x

∗
ij)) ≥

∑
i log(λ

∗∗
i υi(x

∗∗
ij )). The
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RHS maximizes (3.3) for α = 1, and so the LHS must equal the RHS. Next, since λ∗
i maxi-

mizes Prob. 8, we have that
∑

i log(λ
∗
i υi(x

∗
ij)) ≥

∑
i log(λ

∗∗
i υ(x∗ij)) =

∑
i log(λ

∗∗
i x∗∗ij ), where

the equality comes from the RHS-LHS argument above. Since
∑

i log(λ
∗∗
i x∗∗ij ) maximizes

(3.3), we can replace the first inequality with equality. Therefore, (λ∗
i , x

∗
ij) achieves the

same optimal value in (3.3) as (λ∗∗
i , x∗∗ij ), and hence is also a solution to Prob. 5.

A similar proof holds for Prob. 5 and Probs. 7, 6.

3.4.2 Algorithms for DAS Cell Formation and WiFi Time Allocation

In this section, we describe our algorithms to solve Problems 6, 7, and 8. This is

done in two steps: (1) DAS cell formation via antenna selection, and (2) WiFi time alloca-

tion. The first step of DAS cell formation is solved via Algorithm 2. Algorithm 2 assigns

each user to the extender (primary extender) that gives the highest end-to-end throughput.

Then, it adds additional extenders to create a DAS cell for each user. Algorithms 3 and 4

allocate time to each user to achieve max-min fairness or proportional fairness, respectively.

Step I: First, Algorithm 2 iterates over all users i ∈ U and extenders j ∈ A, and

finds the extender that gives the best end-to-end throughput for each user (lines 1 to 6).

Then, it checks if there is any other extenders that can be added to create a DAS cell for

each user (lines 7 to 15). It does so by first checking if the PLC capacity of the extender

to be added (xij) is greater than the bitrate the user currently has (υi) (line 11). Second,

it checks if adding that extender will result an improvement in the WiFi link (lines 13 and

14).
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Algorithm 2 DAS Cell Formation

Inputs: Set of users U , set of extenders A, PLC capacity cj , SNR value snrij ,
Output: User assignments xij
Variables: user index i, extender index j, end-to-end bitrate bij

1: for i← 1 to |U | do
2: for j ← 1 to |A| do
3: bij ← max(min(f(snrij), cj))

4: j̄ ← argmaxj(bij)
5: xij̄ ← 1
6: υi = bij̄

7: for i← 1 to |U | do
8: for j ← 1 to |A| do
9: if γj == 1 then

10: if xij == 0 then
11: if cj > υi then
12: xij ← 1

13: wi ← 10 log

(∑|A|
j′=1(10

snri
j′

10 )xij′

)
14: υi ← min(f(wi), pi)
15: else xij ← 0

Step II: After determining the DAS cells, we next determine how to allocate time

resources fairly across users. Our methods to achieve max-min and proportional fairness

are presented in Algorithms 3 and 4, respectively. In the former, we try to maximize the

throughput of the user with the minimum throughput in the system. This can be achieved

by granting more airtime to the users with poor throughputs. Therefore, users are allocated

time based on their achievable bitrates relative to the maximum achievable bitrate across

all users. Such an allocation can easily be shown to result in equal throughputs for all users.

Algorithm 3 Max-Min Fairness

Inputs: Set of achievable users’ throughputs {υi}
Output: Max-min time allocation for each user {λi}
Variables: user index i

1: for i← 1 to |U | do
2: λi =

maxi′ (υi′ )
υi
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Algorithm 4 attempts to solve Problem 8, for proportional fairness. The objective

(3.20) aims to maximize the summation of the log utility, log(υiλi). Since xij is fixed in

Problem 8 (it was computed in Step I above), Problem 8 has a closed form solution for

λi, where where all the users have equal time shares (i.e., equal λi) [33]. Consequently, we

divide the total time 1 by the total number of users in the system, |U |.

Algorithm 4 Proportional Fairness

Inputs: Set of achievable users’ bitrates {υi}
Output: Proportional fair time allocation for each user {λi}
Variables: user index i

1: for i← 1 to |U | do
2: λi =

1
|U |

Algorithm Complexity: Step I of our algorithm runs in O(|U ||A|2), where |U |

is the number of users and |A| is the number of the PLC extenders. The runtime of the Step

II of our algorithm is O(|U |). Thus the total runtime for both steps is given by O(|U ||A|2).

3.5 Evaluations

To capture a diverse variety of home settings, we perform extensive simulations.

We make the simulation set ups realistic by using the experimental measurement results

reported in Section 3.3, both on the PLC and the WiFi (DAS) parts of the network.

3.5.1 Simulation Details

PLC-DAS Simulation Framework: We implement PLC-DAS entirely from

scratch in MATLAB [71] since other simulating tools do not have models of realistic PLC

backhauls. PLC-DAS runs on a Lenovo T460p machine running a 64-bit Windows 10 oper-
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ating system. We develop code to simulate 2D homes with different areas. This helps us

understand how PLC-DAS behaves in a variety of settings, spanning a small studio apart-

ment to an average home in the USA [3]. Specifically, we simulate four to eight WiFi-PLC

extenders and five to twenty users. Each extender is placed randomly in the home area and

assigned a capacity from the distribution we observed in our measurements in Section §3.3.

Later we show that our home models yield results that are similar to the results when real

home layouts and WiFi-PLC extender locations from Pinterest [5] are considered.

The number of users (5-20) and their locations in the house layout are chosen

randomly. The WiFi links between users and extenders are assigned SNR values based on

the physical distance between each user relative to each extender, as well as the shadowing

and fading impacts for indoor users as reported in [62]. The resulting average SNR values

that users could experience when using DAS is then computed based on our findings in

Section §3.3. Subsequently, each averaged SNR value is mapped to a modulation scheme

based on the SNR-to-modulation translations provided in [39]. Each modulation scheme is

capable of encoding a specific number of bits within each OFDM symbol. Therefore, each

SNR value is mapped to a specific bitrate that the corresponding modulation scheme can

provide [87].

Baselines: We evaluate PLC-DAS against three baselines: (a) Best End-To-End

(BETE), (b) Received Signal Strength (RSS) and (c) All-Extenders (All-EXT). The BETE

baseline assigns users to the single extender that provides the highest end-to-end throughput

over the concatenated WiFi-PLC link. The RSS baseline assigns a user to the extender with

the highest quality WiFi link. without considering the PLC backhaul capacity. This reflects
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(a) Aggregate throughput
with proportional fairness.

(b) Aggregate throughput
with max-min fairness.

(c) Aggregate throughput
with throughput fairness.

Figure 3.5: CDF of aggregate throughput with different fairness models.

the assignment policy that currently exists on off-the-shelf WiFi-PLC extenders. Lastly, we

consider the case when all accessible extenders are used to form a DAS cell (All-EXT).

The All-EXT baseline demonstrates the pitfalls when DAS cells created blindly with out

considering PLC link capacity differences.

Performance Matrics: Our metrics of interest are: (a) the aggregate network

throughput that PLC-DAS can deliver compared to the other baselines and, (b) the fairness

achieved with PLC-DAS versus other baselines, with respect to our three fairness models

viz., proportional fairness (PF), max-min fairness (MM) and throughput-fair (TF). As

discussed in §4.6, PF allocates time slots equally to each user, and MM seeks to maximize

the throughput of the user with the minimum throughput. higher rates.

3.5.2 Results

Throughput gains with PLC-DAS: First we compare PLC-DAS against the three

baselines, in terms of aggregate throughput with the different fairness models. The CDFs

in Figs. 3.5a, 3.5b and 3.5c show that PLC-DAS outperforms all the baselines in all trials. In

Fig. 3.6a we show the aggregate throughputs when using PF. We find that PLC-DAS with
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(a) Proportional fairness ag-
gregate throughputs.

(b) Max-min fairness aggre-
gate throughputs.

(c) Throughput-fair aggregate
throughputs.

Figure 3.6: Average aggreate throughput. The results show how PLC-DAS outperforms
other baselines.

PF outperforms all the three baselines and yields average throughput improvements of 58%,

112% and 462%, over BETE, RSS and All-EXT, respectively. Similarly, when MM and TF

throughputs are maximized, as seen in Fig. 3.6b and Fig. 3.6c respectively, PLC-DAS out-

performs the baselines BETE, RSS and ALL-EXT on average by 62.7%, 103% and 457%,

respectively.

The RSS baseline yields a higher throughput under PF compared to MM (by 22%).

This is because PF allocates an equal time shares to all users. On the other hand, MM

maximizes the throughput of the user with the worst throughput, i.e., it provides larger time

allocations to users with poor rates, compared to users with good rates, and consequently

suffers from a lower aggregate throughput.

The All-EXT baseline suffers with all fairness models. When all extenders are con-

sidered for a DAS cell, the extender with the poorest PLC capacity (the slowest), becomes

the bottleneck that limits the throughput for that cell. The poorest extender will always

be the last extender to receive data on the PLC backhaul and other extenders have to wait

for it before transmitting the data over WiFi to the end user, thus increasing the delay and

decreasing the throughput.
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PF MM TF

PLC-DAS 0.97 1 1

BETE 0.93 1 1

RSSI 0.78 1 1

ALL-Exts 1 1 1

Table 3.2: Jain’s fairness index

Fairness: We use Jain’s fairness index [48] to evaluate the fairness of PLC-DAS in

comparison to the three aforementioned baselines. The closer Jain’s index value is to 1,

the more fair. The Jain’s fairness index results in Table 3.2 show that PLC-DAS provides

a better or at least comparable fairness to all other baselines, except for All-EXT. Unlike

other baselines, PLC-DAS shows a balance between fairness and maximizing the aggregate

throughput. While PLC-DAS might not be able to benefit some users because either (a) they

are not in locations that are amenable to DAS, or (b) because they are already obtaining

the best throughput at their locations by connecting to a single primary extender, PLC-

DAS can improve the individual throughputs of users with poor throughputs. This alleviates

variations across user throughputs thereby enhancing the fairness index.

The reason that All-EXT exhibits the highest fairness index is because all extenders

a user can associate with are included for the DAS cluster corresponding to that user. The

extender with the poorest PLC link capacity in the home will now dominate the backhaul

throughput, and the throughputs of all users will degrade to the capacity determined by that

poor extender. Consequently, the individual throughputs for these users become similar and

are poor. This boosts the Jain’s index for All-EXT, but at the expense of severely decreased

user throughputs. MM and TF always yield the highest index of 1. This is because these

models try to achieve equal throughputs for all users. This improves fairness but again, at
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(a) The effect of PLC backhaul on the total
throughput of PLC-DAS

(b) The effect of the PLC backhaul on the
percentage of users benefiting from PLC-DAS.

Figure 3.7: PLC backhaul impact.

the cost of higher throughputs. Importantly, PLC-DAS maximizes the aggregate throughput

while scoring a fairness index of at least 0.97 across different fairness models.

The remaining results in this section reflect the PF model unless stated otherwise.

We omit the results with the other two models (results are similar in spirit with what was

reported thus far) due to space constraints.

The impact of the PLC backhaul on gains with PLC-DAS: Next, we examine

how the different PLC link qualities affect the aggregate throughput gain of PLC-DAS. We

simulate a WiFi-PLC network in a home setting with eight PLC extenders, all with good

links (a PLC link is classified as good if its capacity > 50 Mbps [21]). Subsequently, we flip

one of the good PLC links to a poor link (capacity≤ 50 Mbps). We continue this process,

i.e., keep flipping good PLC links, one at a time until all the PLC links are poor. At each

switch from a good to a poor link, we simulate the experiment one thousand times and then

we take the average of the aggregate throughputs.

The results of this experiment, captured in Fig. 3.7a, show that PLC-DAS still

offers an improvement (albeit small) in terms of aggregate throughout even when PLC

70



(a) Home area effect on the total throughput
when using PLC-DAS

(b) Home area effect on the percent of users
benefiting from PLC-DAS.

Figure 3.8: Home area impact.

backhaul is all poor (ratio=1). PLC-DAS shows an improvement of 1.9 times compared to

BETE and up to 7.4 times over All-EXT when 75% of the PLC links are poor (ratio=6/8).

This demonstrates that PLC-DAS is very effective in improving throughput even with a mostly

poor PLC backhaul. This is because some users can exploit the good PLC extenders to form

DAS clusters. Beyond this point however, as the ratio of poor to good quality PLC links

increases, the penalties incurred due to PLC backhaul links causes the overall throughput

to drop sharply; almost no client benefits from using DAS in such cases.

Impact of the home area (large house vs. small studio): In this next

set of experiments, we consider homes with sizes similar to an average US house. The

goal is to understand the gains with PLC-DAS in homes of different areas. In each case,

we consider four to eight extenders with five to twenty users, and randomly generate one

thousand different topologies with regards to user locations. The results in Fig. 3.8a show

that when the home area is decreased by 50%, PLC-DAS, BETE, and RSS improve their

aggregate throughputs compared to the original larger home area. In contrast, the fraction

of users benefiting from PLC-DAS when the home area is decreased by 50% declines by
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8.7% ,compared to when the whole home area is considered (ratio=100%), as shown in

Fig. 3.8b. This is driven by users who are now connected to their primary PLC extender

with excellent WiFi link segments, because they are now closer due to the reduced home

area. Consequently, the gains from PLC-DAS are reduced in smaller homes; larger houses,

however, yield much higher throughput gains.

Realism of our home layouts: Finally, we show that the randomly generated

house layouts and extender locations realistically reflect real-life home settings. We consider

ten real house layouts with electrical diagrams obtained from [5]. We study the electrical

wiring on these layouts and extract the physical locations of the power outlets, with up to

20 power outlets observed per home based on the electrical diagrams. Each power outlet is

a potential location where a WiFi-PLC extender can be plugged in. We run our simulation

with ten real-life house layouts. We simulate four to eight extenders and five to twenty

users. Extenders are assigned capacities as per the distribution observed in Section §3.3.

Then we compute the average aggregate throughputs and the fairness indices. We repeat the

experiment, but this time with the house layouts and extender locations generated randomly

with our approach. Tables 3.3 and 3.4 show that our randomly generated topologies yield

very similar results to real house layouts and extender locations. This provides confidence

that our simulations reflect realistic home settings.

72



Aggregate Throughputs with PF (Mbps)

Real House Layouts Randomly Generated Layouts

PLC-DAS 40 42.1

BETE 25.5 26.7

RSS 21 21.7

All-EXT 9.3 7.5

Table 3.3: Aggregate throughput comparison between real house layouts and randomly
generated layouts

Jain’s Fairness Index with PF

Real House Layouts Randomly Generated Layouts

PLC-DAS 0.97 0.97

BETE 0.95 0.94

RSS 0.85 0.84

All-EXT 1 1

Table 3.4: Fairness comparison between real house layouts and randomly generated layouts

3.6 Related Work

In this section, we describe relevant related work.

WiFi User Association: The authors of [19,49] develop user association policies

in WiFi networks to optimize a performance metric (e.g., throughput) with some fairness

models. Our work differs for multiple reasons. First, these efforts assume an Ethernet

backhaul of a higher capacity than the WiFi links. The PLC backhaul may not satisfy

this property, i.e., the PLC segment could be the bottleneck rather than the wireless link.

Second, they do not consider the use of DAS.

Distributed Antenna Systems: There are several efforts on creating DAS clus-

ters, either to improve robustness or energy efficiency (e.g., [32, 34, 51, 76]). These efforts
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however, do not consider the impact of the backhaul on DAS transmissions as we do here.

PLC: There are efforts like [31,40,65,102] on broadband PLC networks. They do

not consider concatenated WiFi-PLC links.

Hybrid WiFi-PLC: Vidyut [97] considers using electrical wiring to deliver a

synchronization signals to wireless APs to improve performance in MIMO deployments.

However,they are not concerned with the characteristics of the PLC backhaul. Apichart-

trisorn et al. [21] measure the performance of PLC extenders equipped with HomePlug AV2,

which are WiFi-compliant extenders. In [81], the authors study if a PLC backhaul can serve

as a backbone for WiFi in home settings. None of these studies however, consider DAS de-

ployment. The authors of [16] propose a framework to assign users to the appropriate

extenders with the objective of maximizing the aggregate throughput in hybrid WiFi-PLC

networks. However, they do not consider using DAS as a mechanism for providing better

indoor coverage.

3.7 Conclusions

In this paper we propose PLC-DAS, a framework to maximize the total network

throughput in WiFi-capable PLC networks by using distributed antenna systems or DAS.

PLC-DAS intelligently chooses the best set of WiFi-PLC extenders for each user, that gives

the highest end-to-end throughput for that use. The challenge we handle is that we ensure

that we eliminate PLC backhaul links of inferior qualities when creating the DAS cluster;

otherwise, we show that this can degrade the user throughput instead of improving the

same. We formulate the problem of choosing the set of extenders that yields the highest
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throughput and propose variations that account for different fairness models. Our problem

formulation is driven by real experiments on PLC and DAS testbeds. We subsequently

design a set of algorithms to build a framework PLC-DAS, which significantly boosts the

achievable throughputs of users within homes. We show via simulations that PLC-DAS sig-

nificantly outperforms non-DAS and naive DAS baselines in terms of aggregate throughput

while scoring high in terms of the Jain’s fairness index (at least 0.97).
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Chapter 4

Priza: Throughput-efficient DAS

Clustering of WiFi-PLC Extenders

in Enterprises

WiFi-enabled Power Line Communications (PLC) range extenders use electrical

wiring as their infrastructure and can extend coverage in homes and enterprises. However,

a dense deployment of a large number of PLC extenders in enterprise settings, can cause

an inefficient sharing of the PLC capacity, wherein many extenders contend for a share

of access to the PLC backhaul, thereby drastically impacting any gains from using these

extenders. In this paper, we seek to address this issue by developing a framework, Priza,

for clustering the WiFi-PLC extenders to intelligently to form DAS (distributed antenna

system) to mitigate the inefficiency of sharing on the PLC backhaul. By appropriately

managing clustering and reuse, Priza improves the PLC backhaul sharing, while at the same
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time harnesses power pooling and diversity gains provided by DAS on the wireless part of

the network, to boost user throughputs. We evaluate Priza via real testbed experiments and

high-fidelity simulations and demonstrate that it can increase the aggregate throughput by

up to 131.5% over the non-DAS reuse baseline, 74% over a DAS baseline that constructs

equally-sized DAS cells based on extender proximity, and 331.3% over a greedy DAS baseline

that creates as large DAS cells as possible.

4.1 Introduction

Powerline communication (PLC) extenders offer a viable technology to expand

network coverage in homes and enterprises without the need for buttressing the underlying

wired infrastructure [1]. PLC extenders are plug-and-play devices that have recently gained

popularity [14, 20]. They can be plugged into power outlets to facilitate networking over

electrical wiring. Via standard electrical wall outlets, they communicate with a central

controller over existing electrical wiring which, in turn, connects to a master router. The

router’s role is to connect the local network to the Internet (e.g., via coaxial cable or

fiber). The central controller relays packets between the PLC extenders and the router,

and regulates access to the PLC backhaul (from the extenders). Users (clients) can connect

to the PLC extenders via Ethernet cables or wirelessly. In other words, an extender plugged

into a nearby outlet mimics an AP and can offer a user in an area occluded from the master

router, good signal quality, thereby potentially delivering higher throughput than via a

direct wireless connection to the master router.

Since there are no guidelines on plugging in extenders into outlets, in an enterprise
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setting, one can envision a large number of users plugging in such extenders to improve their

wireless throughputs (they are fairly cheap with a price ranging from $50 to $120 for a pair

of extenders [50]). In cases where there is a dense deployment of such extenders (e.g., in

enterprises with closely packed office spaces), the PLC shares of the extenders can shrink,

causing the PLC backhaul to become a bottleneck, thus negating the gains from the signal

strength benefits on the wireless side due to shorter wireless links. Specifically, the PLC

backhaul capacity is time-shared by the extenders as reported in [22] [17] [18]. Thus, when

a plurality of WiFi-PLC extenders are active simultaneously, access to the PLC backhaul

is equally time shared among these extenders. Thus, as the number of extenders increase,

each extender gets a much smaller time share, and thus, experiences a shrinkage in its PLC

throughput. This especially affects extenders that have poorer PLC links, for which, the

PLC part becomes the bottleneck in terms of the achievable throughput. This in turn, in

many cases can completely neutralize the gains from better signal strength due to the closer

extender (because the PLC backhaul becomes the bottleneck).

One way to counter the aforementioned problem is to have the extenders “cooper-

ate” by performing joint transmissions in a distributed antenna system (DAS) configuration.

Traditionally, DAS systems which entail synchronized transmissions from a cluster of an-

tennas, have been proposed for alleviating wireless channel impairments i.e., fading. With

DAS, the transmissions of multiple antennas are constructively combined at a receiver to

reduce the likelihood of packet loss and WiFi link instability. DAS for such purposes, has

been extensively studied previously (e.g., [100]). Our vision is to group contending PLC

extenders into DAS clusters, to improve the sharing of the PLC backhaul capacity.
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Specifically, with our approach, the number of competing entities for the PLC

capacity, will now commensurate with the much smaller number of DAS clusters rather

than the large number of extenders. We note that the additional advantages of WiFi link

stability, and robustness to fading that are inherent to DAS will contribute to improving

the achievable overall network capacity as well.

However, there are three key factors that make the task of creating DAS clusters

on top of WiFi-PLC networks in enterprise settings a non-trivial task. First, one should be

careful not to significantly compromise reuse by creating very large DAS clusters; if clusters

are formed in an uninformed way, this can cause a degradation in throughput compared to

when no DAS is utilized due to poorly utilized frequency bands. Second, because the PLC

capacities to the different extenders could themselves vary in capacity [22] [17] (i.e., some

extenders could have good PLC links while others could have bad ones), naively clustering

PLC extenders without considering their PLC capacities could result in a degradation of

users’ throughputs compared to the case when the user is attached to an individual extender.

Third, if one were to group extenders with very diverse wireless propagation delays to a

receiver, DAS combining can be compromised, leading to reception failures.

In this paper, we first perform an extensive PLC/WiFi measurement study using

NI USRP-N210 radios [11] and an OctoClock CDA-2990 [4] and TP Link TL-WPA8630

WiFi-PLC extenders. This study not only helps understand the aforementioned factors,

but also sheds light on how the PLC capacities are geographically distributed; specifically,

we see that PLC capacities can not be inferred simply based on relative extender locations.

Guided by the understanding gained by our measurement study, we design a frame-
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work that we call Priza (electric outlet in Greek), to adaptively assign WiFi frequencies to

WiFi-PLC extenders and subsequently to group them into DAS cells with the goal of increas-

ing the aggregate throughput. In brief, Priza first assigns exclusive frequencies (interfering

extenders are not assigned the same frequency) to WiFi-PLC extenders with an objective of

maximizing reuse towards retaining the wireless part of the capacity; note that it is possible

not all extenders get an exclusive frequency. Priza then seeks to group the extenders that

were unable to obtain an exclusive frequency with those that did, to form DAS clusters; this

in turn, not only boosts users’ WiFi link robustness as intended by DAS, but reduces the

number of entities sharing the PLC backhaul (multiple extenders are grouped into a fewer

DAS transmitters), thereby boosting the PLC time share for the PLC backhaul contenders.

An informed DAS cluster construction can drastically reduce inefficient sharing of this PLC

backhaul capacity1. The key property of Priza is that it strikes a balance between exploiting

the available frequencies and the usage of DAS to effectively mitigate PLC inefficiencies.

Importantly, the frequency assignments and clustering decisions are made based

on the associated PLC capacities to the extenders. In the second step above, Priza checks

if clustering a pair (or group) of extenders to form a DAS transmitter boosts or hurts

throughput compared to those extenders sharing the WiFi channel. As discussed earlier,

the latter case is possible if the PLC capacities to the two extenders under considerations

vary significantly (i.e., one has a high PLC backhaul capacity while the other does not).

With Priza, the DAS cells constructed in a way such that (a) WiFi-PLC extenders with high

PLC capacity discrepancies are not grouped into the same cluster and (b) distant WiFi-PLC

1Later in §4.7.4 we show that creating DAS cells first and then assigning frequencies may lead to con-
struction of DAS cells that compromise reuse, and thus lead to a reduced system capacity.
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extenders with significantly different propagation delays to the user do not perform a joint

DAS transmission. The measurement-driven algorithm within Priza needs to iterate over

the WiFi-PLC extenders once before it converges, but runs in polynomial time. We clarify

here that both the frequency assignment and DAS cell construction processes are performed

while maintaining the initial user associations to extenders, i.e., no user re-assignment is

needed.

A summary of our contributions in this paper are:

• We perform extensive measurements to gain an understanding of how the PLC back-

haul operates and to quantify the gains that can be expected from DAS. Our mea-

surement study sheds light on the factors that influence whether DAS clustering can

indeed provide throughput gains in dense enterprise settings.

• Guided by the understanding from the measurement experiments, as our primary

contribution, we design Priza. We show that the algorithm within Priza, which drives

the frequency assignments and DAS clustering decisions, has an associated polynomial

time complexity. We fully implement the DAS part of Priza, and emulate the PLC

part based on our measurements with real extenders to conduct a realistic deployment

study.

• We evaluate Priza on a real testbed via comparisons with three baselines; we demon-

strate that it is capable of achieving a 33.7% higher throughput compared to the state

of the art reuse baseline that does not employ DAS, 56.5% over a baseline that creates

equally-sized DAS clusters simply based on extender proximity, and 144.6% over the

baseline that blindly creates as large DAS clusters as possible.
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• We also evaluate Priza at scale, by using high-fidelity simulations (which we show

conform with our experimental results in small settings). The results from our simu-

lations show that Priza can outperform other baselines to even larger extents (upto 331

% over the worst baseline and 131 % over the reuse baseline) than our experiments,

due to its inherent ability to cope with the increasingly diverse PLC capacities that

arise with scale.

4.2 PLC Background in brief

WiFi-PLC extenders use the 1901 MAC protocol (called MAC 1901 hereon) to

regulate access to the PLC backhaul. This protocol is similar to the WiFi 802.11 protocol,

but there are differences between the two in terms of the fairness that they offer, their

complexity and performance [89]. MAC 1901 is configurable to operate either in a CSMA or

a TDMA mode, and can manage flows with different priorities i.e., it thus supports different

QoS classes. As reported in [98], modern commercial PLC extenders manufactured by large

vendors such as TP-Link, Cisco and Netgear can support up to 2024 Mbit/sec in terms

of the PHY layer rate, which makes PLC extenders attractive alternatives for conventional

range extenders that use a pre-existing Ethernet backhaul. The ability to support high PHY

rates also makes these extenders a suitable solution for online gaming and video streaming.

Most current PLC extenders are WiFi-capable, which expands the network con-

verge even more, especially in areas where an AP or wireless router’s signal is weak or

unstable (which causes lowered data rates). The WiFi interface is governed by the 802.11

protocol, and each WiFi-PLC extender acts as an independent access point. Therefore,
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users that are connected to a WiFi-PLC extender share the medium in a throughput-fair

manner. On the other hand, extenders sharing the same frequency will have to effectively

share access to that frequency [17]. Thus, if there is a dense deployment of extenders in

a region, the contention for each available frequency would be high, resulting in a much

smaller airtime share for the extenders contending on the same congested frequency (shown

later).

4.3 Factors influencing PLC based DAS clusters

Next, we discuss some of the factors that influence how PLC extenders should be

grouped into DAS clusters (we had briefly alluded to these in § 4.1).

How we choose extenders for DAS clusters impacts the system capacity.

Dense extender deployments, can cause the extenders to inefficiently share the PLC back-

haul, causing significant degradations in the achievable throughput. As discussed earlier,

DAS can mitigate this problem (we are the first to identify the benefit of DAS in mitigating

PLC backhaul contention) by grouping several extenders to form a combined transceiver.

However, if extenders are grouped into clusters blindly, reuse opportunities could be lost,

and thus, result in a wastage/inefficient usage of the system capacity. To showcase this with

a trivial example, when there are N antennas (extenders) and an equal number of available

WiFi frequencies, if all of the antennas are grouped into a DAS cluster, only one transmis-

sion is performed at a time on one of these frequencies and the remaining N −1 frequencies

remain unused. In contrary, if the antennas operate separately without DAS (i.e., in what

is called the reuse mode [84]), then the total number of simultaneous transmissions can be
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N . Even though DAS improves PLC efficiency, and offers gains due to power pooling (from

the various antennas) and diversity, these may not compensate for the loss induced by the

reduction in the number of simultaneous transmissions and thus, the network throughput

will decrease. Therefore, a naive DAS clustering (e.g., creation of one large DAS cell), could

be ill conceived. Determining how DAS and reuse should be combined is a critical challenge

that we address in our design.

PLC capacities need to be accounted for, when forming DAS clusters.

Traditionally, a DAS setup requires that all antennas be connected to a data source over a

high speed network (e.g., fiber or Ethernet). However, PLC extenders use electrical wiring

which is not only of lower capacity but importantly, different PLC links tend to be very

diverse in terms of their capacities [18]. Thus, when a downlink transfer of a data packet

from the master router to a wireless client is considered, this packet is typically delivered at

different times (via the PLC backhaul) to the extenders that are grouped to form the DAS

cluster. Since the extenders (aka antennas) will need to perform a joint transmission, those

antennas that are connected to a higher speed PLC link will need to await those that have

associated slower PLC links to receive their data, before commencing their synchronized

transmissions. Thus, the PLC capacity of the poorest PLC extender in the DAS cluster

will dictate the PLC throughput, and including extenders with poor capacities with those

with good PLC capacities, could offset the gains expected from the usage of DAS (due to

throttling on the PLC part of the link). This necessitates a careful selection of which PLC

extenders are to be grouped in each DAS cell.

A large variance in propagation delays between transmitting PLC ex-
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tenders is detrimental to DAS. A successful DAS signal combining depends not only on

the synchronized transmission of the antennas (WiFi-PLC extenders), but also on the prop-

agation delays from the multiple transmitters to the receiver. If there are large variations

in the signals’ travel times, then the combining fails. This has been reported previously by

us in [18], where we experimented with simple DAS scenarios using the WARP platform

[12] and show that if the delay is greater than 600 ns, the signals cannot be combined. Our

platform here is different in that we use USRP radios (as discussed in § 4.1), and we find

that with this platform, slightly higher delays can be tolerated; however, to be conservative,

we preclude including two extenders into a DAS cluster if the signal propagation delays from

those extenders to the client vary by more than 600 ns.

4.4 Measurement Study

In this section, we first ask if simply clustering nearby extenders can suffice in

forming effective DAS clusters. To this end, we performed measurements which show that

power outlets that are in close proximity of each other could in fact have significantly

different PLC capacities. These discrepancies in PLC capacities suggest that such a simple

strategy will not work. Second, we showcase a set of measurements that help us understand

the factors that could influence DAS clustering of WiFi-PLC extenders in enterprise settings.

Before we present the results of our measurement study, we describe our setups,

and how we perform our experiments.

Experimental setup: Our experimental setup consists of two parts: (a) a PLC

setup and (b) a DAS setup.
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PLC setup. In our PLC setup, we use two TP Link TL-WPA8630 PLC extenders,

a Netgear R7000-100NAR Nighthawk router and two laptops viz., an Acer Aspire E15 and

a Lenovo Ideapad 300S-14ISK. The first PLC extender acts as the central controller that

interfaces with the second extender over the PLC backhaul and with the router via an

Ethernet cable. By using Ethernet cables, we connect one of the laptops to the master

router and the other laptop to the second PLC extender. The first extender’s role is to

relay the traffic between the first laptop (the one connected to the router) and the second

laptop over the PLC backhaul. We plug in the second PLC extender (the one that has a

laptop connected to it with the Ethernet cable) into various power outlets distributed in

four university labs with cubicles, desks and research equipment as shown in Fig. 4.1.

DAS setup. For the DAS setup, we use six NI USRP-N210 radios [11] and an

OctoClock CDA-2990 [4]. The radios are connected to the clock over SMA cables. The

clock’s role is to synchronize the internal clocks of the radios, i.e., when a group of radios is

set to form a DAS transmitter, the signal from these antennas are fired within 50ns of each

other. This is important to ensure successful signal combining at the receiver [18]. All the

radios are equipped with a CBX-40 USRP daughterboard. An antenna is attached to each

radio via a SMA port. Three of the six radios are designated as transmitting antennas (Tx =

{Tx1, Tx2, Tx3}) and the remaining three are the users or receivers (U = {U1, U2, U3}).

Both the Tx antennas and the user antennas are connected to a switch over Ethernet cables.

We place Tx1, Tx2 and Tx3 next to the power outlets in the area surrounded by a solid line

in Lab 3 as to reflect the case of real WiFi-PLC extenders’ locations. User antennas (U)

are placed as shown in the same area. A Lenovo T460p running Windows 10 64 bit is used
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as the central server. The central server is connected to the same switch over an Ethernet

cable and its role is to synthesize the signal and pass it to the Tx radios. The Tx radios

transmit the signal which is picked up by the users’ antennas. The received signal is then

sent back to the server for decoding. Upon a successful decoding of the signal, the server

computes the achievable WiFi throughput for each user.

Synergizing PLC and DAS connections. Ideally, we would connect the USRP

radios to the PLC backhaul by using TP Link TL-WPA8630 PLC extenders. However,

these radios are designed to communicate with Labview (a software developed by National

Instruments to control various devices including their N210 USRP radios) over Ethernet

cables. In fact, it is explicitly stated by National Instruments in [10], that the USRP radios

will not work unless they are connected to a Gigabit Ethernet interface. In other words,

Labview assumes the Ethernet links to the radios to have a certain capacity. When the

PLC links are introduced between the radios and the server which is running Labview, the

communication between the radios and Labview is either lost or significantly corrupted.

This is because Labview streams the signal to the radios at a certain speed (assuming

Ethernet capacity). Since the signal will traverse the PLC backhaul which is often of much

lower capacity than Ethernet, the PLC link experiences an overflow and packets at the

sender buffer are dropped. In spite of several attempts, we found this to be a problem with

many of our PLC links, especially those of poor capacity. In order to bypass this issue,

we estimate the PLC link capacities offline and then use these estimates to emulate delays

experienced on the PLC backhaul in Labview itself. Each of the emulated PLC capacities

used in our measurement study are derived from the corresponding real PLC capacities,
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estimated from the corresponding power outlets which are all from our four university labs

as shown in Fig. 4.1.

4.4.1 Distribution of PLC capacities

The PLC backhaul consists of multiple electrical wires that connect WiFi-PLC

extenders to the central controller. The PLC link capacities on these wires differ from outlet

to outlet. The differences in PLC capacities can be caused by the length of the wire, amount

of noise generated by appliances operating on the same wire, electrical impedance or the

number of branches stemming from each wire [103] [22]. Unfortunately, these characteristics,

and their impact on the end-to-end capacity of each PLC link is often not easily available

and can be considered opaque. However, one might ask if these factors influence nearby

PLC-extenders similarly. The objective of this experiment is to understand if this is the case,

and if nearby WiFi-PLC extenders can be grouped into a common DAS cluster, trivially.

When a DAS cluster is to be formed, all the extenders are treated as one multicast

group [18], and the data source sends the data on the PLC backhaul at once, to all extenders

in the associated DAS cluster. However, the data is delivered to the different extenders in a

cluster at different times due to the discrepancies in the PLC capacities to those extenders.

Thus, the extenders with the good PLC links will have to await laggard extenders with poor

PLC links to receive the data on the PLC backhaul before performing their synchronized

DAS transmissions. As a consequence, if extenders with poor PLC capacities are clustered

with extenders that have good PLC links, the backhaul throughput of the whole cluster

degrades to the throughput of the poorest PLC extender in that cell.
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Figure 4.1: PLC capacities in different labs in our university setting.

We use our PLC setup (discussed earlier in this section) to understand the fea-

sibility of naively clustering WiFi-PLC extenders based on their geographical proximity.

Specifically, we initiate saturated TCP traffic between the two laptops using iperf3 [7].

iperf3 is configured to send the TCP traffic for 30 seconds from the first laptop (the one

connected to the router) to the second laptop (the one connected to the target PLC exten-

der). Thus, the traffic traverses the Ethernet cable between the first laptop and the router

and then traverses the PLC backhaul to the second laptop. Since the PLC backhaul is of a

lower capacity than the Ethernet cable [17] [18] [22], the achievable throughput reported by

iperf3 is determined by the PLC capacity (it is the bottleneck of the concatenated Ethernet

and PLC link). We perform this experiment on various power outlets in four university

labs.

Our results show that PLC capacities are not consistent across outlets in close

proximity i.e., PLC links with poor capacities can exist in close proximity of PLC links
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with good capacities as shown in Fig. 4.1 (e.g., one can see the outlet with a PLC capacity

of 315 Mbps right next to one with 4 Mbps in Lab 2). This leads us to conclude that

one must be careful not to cluster PLC extenders based only on their locations. Grouping

extenders naively based on proximity could cause both extenders with good and poor ca-

pacities to belong to the same cluster, which as discussed earlier, would cause a degradation

of throughput for the entire cluster to that of the extenders with the poor PLC links.

4.4.2 The need for informed WiFi-PLC DAS clustering

As shown earlier in this section, the PLC capacities cannot be inferred merely

based on the locations of the power outlets. This observations emphasizes the importance

of making informed PLC backhaul decisions when clustering WiFi-PLC extenders together.

While as shown previously [84], DAS can indeed improve the system capacity and WiFi

link robustness, blindly grouping WiFi-PLC extenders together can lead to a poor network

throughput. Specifically, we show with simple experiments that (a) DAS can enable better

sharing of the PLC link capacities in addition to improving the WiFi link qualities and

robustness, and thus the overall capacity but, (b) arbitrarily grouping extenders into a

DAS cluster may result in a degradation in the network throughput compared to the case

when DAS is not used.

We use the DAS setup (discussed earlier in this section) to showcase two connection

modes as shown in Fig. 4.2. The numbers next to the Tx antennas represent the PLC

throughputs associated with the corresponding antennas and the numbers next to the users

represent the WiFi throughput that the users can achieve in that configuration. First, if
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(a) The network setup in reuse mode. U1 and U2 could achieve WiFi data rate of 24 Mbps
in isolation. Since Tx1 and Tx2 share the same frequency, U1 and U2’s WiFi throughputs
become 12 Mbps each.

(b) The network setup with an informed DAS clustering. U2 and U2 could achieve WiFi
data rate of 36 Mbps in isolation. Since both users share the same cluster, their WiFi
throughputs become 18 Mbps each.

(c) The network setup with a bad DAS clustering. U1 and U2 could achieve WiFi data rate
of 36 Mbps in isolation. Since both users share the same cluster, their WiFi throughputs
become 18 Mbps each.

Figure 4.2: Snapshots of the area surrounded by solid line in lab 3 from Fig.1 with three
different network setups.
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DAS is not used i.e., all extenders use the reuse mode only, we consider the extenders shown

in Fig. 4.2a from Lab 3, to show how dense settings could negatively impact the system

capacity and lower the aggregate throughput. Subsequently, we consider the usage of DAS.

When DAS is used, we investigate two different potential DAS configurations: (a) when Tx1

and Tx2 are grouped into one DAS cluster (Fig. 4.2c), we experience the pitfall of grouping

extenders with varying PLC capacity together despite the improvement DAS can deliver

on the wireless channel, and (b) when Tx2 and Tx3 are grouped together (Fig. 4.2b), we

see how DAS can help increase the aggregate throughput if performed in an informed way.

Recall here that the users are initially associated with their primary Tx antennas and thus,

no user re-assignments are performed. That is, when an antenna (extender) is set to join

a cluster, the user associated with that antenna becomes a part of that cluster. The initial

user assignments are as follows: user 1 is assigned to Tx1, user 2 is assigned to Tx2 and user

3 is assigned to Tx3. We limit the number of available frequencies to only two frequencies

for the ease of showcasing our take aways.

DAS can help overcome inefficient PLC sharing caused by dense deploy-

ments of extenders and improve throughput. In this network setup we demonstrate

the impact of having multiple extenders sharing the PLC backhaul, when they all operate

independently (reuse mode as shown in case (a) in Fig. 4.2 . Specifically, we assign Tx1

and Tx2 the same frequency and, Tx3 a different frequency (recall that we have only two

frequencies). We set all the three antennas to the reuse mode; thus, the network contains

three reuse cells as shown in Fig. 4.2a, two of which share the same WiFi frequency. In this

network configuration, all users U achieve a WiFi data rate of 24 Mbps in isolation. Since
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Tx1 and Tx2 operate on the same frequency, they will have to share the air equally. Thus,

at best, the users associated with Tx1 and Tx2 receive half of the time allocations they

would enjoy if Tx1 and Tx2 have different frequencies. Therefore, the WiFi throughput of

U1 and U2 take a hit and both users get a WiFi throughput of at most 12 Mbps. On the

other hand, U3 enjoys a 24 Mbps WiFi throughput from Tx3. On the PLC side, since all

Tx antennas are set to the reuse mode, they will have to share the PLC backhaul. This

negatively impacts the end-to-end throughput for U1 as discussed next.

The PLC backhaul is time-shared [17] [18] [22] between all the Tx antennas. There-

fore, the PLC capacity that is obtained by each antenna is one third of the PLC capacity

that it obtains when in isolation. Because of this, U1’s end-to-end throughput falls to 7.3

Mbps. This is a direct artifact of too many extenders trying to share the backhaul PLC

capacity, and thus for some extenders, the PLC part becoming a bottleneck. In this specific

case, the reduction in the end-to-end throughput for U1 is driven by the fact that the PLC

link throughput from the router to Tx1 becomes less than its associated WiFi link through-

put due to the many extenders sharing the PLC capacity. In other words, the concatenated

WiFi-PLC link for U1 becomes throttled by the PLC link segment.

On the other hand, because the PLC backhaul capacity is time shared, U2 and

U ′
3s PLC throughputs (from their respective transmitters) are now 53 Mbps and 54 Mbps,

respectively. Thus, we see that for these users, the sharing has no impact on their PLC ca-

pacities because these (PLC) capacities well exceeded the capacity of their the wireless parts.

Because they do not share the same WiFi frequency, they achieve end-to-end throughputs

of at most 12 Mbps and 24 Mbps, respectively.The aggregate network throughput for this
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setup is given by the summation of the achievable individual users’ throughputs which is

equal to 43.3 Mbps.

Now let us consider case (b), where we use DAS to combine Tx2 and Tx3. The

PLC capacity is now shared between this cluster and Tx1 i.e., each gets half of the PLC

capacity. This has a significant positive impact on U1’s PLC throughput. Specifically, since

the PLC time share of Tx1 increases to half, its throughput increases to 11 Mbps (given that

its WiFi throughput is 12 Mbps). With respect to U2, and U3, it may seem that since they

now time share the single frequency allocated to their DAS cluster, their WiFi throughputs

now fall to 12 Mbps and the total throughput to 35 Mbps. However, this is not the case

since the benefits of DAS kick in. Because of power pooling and diversity, a higher MCS

(modulation coding scheme) can now be used to these users (specifically 8-QAM instead of

4-QAM) and this improves their WiFi throughputs significantly from 12 Mbps to 18 Mbps.

This in turn results in an overall throughput of 47 Mbps (a 12.2 % increase compared to

the vanilla reuse case even in this very simple topology).

Blind DAS clustering can hurt capacity. In the previous experiment, we

showed how DAS clustering can provide significant throughput gains. However, those gains

stemmed from a properly selected DAS clustering of transmitters. In what follows, we

show that an improperly clustering nearby extenders together, without accounting for their

PLC capacities can in fact decrease the achievable throughput. Specifically, we show how

improper clusterings offset any DAS gains and reduce the total network throughput.

We consider the same set of antennas as before, but now, we cluster Tx1 and Tx2

together to form one DAS transmitter as shown in Fig. 4.2c (case (c)). Thus, the cluster
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consisting of Tx1 and Tx2 will jointly use the same frequency and the other frequency is used

by Tx3. U1 and U2 (associated with Tx1 and Tx2, respectively) will receive transmissions

from this DAS cluster and improve their WiFi parts of the throughput due to increased

SNRs due to power pooling (the powers from the transmitters add up) and spatial diversity.

The new improved SNRs for U1 and U2 allow them to utilize a modulation scheme with

higher bit rates, potentially delivering a WiFi data rate of 36 Mbps each, when in isolation.

However, because U1 and U2 have to alternate in using the air to receive their data over

their WiFi links from the DAS cluster, the achievable WiFi throughputs for both users is

18 Mbps each. Note that because of throughput gains due to DAS, the total throughput

for both users is equal to 36 Mbps (as opposed to only 24 when in reuse mode for both

users). Tx3 is assigned a separate frequency and its associated user (U3) enjoys a WiFi

throughput of 24 Mbps. Thus, the wireless parts of all users either improve or remain

the same compared to the reuse case with this configuration. Unfortunately however, this

becomes irrelevant because the configuration causes a throttling in the PLC parts of the

concatenated links as shown next.

When T1 and Tx2 are grouped together, transmissions to those antennas are per-

formed by treating them as a single multicast group. We note that the PLC links to Tx1

and Tx2 are of different capacities, and the router sends the data at once to all the multi-

cast group participants. The data however, is received at different times by each participant

antenna (Tx1 and Tx2) due to the delay differences on the PLC links. Specifically, Tx2 has

to wait for Tx1 to receive the data, before performing a joint DAS transmission with that

transmitter. This makes the PLC link with the minimum capacity the determinant of the
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PLC capacity for the whole cluster. Since Tx1 has the lowest PLC capacity in the cluster (22

Mbps), the PLC capacity for the whole cluster falls to only 22 Mbps. Beyond this, the PLC

backhaul is time-shared. Therefore, the access time for the PLC backhaul is apportioned

between the DAS cluster (Tx1 and Tx2) and Tx3. Therefore, the PLC throughput for the

DAS cluster becomes only 11 Mbps (and 81 Mbps for Tx3). The end-to-end throughput

for U1 and U2 will be limited to what the PLC backhaul can deliver to the cluster and it is

equal to 11 Mbps (hence, the PLC throughput is the bottleneck and WiFi gains from DAS

are entirely undermined). Since Tx3’s PLC throughput is higher than the WiFi throughput

of its associated user (U3), then the end-to-end throughput for U3 is equal to its WiFi

throughput (24 Mbps). The total network throughput for this network setup is now 35

Mbps, which is less than what we achieve if DAS is not used (case (a)) and obviously if the

cluster is constructed in an informed way (case (b)).

Reuse compromise. One way to eliminate the PLC sharing entirely is to cluster

all three antennas together (configuration not shown). Now the entire set of extenders is

in one cluster and becomes a multicast group. In this scenario, only one frequency (out of

two) will be used and assigned to the cluster, and the other frequency will be left unutilized.

This in essence compromises the benefits of the having multiple simultaneous transmissions

enabled by reuse. All users U have to share the air equally and, thus, they achieve WiFi

throughputs of 12 Mbps each. In addition to the wasted WiFi frequency, the PLC capacity

of the cluster degrades to only 22 Mbps (Tx1 has the lowest capacity in the cluster and

becomes the determinant). As a result, the end-to-end throughput of the whole cluster is

throttled by its PLC link and becomes only 22 Mbps.

96



In summary, it is crucial to account for individual PLC capacities when grouping

antennas together into a DAS cluster. Specifically, if extenders with varying PLC capacities

are grouped together in the same DAS cluster (case (c)), the PLC capacity degrades to the

capacity of the poorest extender in the cluster, and as a result, the cluster’s throttled PLC

link offsets any DAS gains. More importantly, naive, greedy clustering of extenders into

DAS clusters, would leave frequencies underutilized and thus, compromise the acheivable

overall capacity.

4.5 Formulating the problem

In this section, we first formally define the problem that we seek to solve. Specifi-

cally, we seek to achieve the best trade-off between reuse and DAS clustering in order to to

maximize the aggregate throughput of the WiFi-PLC users in enterprise settings. We seek

to do so by taking into account the PLC capacities to the different extenders. We formalize

our problem guided by our findings in section §4.4. We find unfortunately that the problem

is NP-hard (a straight forward reduction from the graph coloring problem [54] is possible).

Problem Statement: For ease of exposition, we primarily discuss downlink

transmissions (which is where DAS is primarily utilized, and which carries an asymmet-

rically heavy part of the communication [85] Each DAS cell (cluster) receives data from

the central controller via a multicast. When all the extenders have the data, they perform

a synchronized transmission to the users over the WiFi air interface.

Our objective is to ensure that we maximize the achievable throughput by eliminat-

ing undesirable PLC sharing that might arise in dense deployment of WiFi-PLC extenders.
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To ensure that we do not compromise reuse (guided by the last experiment in §4.4), we first

assign frequencies to a subset of extenders so as to maximally achieve reuse; then, we cluster

the remaining extenders so as to maximize the aggregate throughput. Specifically, we try to

grant each transmitter in the network as much airtime as possible so that the throughputs

for the users increase, while accounting for individual PLC link capacities and leveraging

the gains expected from using DAS. Note here that no user reassignments are performed.

Thus, when an extender is included in a DAS cluster, the users that were already associated

with that extender, now associate with that cluster. In what follows, “rate” refers to the

PHY bit rate of a WiFi or PLC link, while throughput refers to the achieved bit rates for a

user on a PLC or WiFi link given a time allocation. We also make a distinction between cell

and cluster; a cell refers to one or many antennas that operate jointly to serve a subset of

the users. In other words, a cell could be a “reuse” or “DAS” cell, depending on the number

of antennas it includes. However, a cluster is always a DAS cluster that has more than one

antenna. We formulate our optimization problem in Problem 9 below. The notations used

in our formulation, are tabulated in Table I.

Variable Description

A The set of WiFi-PLC extenders.

U The set of users.

Uk The set of users associated with cell k. Uk form a partition

of U .

cj The PLC capacity of extender j.
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f(.) A function that takes the SNR value in dB and returns the

corresponding WiFi modulation rate.

snrij The SNR value experienced by user i from extender j.

υik The achievable end-to-end throughput of user i from cell k.

pik The throughput of the PLC backhaul for user i from cell k.

wik The WiFi link throughput for user i from cell k.

xik A binary variable indicating whether cell k serves user i.

x̄ij A binary variable indicating whether user i was originally

associated with extender j.

yjk A binary variable indicating whether extender j is a part of

cell k.

R The number of cells with assigned extenders.

γk A binary variable that indicates whether the signal propa-

gation delays between extenders in cell k is less than 600ns.

Ωqk A binary variable which indicates whether WiFi channel q

is assigned to cell k.

NC The total number of WiFi channels/frequencies.

Table 4.1: Table of Notations
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Problem 9 WiFi-PLC Clustering

max
yjk,Ωqk

∑
i,k

υik (4.1)

s.t. υik = min(wik, pik
)
xik, ∀i ∈ U (4.2)

pik =
min{j:yjk=1} cj

R
∑

i∈Uk
xik

∀i ∈ U,∀k ∈ A (4.3)

yjk =


1

if extender j is

part of cell k

0 otherwise

∀j, k ∈ |A| (4.4)

|A|∑
j=1

yjk = 1 ∀k ∈ A (4.5)

wik =



Ωqk∑
i∈Uk

1

f(snr
j
i
)

,

if
∑|A|

j=1, yjk =

1,∀i ∈ U,∀k ∈

A,Ωqk = 1

D(i,j,k,y)Ωqk∑
i∈Uk

xik
γk,

if
∑|A|

j=1 yjk >

1, ∀i ∈ U,∀k ∈

A,Ωqk = 1

0, otherwise

(4.6)

γk =



1

if the delay differ-

ence ∀j ∈ k is <

600 ns

0

if the delay differ-

ence ∃j ∈ k ≥ 600

ns

∀k ∈ |A| (4.7)

xik =
∑
j

x̄ijyjk ∀i, k (4.8)
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R =
∑
k

1∑
j yjk>1 (4.9)

zk,k′ =


1

if k and

k′ are

neighbors

0 otherwise

∀k, k′ ∈ A (4.10)

Ωqk +Ωqk′ ≤ 1

∀zkk′ = 1,∀k, k′ ∈

A

∀q ∈ NC

(4.11)

Ωqk =


1

if frequency q is

assigned to cell

k.

0 otherwise

∀k ∈ A

∀q ∈

NC

(4.12)

NC∑
q=1

Ωqk = 1 ∀k ∈ A (4.13)

The objective (4.1) is to maximize the summation of all users’ (i) throughputs across all cells

(k) in the network. Constraint (4.2) defines the end-to-end throughput for each user as the

minimum of the throughputs of its (concatenated) PLC and WiFi links. The throughput

achieved on the PLC link segment is given by constraint (4.3) which is the minimum PLC

link capacity in the cell (the bottleneck PLC capacity dictates the capacity of a DAS cluster

as discussed in §4.4) divided by the number of cells in the system. Each DAS cell is a

multicast group; thus, there is no sharing between the extenders belonging to the same cell.

However, the PLC backhaul capacity in general is time-shared [18] [22]; therefore, the PLC

throughput achieved in each cell is proportional to the number of the cells in the system. In
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constraint (4.4), yjk is a decision variable which is equal to one when extender j is assigned

to cell k and 0 otherwise. Constraint (4.5) ensures that each extender is assigned to one

and only one cell. Constraint (4.6) captures the achievable throughput on the WiFi link

segment. The first case states that if the cell has a single extender, then the throughput

is shared in a throughput-fair manner as reported in [47]. The second case defines the

WiFi throughput user i enjoys if it is connected to DAS cell k. The function D(.) in the

numerator is given by:

D(i, j, k, y) = f(10 log(

|A|∑
j=1

(10(snr
i
j/10)yjk))) (4.14)

where, the f(.) function in Eqn. (4.14) is one that takes the resulting DAS SNR as the input

and outputs the corresponding modulation rate that can be used for that SNR. Constraint

(4.7) is a system parameter that indicates whether the propagation delay differences across

the extenders in one cell is less than or equal to 600ns. Constraint (4.8) requires each user

to associate with the cell to which its primary extender belongs. Constraint (4.9) quantifies

the number of cells that time share the PLC backhaul. Specifically, it counts the number of

cells that have extenders assigned to them. Constraint (4.10) defines a parameter to indicate

whether two cells would interfere in the WiFi domain if they were to be assigned the same

frequency. Constraint (4.11) ensures that no two interfering cells (in the WiFi domain) have

the same frequency. Finally, constraint (4.12) specifies what frequency is assigned to each

cell and (4.13) postulates that each cell must not have more than one assigned frequency.

Since proper throughput sharing (and maximization) is most relevant to heavily

loaded scenarios, our model assumes that each user has a saturated flow. Next, we discuss
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the hardness of Problem (9).

Time Complexity Matters. Consider a setting of a university lab with 30

extenders. Let say we want to form six clusters, each of which has five extenders. The

number of possible ways to form these clusters is then given by
(

30
30−5

)
possibilities. The

number of possibilities increases significantly if the clusters are assumed to have variable

numbers of extenders. Therefore, if a brute force approach were to be applied, a prohibitively

high time complexity is inevitable. Having provided this intuition, we formally prove next

that Problem (9) is NP-hard by deriving a reduction from the graph coloring problem [54]

in Theorem (5) below. The key idea in the proof is to construct a simple instance of

Problem (9) to which, we can reduce a graph coloring problem. Thus, since the graph

coloring problem is not solvable in polynomial time, the simple instance of Problem (9) is

not solvable in polynomial time . Hence, Problem (9) is NP-hard.

Theorem 5 Prob. 9 is NP-hard.

Proof. Denote a solution to Problem 9 as (y∗jk,Ω
∗
qk). Let γ∗k = 0 ∀k ∈ A and z∗kk′ =

1, ∀k, k′ ∈ A be the inputs to Problem 9. Then we propose the following polynomial-time

transformation from the graph coloring problem [54] to the instance of our problem. If

γ∗k ∀k ∈ A is equal to 0, then constraint 4.6 reduces to the first case only with the condition∑|A|
j=1, y

∗
jk = 1, ∀i ∈ U,∀k ∈ A,Ω∗

qk = 1. That is, each cell k ∈ A has only and only one

j assigned to it (hence,
∑|A|

j=1, y
∗
jk = 1). The second case of constraint 4.6 is not feasible

since γ∗k = 0 ∀k ∈ A which precludes the solution of Problem 9 from creating DAS clusters.

Thus, y∗jk ̸= y∗j′k ̸= 1, ∀j, j′, k ∈ A as per the first case of constraint 4.6. What remains

is the specifications of the values of Ω∗
qk. The constraints 4.10-4.13 mandate that each
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Figure 4.3: Algorithm for frequency assignments and DAS Cell Formation
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k ∈ A must be assigned a frequency that is different from that of its neighbors. Since

z∗kk′ = 1∀k, k′ ∈ A, then Ω∗
qk ̸= Ω∗

qk′ ̸= 1, ∀k, k′ ∈ |A|,∀q ∈ NC. Now the problem of

assigning colors to nodes in a complete graph can be reduced to this by replacing each node

in the graph with k ∈ A and Ω∗
qk being the solution that determines whether the color

(frequency) q is assigned to node k or not. Hence, solving the graph coloring problem on a

complete graph is reduced to solving this particular instance of Problem 9. Since the graph

coloring problem is NP-complete, solving the general Problem 9 is NP-hard.

4.6 Priza and its components

In this section we describe how our framework Priza organizes a WiFi-PLC network

into DAS cells and how these cells are assigned frequencies. Priza’s workflow is shown in

Figure 4.3 and runs in two stages: (i) it assigns frequencies to a subset of the extenders

(antennas) such that there is no interference (neighboring extenders are not assigned the

same frequency) to maximize reuse, and (ii) it clusters the remaining extenders to form DAS

clusters in an informed way, specifically with respect to their PLC backhaul capacities. The

reason why Priza assigns frequencies before any clustering is performed is to fully retain any

gains that spectrum reuse can provide. If the DAS clusters are constructed first, then we

might waste part of the system capacity due to potential overuse of DAS2. In section §4.7.4,

we discuss two approaches where, DAS clusters are formed first, based on naive policies,

and show that they do not perform as well as Priza.

2One can potentially split the formed DAS clusters to regain losses from inefficient spectral reuse, but
that would make the approach inherently complex and convergence may be an issue.
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Priza groups PLC extenders based on their PLC capacities. Formally, let α be the

number of available frequencies. Then, we set the number of these PLC groups to α. If cj

represents the PLC capacities to the various extenders, then, we compute a set of intervals

g, given by g = {β1, β1, ..., βα}. Each “capacity group interval,” βn is of width:

βn =
(
(n− 1)

max(cj)

α
, n

max(cj)

α

]
, ∀n ∈ [1, 2, ..., α]. (4.15)

Each extender is then tagged by the index of the capacity group interval, within which its

capacity lies. Specifically, if extender i has PLC capacity ci ∈ βl, (l ∈ {1, α}) then it is

tagged as a part of the lth group.

To assign frequencies, Priza maps the extenders on to an interference graph (as is

typically done [80]. Each extender is represented by a node in the graph and the edges are

added between each pair of extenders if they interfere with each other in the WiFi domain.

Specifically, if an extender is able to receive a signal of more than 4 db from another

extender [80], then these two extenders are considered to interfere with each other and an

edge is added to the interference graph between them. After tagging the extenders with

their corresponding capacity groups and creating the interference graph, Priza is now able

to make frequency assignment and clustering decisions. Next, we describe its two stages.

Stage I: First, Priza’s algorithm iterates over all WiFi-PLC extenders and picks

one extender from each capacity group βn ∈ g and assigns a frequency to it. The idea here

is to assign a frequency to extenders that differ in terms of their PLC capacities (based on

our understanding from our measurements). Each chosen extender is assigned a frequency

that is not used by its neighboring extenders. If an extender cannot be assigned frequency
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different from its neighboring extenders, then it is tagged as ’visited’ and, subsequently, left

to be handled in Stage II. The objective of Stage I is to ensure that we maximally exploit the

achievable spectral reuse spatially. The reason that Priza iterates over the capacity groups

is to ensure that extenders from different capacity groups are separated in frequency. Thus,

extenders that are left without frequency assignments in Stage I will have a better chance

to be clustered with extenders that are in the same capacity group (as we will show in Stage

II), thereby alleviating PLC capacity discrepancies within each group. It is easy to see that,

in an extreme case, if we were to assign frequencies to all extenders with capacities in βn,

then we could end up with complete sets of extenders belonging to the other capacity groups

βn′ , ∀n′ ∈ α, n′ ̸= n that have to be clustered (due to the lack of available frequencies) with

cells that have extenders in βn. This would cause extenders with diverse PLC capacities to

be grouped together, which hurts capacity as discussed in §4.4).

Stage II: After determining how frequencies are initially assigned, Priza in Stage

II will need to iterate over all the extenders that have not been assigned frequencies by

Stage I, and make the decisions on whether each such extender should join a neighboring

cell (thus, converting the reuse cell into a DAS cell) or if it should be a separate cell by itself.

This is done as follows: if extender j (that has not been assigned frequency) shares an edge

with another cell which is in the same capacity group, and clustering j with that cell does

not create an interference with other cells in the system (due to DAS power pooling [84]),

then Priza clusters j with that cell. Otherwise, extender j will form a cell by itself and be

assigned a frequency that has the least interference from its neighbors. This process ensures

that the system reuse achieved in Stage I is maintained to the extent viable by clustering
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extenders together unless DAS clustering causes interference that did not exist prior to the

clustering. In this case, the system capacity will take a small hit because of creating a new

reuse cell.

Algorithm Complexity: Stage I of the above algorithm runs in O(|A|) where

|A| is the number of extenders in the system. The runtime of Stage II is given by O(|A|−m)

where m is the number of extenders with assigned frequencies in Stage I. Therefore, the

total runtime for the entirety of Algorithm 1 is O(|A|).

4.7 IMPLEMENTATION & EVALUATION

In this section, we briefly describe Priza’s implementation and detailed evaluations

via both small scale real experiments and larger scale high-fidelity simulations.

4.7.1 Implementation Details

Testbed configuration and equipment: We refer the reader to §4.4, where our

testbed and configurations were described. In brief, we perform experiments with five radios

as Tx antennas and three radios as users. The Tx antennas are assigned PLC capacities to

emulate a real PLC backhaul (see below). The experiments are performed in a 2664 square

feet university lab with chairs, desks, research equipment and two cubicles. All the radios

(Tx antennas and users) are randomly moved around to create ten different topologies. We

set the number of the available frequencies to less than the number of extenders (Typically,

2 to 3 frequencies are used) to ensure that we have adequate reuse opportunities.

Software Implementation: Priza is implemented in Labview as a user space
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utility that runs on the server. Five (out of eight) USRP radios are designated as Tx

antennas and the remaining three are users. Priza starts with building the interference

graph (as described in §4.6). It does so by sending a short beacon packet from each Tx

antenna to all other Tx antennas in the testbed. The other Tx antennas compute the SNR

upon receipt. If the SNR is found to be more than 4 db between two Tx antennas [80] then

they are marked as interfering. The same process is repeated for each Tx antennas and

edges are added to the interference graph accordingly.

As discussed earlier in §4.4, the PLC throughputs are estimated and since they

remain stable over time to each extender, we use emulations thereof. The concatenation

of these emulated PLC links and real WiFi links is performed by Priza. Specifically, we

measure the end-to-end throughput for each user as the user’s minimum PLC throughputs

and WiFi throughputs as defined in constraint (4.2) of Problem 9.

4.7.2 Simulations

To evaluate Priza in larger settings, we implement Priza entirely in Matlab [71].

Specifically, we construct a WiFi-PLC network with 50 to 70 extenders and 70 to 100 users.

The PLC capacities are taken from measurements from real outlets in our university build-

ing. Both the extenders and the users are randomly and geographically distributed in a

2D-plane with an area of 108 × 148 square feet commensurate with the area of six real

university labs (similar to that in Figure 4.1). The WiFi links between each extender and

user are assigned SNR values based on the physical distance between them and models

capturing the shadowing and fading effects for non-line-of-sight (NLoS) indoor signal prop-

agation as reported in [62]. The resulting DAS SNR is estimated using Eqn. (4.14) (also
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reported by [29] and [18]). Each SNR value is mapped to an appropriate modulation scheme

as in [39]. Each modulation scheme is designed to encode the appropriate number of bits

within each OFDM symbol [15].

4.7.3 Baselines & Performance Metrics

Baselines: Priza is evaluated against three baselines: (a) Reuse, (b) Balanced-DAS

(B-DAS) and (c) Large-DAS (L-DAS). Reuse assigns each extender a frequency that is least

used by its neighbors and does not create DAS cells. This is the default mode of spectrum

sharing with PLC extenders. B-DAS creates equally-sized DAS cells by grouping the nearest

extenders together. L-DAS creates as large DAS cells as possible without violating the 600

ns propagation delay constraint. This baseline represents the naive way of creating DAS

clusters without carefully ensuring that reuse gains are not lost.

Performance Metrics: Our performance metrics of interest are (a) the aggregate

throughput achieved by Priza and (b) the fairness of the users’ individual throughputs. We

use the commonly used Jain’s fairness index [48] to evaluate the latter.

4.7.4 Experimental Evaluations

Gains in Aggregate Throughputs: We first depict the throughputs with

Priza and the baselines in Figures 4.4a and 4.4b. We see that Priza outperforms the other

baselines and achieves higher aggregate throughputs. The average aggregate (network-wide)

throughput improvements are 33.7%, 56.5% and 144.6% over Reuse, B-DAS and L-DAS,

respectively. In the second figure, we observe that Priza outperforms all other baselines in

all trails. These are attributable to Priza being able to efficiently share the PLC capacity,
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(a) Priza, Reuse, B-DAS
and L-DAS comparison on
testbed.

(b) CDF of the aggregate
throughputs.

(c) Validating the fidelity of
our simulations.

Figure 4.4: Experimental results.

and the gains from DAS as discussed in § 4.4, unlike the other schemes.

Fairness: Even though Priza does not consider fairness explicitly, it achieves com-

parable fairness to those of the baselines, which inherently are designed to be fair as dis-

cussed below. Specifically, Priza yields a Jain’s fairness index of 0.9034 compared to 0.934

with reuse, 0.951 with B-DAS and almost perfect fairness of 1.0 with L-DAS. Reuse by

design tries to allocate frequencies in a fair way (least congested), B-DAS has similar sized

clusters and thus, each cluster has a simlar likelihood of experiencing poor PLC links and

all clusters get the same DAS gain, and with L-DAS the poorest PLC link is what dictates

the throughput for all users. Priza creates different sized DAS clusters, and groups good

extenders in the same group, and not so good extenders into different groups. However, all

PLC links see improvements, and so do the WiFi links due to DAS gains; thus, it is able to

largely ensure that the throughputs that are achieved are similar.

4.7.5 Simulation Results

Simulation Fidelity: To show that our simulations reflect what one might ob-

serve in a real testbed, we simulate ten topologies with the same users and antennas locations
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(a) Aggregate throughputs. (b) CDF of aggregate throughput.

Figure 4.5: Simulation Results.

(a) Aggregate throughputs
with five extenders and three
user.

(b) Aggregate throughputs
with six extenders and four
user.

(c) Aggregate throughputs
with seven extenders and five
user.

Figure 4.6: Average aggregate throughputs. The results show how the size of the topologies
affects the Reuse and B-DAS baselines.

of our testbed experiments. The results are shown in Fig. 4.4c. We see that the simulation

yields similar results to those obtained from the real testbed experiments, thus showcasing

the high fidelity of the models that we use.

Aggregate throughputs: This simulation experiment was as described in § 4.7.2

with the number of available frequencies set to 11 so as to reflect the case of the actual

number of WiFi channels in 802.11b [53]. The results of our simulations are provided in

Fig. 4.5. Fig. 4.5a shows how Priza outperforms other baselines and yields higher aggregate

throughputs. Aggregate throughput improvements of 131.5%, 74% and 331.3% are observed

over Reuse, B-DAS and L-DAS respectively.

We note however that in contrast with the results from the testbed, B-DAS out-
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performs Reuse. We attribute this to the significant increase in extender density and scale.

In Fig. 4.6 we show the variations in relative aggregate throughputs of B-DAS and Reuse

with scale. When the topology is small (same size as our testbed), Reuse outperforms B-

DAS (Fig. 4.6a) but as the network size grows larger, B-DAS starts to improve compared

to Reuse (Fig. 4.6b). Fig. 4.6c shows how B-DAS overtakes Reuse when the topology

size becomes even larger. This is because as the network size increases, PLC inefficiency

increases and B-DAS helps with alleviating the same; this combined with the DAS gains

even in a naive way helps improve throughput beyond what Reuse yields (although still

significantly lower than that of Priza).

Fairness: In Table 4.2, we show the Jain’s fairness index values with respect to

both (a) the end-to-end throughput over the concatenated WiFi-PLC link and (b) the WiFi

link segment only. Priza’s fairness as well as all other baselines (except L-DAS) take a hit

since the number of cells is large in the simulation, and the PLC links can be diverse in

terms of their capacities, causing high variations in the users’ end-to-end throughputs. In

the lower part of Table 4.2 we show the fairness index values for the same users when the

PLC backhaul has a very high capacities (e.g, wik = min(wik, pik
)
xik, ∀i ∈ U). In such

cases, all methods maintain high fairness index values since, indicating that the methods

share the WiFi domain in a fair manner (as defined in constraint (4.6) of Problem 9).
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End-to-end throughputs

Priza 0.47702

Reuse 0.46332

B-DAS 0.50288

L-DAS 1

End-to-end throughputs with high PLC capacities

Priza 0.98255

Reuse 0.98802

B-DAS 0.97814

L-DAS 0.99674

Table 4.2: Simulations Jain’s fairness index

4.8 Related Work

Hybrid WiFi-PLC: There are some efforts on applications that use hybrid WiFi-

PLC networks. the authors of [96] develop a synchronization mechanism that uses electrical

wiring for MIMO access points. Other papers e.g., [46] consider maximizing the throughput

of hybrid WiFi-PLC networks by exploiting multipath routes in the PLC backhaul. These

efforts however, do not consider the impact of the PLC backhaul being the bottleneck. In

our prior work [17], we present an algorithm to maximize the aggregate throughput via

user assignments while accounting for the impact of the PLC backhaul. However, we do

not consider using DAS nor the problem of inefficient PLC backhaul sharing that arises in

enterprise settings like the work proposed in this paper.

Distributed Antenna Systems: There are efforts such as [84] and [94] that use

DAS for increasing the throughput via dynamic clustering or transmission power allocations.

None of these however, consider a PLC backhaul. In [18], we consider DAS over PLC for

home settings, but there was no study of inefficiency across multiple user connections and

only a single DAS cell was constructed.

WiFi throughput maximization: Papers like [25, 58] (among others) propose
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algorithms to maximize throughput in WiFi networks. However, they all assume a high

capacity backhaul such as Ethernet or fiber.

4.9 Conclusions

In this paper we consider the dense deployment of plug and play PLC based WiFi

extenders in enterprises and showcase some of the pitfalls of doing so. Specifically, via a

measurement study we find that inefficient sharing of the PLC backhaul can significantly

impact the achievable capacity. We then propose Priza, a framework that maximizes the

aggregate throughputs in such settings by grouping the PLC extenders into DAS clusters. In

particular, Priza’s two prong approach retains the gains from frequency reuse, but clusters

PLC extenders so as to mitigate the inefficiencies in sharing the PLC backhaul. It also

provides the inherent benefits of power pooling and diversity that DAS provides. We show

that if instead of using Priza, a blind and uninformed clustering of extenders is employed, it

does not solve the inefficiencies, and could further degrade the achievable throughput. We

perform extensive experiments both on a real testbed and via simulations to showcase the

superiority of Priza over both the vanilla reuse deployments, and naive DAS baselines.
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Chapter 5

Conclusions

In this dissertation, we identify some of the issues that could affect the aggregate

throughput of WiFi-PLC networks. Specifically, we show that the end-to-end throughput of

the concatenated WiFi-PLC link is, in fact, determined by the minimum throughput of its

composed link segments. Therefore, we discuss the problems of user-extenders associations

and poor WiFi link qualities. For the former we proposed WOLT, a framework that cleverly

assigns users to WiFi-PLC extenders. For the latter, we developed two frameworks: (a)

PLC-DAS that constructs DAS clusters of WiFi-PLC extenders in home settings to improve

users’ WiFi signals and (b) Priza that assigns frequencies to WiFi-PLC extenders and then

form DAS clusters to improve the sharing of the PLC backhaul and boost WiFi signals. All

our solutions share the same common goal of increasing the aggregate throughput of the

WiFi-PLC networks.
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