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Abstract. Urban areas are recognized as critical zones for climate research due to the high number of people living in these

areas and their significant impacts on local and regional climates. However, understanding urban boundary layer processes re-

mains a challenge, as existing mesoscale models cannot resolve their fine-scale features and dynamics, while microscale fluid

dynamics simulations remain computationally expensive or unfeasible for the full extent of the urban atmosphere. To address

this gap, we present PALM-SLUrb, a single-layer urban canopy model for the PALM model system, offering a computationally5

efficient and physics-based model to represent urban surfaces on non-building-resolving grids. Together with the model de-

scription, we present sensitivity tests and a model comparison against grid-resolved urban canopies to demonstrate the model’s

performance. The results demonstrate the model’s ability to extend the representation of key urban–atmosphere interactions

in PALM into coarser grid resolutions on the order of 10 metres. By bridging the gap between computational efficiency and

physical detail, PALM-SLUrb broadens PALM’s capabilities in advancing urban climate research.10

1 Introduction

Urban areas are increasingly a major focus of climate research due to their significant impact on local and regional climates.

The complex interaction between highly variable urban surfaces, atmospheric dynamics, and human activities creates a higher

spatial and temporal variability in the physical state of the atmosphere close to the surface, relative to rural environments (Oke,

1987; Arnfield, 2003; Stewart and Oke, 2012). Understanding the flow and transport processes in the urban boundary layer15

(UBL) is crucial for addressing challenges related to urban heat islands, air quality, regional to hyperlocal weather forecasts,

and energy consumption (Grimmond et al., 2010; Masson, 2006). However, as highlighted in a review by Barlow (2014), the

UBL is one of the most complex and least understood parts of the atmosphere, requiring detailed studies across a range of

scales from micro- to mesoscale. The heterogeneity in urban surface characteristics, combined with dynamic human-induced

modifications to the atmosphere, presents significant challenges for both modelling and observations (Martilli et al., 2002; Best20

and Grimmond, 2015).
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Our understanding of urban-specific phenomena at fine spatial and temporal scales and their interaction with mesoscale

dynamics remains limited. Mesoscale numerical weather prediction models, with their coarser resolutions, cannot adequately

resolve the finer-scale flow and transport processes characteristic of the UBL. Conversely, microscale simulations, including

large-eddy simulations (LES), while capable of capturing these small-scale urban features, are computationally prohibitive25

for covering large urban areas and often neglect the influence of larger-scale mesoscale phenomena with horizontal scales of

tens or even hundreds of kilometres Martilli et al. (2002); Barlow (2014). This scale gap highlights the need for modelling

approaches that integrate processes across scales to improve our understanding of the UBL. Developing such model systems

will enable researchers and city planners to devise more effective strategies for mitigating adverse urban climate effects and

advancing sustainable urban planning (Krayenhoff et al., 2021).30

The PALM model system (Raasch and Schröter, 2001; Maronga et al., 2015, 2020, PALM for short) is an actively developed

and comprehensive atmospheric and oceanic modelling system for boundary layer flows. It is most widely known for high-

resolution large-eddy simulations (LES) of the UBL as well as for excellent scaling on modern high-performance computing

(HPC) environments. PALM is written in a modern Fortran standard (Fortran 2003) and is freely available under the GNU

General Public Licence v3.0 (GNU GPLv3). In recent years, PALM has undergone a rapid development phase, enabling for35

The implementation of Cartesian topography (Maronga et al., 2015, 2020), a land surface model PALM-LSM (LSM for

short; Gehrke et al., 2021), a building surface model PALM-USM (USM for short; Resler et al., 2017) and a Radiative Transfer

Model (RTM; Krč et al., 2021), has enabled the explicit representation of three-dimensional grid-resolved urban surfaces

and canopies in PALM simulations. With this grid-resolved urban canopy approach, surface fluxes of radiation and heat are

computed by solving the surface and subsurface energy balances for each of the atmosphere-facing cell face of in the prescribed40

topography, with local subgrid-scale momentum flux modelled using surface resistance approach. Moreover, the pressure drag

from grid-resolved obstacles (e.g. buildings) is implicitly taken into account by the application of topography masking method

in pressure solvers. This grid-resolved urban canopy approach expects the urban form to be adequately represented in the

simulation grid in all three spatial dimensions.

Furthermore, as this approach is targeted only to be used with building-resolving grids, it poses an underlaying approach that45

the atmospheric model and the radiative transfer model should be capable of accurately modelling the atmospheric transport

processes within the urban canopy. With a rough approximation that in LES the grid resolution shouldn’t exceed one tenth of

a typical surface feature (e.g. a single street canyon or building) so that the turbulent transport processes within the cavities

such as street canyons are still represented with a reasonable accuracy, grid resolutions of 1 to 2 metres or even finer are

typically required with urban canopies of typical packing densities (see e.g. Xie and Castro, 2006). Thus, although we refer50

to this approach as a resolved urban canopy approach, it depends heavily on the grid resolution how well the canopy and the

processes within the canopy are actually represented and resolved in a simulation.

Employing physical domain sizes large enough to include these mesoscale phenomena together with the metre-scale grid

resolution required for the resolved urban canopy approach leads to domain sizes that are not computationally feasible. In

order to bridge the gap between meso- and microscales in urban studies, the self-nesting system of PALM can be applied55

(Hellsten et al., 2021). With the nesting strategy, coarser-resolution simulation domains, still capable of resolving the larger-
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scale atmospheric phenomena, provide the turbulent boundary conditions for the high-resolution inner domain covering the

urban area of interest.

However, even with the self-nesting system, the computational costs for representing large urban areas at the building

resolving scale remains high. Furthermore, for medium-to-large size cities, the urban area may extend well beyond the limits60

of the finer resolution nested domains, potentially leading to insufficient surface representation in the upwind direction of

the study area. For many applications, resolving the urban canopy in such detail is not necessary, and thus the resolution

requirement of explicitly resolving the urban canopy flow can become a significant limiting factor for applying PALM in such

studies.

To provide an alternative urban surface representation in PALM, we present a newly developed single-layer urban canopy65

model, PALM-SLUrb (SLUrb for short), for representing urban canopies on non-building-resolving grids. The model formula-

tion of SLUrb is based on the single-layer version of the Town Energy Balance model (TEB; e.g. Masson, 2000; Lemonsu et al.,

2013) as implemented in the SURFEX model v8.1 (Le Moigne, 2018). When selecting the basis model, several criteria were

considered: the primary criterion was to select a well-known, evaluated model with a reasonable pre-existing user base; second,

a model that models turbulent transport using aerodynamic resistances was preferred for consistency, as this resistance-based70

approach is also used in PALM’s pre-existing surface models; third, a model with a set of inputs that are generally available

and commonly used in urban climatological studies; finally, a model with licensing compatible with the GNU GPLv3 licence

was preferred, although no codebase was eventually shared.

The decision to select a relatively simple urban canopy representation instead of a more complex one was supported by the

findings form prior urban land surface model intercomparison and evaluation projects (Grimmond et al., 2010; Lipson et al.,75

2024). These findings suggest that the more complex models do not necessarily perform any better than the simpler ones in

metrics related to the modelled surface forcing. Furthermore, as PALM already provides a possibility for a highly detailed

urban representation with the resolved urban canopy approach, a simpler model was preferred for an alternative.

As the aim was to implement a model that interactively couples with the turbulence-resolving LES without any temporal

aggregation, coupling the pre-existing TEB model with the atmospheric model was deemed technically unpractical or even80

unachievable. Thus, a completely new model implementation, based on the TEB model formulation and equations, was writ-

ten. Additionally, developing the model codebase from scratch allowed for utilising the pre-existing module framework and

interfaces of PALM, with similar data structures, parallelisation strategy, I/O routines and numerical schemes used as in other

PALM modules. Due to extensive differences in the model formulation, technical implementation and numerical schemes,

SLUrb should not be considered an integration of TEB in PALM, but rather a independent model tailored specifically for85

PALM.

Based on publicly available records, there are only a few models that currently implement coupling of an LES with an

urban canopy model. The Advanced Research WRF (ARW) configuration of the Weather Research and Forecasting (WRF;

Skamarock et al., 2019) provides coupling with LES mode (WRF-LES) and a single-layer urban canopy model UCM (Kusaka

and Kimura, 2004), whereas the multi-layer Building Energy Parameterization (BEP) model is not supported in LES mode.90

Additionally, there exists a variant of WRF-ARW with coupling to the TEB model (Meyer et al., 2020). The Icosahedral
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Nonhydrostatic model (ICON; Zängl et al., 2015; Giorgetta et al., 2018) in its Large-Eddy Model configuration (ICON-LEM;

Heinze et al., 2017) implements a coupling of an LES with the TERRA_URB urban canopy scheme (Campanale et al., 2024),

although at the time of the writing no peer-reviewed studies combining the two exist.

While WRF-LES has been successfully applied in several urban studies at O (100 m) grid resolutions (e.g. Zhu et al., 2017;95

Huang et al., 2019; Udina et al., 2020; Pinto et al., 2021), only a few studies (e.g. Zhong et al., 2020; Wang et al., 2023) have

extended to finerO (10 m) grid resolutions. Thus, there is still a need for further urban studies at these resolutions which bridge

the range of resolutions lying between pre-existing approaches.

This article presents the first version of the PALM-SLUrb model as implemented in PALM model system version 24.04,

along with sensitivity experiments and a model comparison against PALM simulations with LES-modelled urban canopies.100

Section 2 provides an extensive physical and technical description of the model and its implementation. This is followed

by an analysis of the model sensitivity against internal model parameters and external forcing in Section 3. In Section 4, a

model comparison experiment against PALM simulations with resolved urban canopies at varying grid resolutions is presented.

Finally, key limitations and a development outlook of the model are discussed in Section 5, followed by concluding remarks.

2 Model description105

2.1 Overview

Following TEB’s concepts, SLUrb represents urban canopy in two dimensions using an infinite canyon assumption, with energy

balances of roofs, walls, windows, and roads (jointly referred to as SLUrb surfaces or simply surfaces in the model description)

solved separately. These surfaces are interconnected to each other and to the atmosphere by a network of resistances, modelling

the transport of heat, both sensible and latent, within urban canopy as well as between the urban canopy and the first atmo-110

spheric model level. Roofs are represented as one single flat surface per urban tile, experiencing no shading from the urban

canopy. For canyon systems, the radiative processes, including shading and trapping of radiation within the urban canopy, are

parametrised using an internal radiation model. Momentum flux is modelled for the urban surface as whole using urban rough-

ness parametrisation. SLUrb provides isotropic and anisotropic versions of the canyon model, meaning that canyons with or

without a specific orientation can be modelled. As SLUrb is a single-layer canopy model, the internal conditions in the canyon115

are modelled only at canyon half-height regardless of the resolution of the atmospheric simulation. A schematic overview of

the geometry and the physical processes represented by the model is provided in Figure 1.

The model is interactively coupled to the atmospheric simulation at each time step. The heat exchange with the first atmo-

spheric level is solved separately for roofs and canyon systems whilst the momentum transport is not explicitly modelled for

the SLUrb’s internal surfaces but rather for the aggregate urban surface as a whole (see Section 2.7.2 on model coupling).120

The surface grid cells combine both SLUrb (urban) and LSM (vegetation or water) tiles to provide total surface-atmosphere

exchange.
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Figure 1. A schematic overview of the physical processes included in SLUrb, where τ represents parametrised momentum fluxes, L longwave

radiative, H sensible heat, LE latent heat and G conductive heat fluxes. The modelled resistance network is illustrated with resistor symbols

(lines with zigzag segment). The surfaces are illustrated with the default four material layers. Note that only one roof surface per urban tile

is modelled.

The individual model components are individually described in the following subsections, with the sectioning roughly fol-

lowing the modularisation of the model code. For reference, a nomenclature of model parameters and variables are listed in

separate tables (Table 1 and Table 2 respectively).125

2.2 Energy balance on surfaces

The surface energy balance equation SLUrb solves for each surface, written in general form for a given surface indicated with

⋆, is defined as

C0,⋆,
∂T0,⋆

∂t
= S

⇕
⋆ + L

⇕
⋆ −H⋆−LE⋆−G0,⋆, (1)

where T0,⋆ is the temperature of the material layer closest to the surface, C0,⋆ is its heat capacity, S
⇕
⋆ and L

⇕
⋆ are the net130

shortwave and longwave radiation budgets modelled by an internal canopy radiation model, H⋆ is the surface sensible heat

flux, LE⋆ the surface latent flux and G0,⋆ the conductive heat flux to the second material layer. To model subsurface heat

conduction, a one-dimensional discrete heat diffusion equation is solved for subsurface temperatures Tk,⋆, where k > 0 is the

index of the subsurface layer (see Section 2.6 for details). LE⋆ is only considered for horizontal surfaces, i.e. roofs and roads.

For walls and windows, LE⋆ is omitted from the surface energy balance. Both sensible and latent fluxes are computed between135
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Table 1. Nomenclature of the model parameters and constants in SLUrb that are either given as an input or set by the atmospheric model.

Symbol Unit Description

Af - Frontal area index

Ap - Plan area index

Aurb - Urban fraction

Awin - Window fraction (glazing ratio)

α - Shortwave albedo

Cp J kg−1 K−1 Specific heat capacity in constant pressure

C J kg−1 K−1 Material layer specific heat capacity

∆i m Atmospheric model grid spacing

∆z m Material layer thickness

ϵ - Longwave emissivity

F - Sky-view factor

hbld m Mean building height

hbld/wcan - Street canyon aspect ratio

λ W m−1 K−1 Material layer thermal conductivity

Λ W m−1 K−1 Thermal conductivity between material layers

Lv J kg−1 Latent heat of evaporation for water

mliq,max m3 m−2 Maximum liquid water reservoir

ρa kg m−3 Air density

ρl kg m−3 Water density

σ W m−2 K−4 Stefan-Boltzmann constant

z0,H m Aerodynamic roughness length for heat

z0,τ m Aerodynamic roughness length for momentum

the surface and a reference point, the reference point being the first atmospheric model level for roofs, and canyon midpoint for

walls, windows, and roads. The sensible heat flux between a given surface ⋆ and its corresponding reference point are modelled

using bulk transfer equation

H⋆ =
ρaCda,p

rH,⋆
(T0,⋆−Tref,⋆) , (2)

where ρa is the density of air, Cda,p is the specific heat capacity of dry air in constant pressure, rH,⋆ is the aerodynamic140

resistance (hereafter simply resistance) for the heat transfer, and Tref,⋆ is the air temperature at the reference point.

In SLUrb, horizontal surfaces can be either dry, partially covered by liquid water, or fully covered. The full surface area is

used for condensation and precipitation interception, whereas evaporation is only possible from area covered by liquid water.
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Table 2. Nomenclature of the model variables in SLUrb.

Symbol Unit Name

B m2 s−3 Buoyancy flux

cliq - Liquid water coverage on a surface

∆MO m Distance to a reference level used in MOST scaling

G W m−2 Conductive heat flux between material layers

H W m−2 Sensible heat flux

Hext W m−2 Sensible heat flux from external sources (e.g. industry)

Htraffic W m−2 Sensible heat flux from traffic

L⇕ W m−2 Net shortwave radiative flux

L⇓ W m−2 Total incident longwave radiative flux

LMO m Local Obukhov length

LE W m−2 Latent heat flux

LEext W m−2 Latent heat flux from external sources (e.g. industry)

mliq m3 m−2 Liquid water reservoir

P m3 m−2 s−1 Precipitation rate at surface

q - Water vapour mixing ratio at a reference point

qsat - Water vapour saturation mixing ratio

R m3 m−2 s−1 Surface water runoff rate

rH s m−1 Aerodynamic resistance for heat

S⇕ W m−2 Net shortwave radiative flux

S⇓ W m−2 Total incident shortwave radiative flux

S↓,dir W m−2 Incident direct shortwave radiative flux

T K Temperature

τ kg m−1 s−2 Momentum flux

U m s−1 Wind speed

Ucan,eff m s−1 Effective wind speed

u∗ m s−1 Friction velocity

w∗ m s−1 Convective velocity scale

Thus, parametrisation for the latent heat flux depends on saturation at the surface and is defined in SLUrb as

LE⋆ =





ρaLv

rH,⋆
(qsat,⋆− qref,⋆) if (qsat,⋆− qref,⋆) < 0

ρaLvcliq,⋆

rH,⋆
(qsat,⋆− qref,⋆) otherwise,

(3)145
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where Lv the latent heat of evaporation, cliq,⋆ coverage of liquid water on the surface, qref,⋆ is the water vapour mixing ratio at

the reference point and the qsat,⋆ water vapour mixing ratio at saturation at the surface. Computation of cliq,⋆ requires solving

a prognostic equation for liquid water reservoir m⋆,liq on the surface:

∂m⋆,liq

∂t
=−LE⋆

ρlLv
+ P −R, (4)

where ρl is density of water, P is precipitation rate on the surface as provided by the atmospheric model and R is surface150

runoff. Maximum liquid water reservoir mliq,max is set to 10−3 m−3 m−2 following Masson (2000), equivalent of 1 mm layer

of liquid water. Runoff is directly computed as the amount of water needed to be removed from the reservoir to bring it within

the limit of mliq,max. The runoff assumed to enter drainage systems and is removed from the model. Finally, cliq,⋆ is computed

following Noilhan and Planton (1989) as

cliq,⋆ =
(

m⋆,liq

mliq,max

)0.67

. (5)155

Integrating the model components results in a closed energy balance representing the complete SLUrb model system:

S
⇕
urb + L

⇕
urb−Hurb−LEurb (6a)

+ Htraffic + Hext + LEext (6b)

= (1−Ap)hbld

(
ρaCda,p

∂Tcan

∂t
+ ρaLv

∂qcan

∂t

)
(6c)

+Ap

(
Nroof∑

k=0

Ck,roof
∂Tk,roof

∂t
+ GN,roof

)
(6d)160

+ (1−Ap)
hbld

wcan
(1−Awin)

[
Nwall∑

k=0

Ck,wall

(
∂Tk,wall,A

∂t
+

∂Tk,wall,B

∂t

)
+ GN,wall,A + GN,wall,B

]
(6e)

+ (1−Ap)
hbld

wcan
Awin

[
Nwin∑

k=0

Ck,win

(
∂Tk,win,A

∂t
+

∂Tk,win,B

∂t

)
+ GN,win,A + GN,win,B + Strans

win,A + Strans
win,B

]
(6f)

+ (1−Ap)

[
Nroad∑

k=0

Ck,road

(
∂Tk,road

∂t

)
+ GN,road

]
(6g)

+ ρlLv

(
P −R− ∂mroof,liq

∂t
− ∂mroad,liq

∂t

)
, (6h)

where Ap is the plan area index (i.e. fraction of area occupied by buildings to total plan area), hbld/wcan is the street canyon165

aspect ratio, Awin is the window fraction (i.e. fraction of area occupied by windows to total building facade area, also known

as the glazing ratio). The terms in group (a) represent the aggregated atmosphere-urban fluxes, (b) additional fluxes that can

be given as model inputs (with Hext and LEext being sensible and latent heat fluxes from external, typically anthropogenic

sources not included in the model itself, and Htraffic is the sensible heat flux from traffic which enters the canyon system), (c)

the canyon system, (d) the roof, (e) the walls, (f) the windows, (g) the road, and (h) the moist physical processes. Each time170

step SLUrb computes a solution for the set of prognostic variables (Tcan, qcan, Tk,roof , Tk,wall,A, Tk,wall,B, Tk,win,A, Tk,win,B,
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mroof,liq, mroad,liq, with A and B referring to facades as illustrated in Fig. 1) that fulfils the energy balance up to the accuracy

of numerical schemes (10−3 . . .10−6 W m−2 depending on e.g. the time step of atmospheric radiation model).

2.3 Canopy radiation model

To represent radiative processes within the urban canopy SLUrb implements an internal urban canopy radiation parametrisation.175

The tile-averaged incident radiation partitions from a given atmospheric radiation model are directly taken as inputs, after which

the radiative budgets of each surface in SLUrb are internally computed, with the resulting aggregated outgoing fluxes fed back

to the atmospheric model (see Section 2.7.2 on model coupling for further details). Reflections and trapping are taken into

account for the surfaces within the canyon following either isotropic (Masson, 2000) or anisotropic (Lemonsu et al., 2013)

version of TEB radiation parametrisations. The main difference to Lemonsu et al. (2013), in addition to several differences in180

technical implementation, is that SLUrb version of the radiation model adds windows but omits gardens at this point. Similarly,

the isotropic version following Masson (2000) is amended with window fractions on facades.

2.3.1 Shortwave radiation

The shortwave parametrisation includes contributions from direct and diffuse shortwave flux incident on the urban tile, which

are further partitioned to SLUrb surfaces based on the canyon geometry, solar azimuth ϕsol and zenith angles λsol. The total185

absorbed shortwave radiation is computed based on an analytical solution for infinite reflections as derived by Lemonsu et al.

(2013). Given an anisotropic canyon with a prescribed orientation ϕcan, the incident direct solar radiative fluxes on the model

surfaces are

S↓,dir
roof = S↓,dir (7a)

S↓,dir
road = S↓,dir max

[
0,1− hbld

wcan
tan(λsol)sin |ϕsol−ϕcan|

]
(7b)190

S↓,dir
fac,A =

(
S↓,dir−S↓,dir

road

) hbld

wcan
δϕ (7c)

S↓,dir
fac,B =

(
S↓,dir−S↓,dir

road

) hbld

wcan
δϕ, (7d)

where S↓,dir is the incident direct shortwave radiation on the urban tile, and δϕ an indicator function depending on which one

of the walls is directly illuminated by the sun:

δϕ =





1 if sin(ϕsol−ϕcan) > 0

0 otherwise.
(8)195

The windows are assumed to be evenly distributed across the facades, allowing the same incident fluxes to be used for both the

walls and windows. Hence, we do not report the incident fluxes separately for walls and windows here. It may be here remarked

that a small error in the original Lemonsu et al. (2013) article has been corrected in the definition of S↓road, with multiplication

instead of division by the sine function. For isotropic canyons, the incident fluxes are averaged over all canyon orientations,

9
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resulting in200

S↓,dir
roof = S↓,dir (9a)

S↓,dir
road = S↓,dir

[
2ϕ0

π
− 2

π

hbld

wcan
tan(λ)(1− cos(ϕ0))

]
(9b)

S↓,dir
fac =

1
2

(
S↓,dir−S↓,dir

road

) hbld

wcan
, (9c)

where

ϕ0 = arcsin
[
min

(
hbld

wcan

1
tan(λ)

, 1
)]

(10)205

is a critical canyon angle before averaging (see Masson, 2000, for details).

Calculation of incident diffuse shortwave radiation on the surfaces is based on sky-view factors. Roofs are assumed to have

unobstructed view of the sky (Froof = 1), whereas sky-view factors for roads and facade surfaces are based on canyon geometry

following Masson (2000):

Froad =

[(
hbld

wcan

)2

+ 1

] 1
2

− hbld

wcan
(11a)210

Ffac =
1
2





hbld

wcan
+ 1−

[(
hbld

wcan

)2

+ 1

] 1
2





wcan

hbld
. (11b)

The total incident shortwave radiative fluxes from the sky before reflections on the surfaces are subsequentially

S⇓roof = S↓,dir + S↓,diff (12a)

S⇓road = S↓,dir
road +FroadS↓,diff (12b)

S⇓fac,A = S↓,dir
fac,A +FfacS

↓,diff (12c)215

S↓fac,B = S↓,dir
fac,B +FfacS

↓,diff (12d)

where S↓,diff is the incident diffuse shortwave radiative flux from sky on the urban tile.
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Modelling single reflection for the roofs and infinite reflections for the canyon surfaces adapting the derivation by Lemonsu

et al. (2013) for the context of SLUrb leads to the final net shortwave radiation balances for the surfaces:

S
⇕
roof = (1−αroof)S⇓roof (13a)220

S
⇕
road = (1−αroad)

[
S⇓road + (1−Froad)Rfac

]
(13b)

S
⇕
wall,A = (1−αwall)

[
1
2

(
S⇓fac,A + S⇓fac,B

)
+ αroadFfacS

⇓
road + αroadFfac (1−Froad)Rfac + (1− 2Ffac)Rfac

]

+

[
(1−αfac)

(
1 +

αfac (1− 2Ffac)
1 +αfac (1− 2Ffac)

)
+

S⇓fac,A−S⇓fac,B
2

]
(13c)

S
⇕
wall,B = (1−αwall)

[
1
2

(
S⇓fac,A + S⇓fac,B

)
+ αroadFfacS

⇓
road + αroadFfac (1−Froad)Rfac + (1− 2Ffac)Rfac

]

−
[
(1−αfac)

(
1 +

αfac (1− 2Ffac)
1 +αfac (1− 2Ffac)

)
+

S⇓fac,A−S⇓fac,B
2

]
(13d)

where αfac = (1−Awin)αwall+Awinαwin is the aggregate shortwave albedo for facades, andRfac is the mean facade reflection

defined as225

Rfac =
αfac

(
S⇓wall,A−S⇓wall,B

)
/2 +αfacFfacαroadS⇓road

1−αroadαfacFfac (1−Froad)−αfac (1− 2Ffac)
. (14)

For isotropic canyons, a mean of S
⇕
wall,A and S

⇕
wall,B is used for the average wall shortwave radiation balance S

⇕
wall. This

solution is obtained by applying S⇓fac,A = S⇓fac,B, a condition which follows directly from Eqs. (9) and (12), on the balance

equation of either wall A or B.

As the incident radiation on windows is the same as for walls (Eq. 12), the net shortwave radiation balance on window230

surfaces is obtained by replacing αwall with αwin from the respective equations for walls. However, unlike rest of the surface

types, the non-reflected shortwave radiation at the surface is allowed to be partially transmitted into subsurface window layers

and subsequently indoors. The incident radiant flux on a glass sheet is either reflected from the front side of the glass, reflected

from the rear side of the glass, transmitted or absorbed. Using the Beer-Lambert law, the absorbed radiation in a given window

layer is written as235

Sabs
win,i∈{A,B},n = S

⇕
win,i (1−αwin)

[
exp

(
−aΣk=0

k≤n∆zk

)
− exp(−ka∆zn)

]
, (15)

where Σk=0
k≤n∆zk is the cumulative thickness of glass sheets between n and outside, and β is the absorption coefficient for the

glass sheets:

β =
− ln ηwin+αwin−αwin,f

1−αf

Σk=0
k≤n∆zk

, (16)

where η is the window total transmissivity and αf is the glass frontal reflectivity. Furthermore, by assuming equal frontal and240

rear reflectivities for the glass sheets, αf can be written in terms of total shortwave reflectivity (i.e. albedo) α and transmissivity

11

https://doi.org/10.5194/gmd-2024-235
Preprint. Discussion started: 18 December 2024
c© Author(s) 2024. CC BY 4.0 License.



τ :

αwin,f =
1
2

[
αwin + ηwin + 1−

√
(αwin + τ + 1)2− 4αwin

]
. (17)

The absorbed radiation is added to the subsurface energy balance for each window layer, and replaces the default shortwave

absorption term of the surface energy balance.245

2.3.2 Longwave radiation

To simplify longwave radiative budget equations, the latest version of TEB approximates longwave radiative exchanges be-

tween two surfaces by linearisation around mean surface temperatures (Le Moigne, 2018). This approximation, however, could

not be adopted in SLUrb where the prognostic equations for surface temperatures, including the radiative terms, are linearised

in time instead due to numerical stability constraints arising from the usage of an explicit time-integration scheme (see Sec-250

tion 2.7.1 for details). Therefore, the original TEB approach following Masson (2000), based on the work of Johnson et al.

(1991), is used, where reflections up to first order are explicitly considered. In general form, the longwave budget for a given

surface A can be written as

L
⇕
A = − ϵAσT 4

A + ϵAFAL⇓

+ ϵA

N∑

B ̸=A

ϵAϵBFB→AσT 4
B

+ ϵAσ

N∑

C ̸=A

N∑

B ̸=C

FC→A (1− ϵC)FB→CϵBT 4
B

(18)

where the sums are computed over N interacting surfaces, ϵ is the emissivity of a surface, σ is the Stefan-Boltzmann constant,255

FA is the sky-view factor of surface A, F∗→∗ is a view factor of given surface to surface A as defined by the canyon geometry,

and L⇓ is the incoming longwave radiation from the sky. The terms on the right-hand side of the equation represent the

emission of longwave radiation by surface A, absorption of incoming longwave radiation from the sky, absorption of direct

incoming longwave radiation from surface B, and absorption of longwave radiation from surface B reflected from surface C,

respectively. The net longwave radiative budgets for the surfaces in an expanded form are presented in Appendix A.260

2.4 Canyon model

For the canyon model, the SLUrb and TEB implementations deviate substantially due to physical and technical differences in

the domain of application. TEB computes Tcan and qcan diagnostically, relying on the assumption of equilibrium of fluxes from

canyon surfaces and the fluxes between the canyon and the atmosphere. Due to the short timescale perturbations (e.g. gusts,

thermals) resolved by LES, enforcing this assumption in SLUrb was found to lead into instability of the solution. Therefore,265

to stabilise the canyon model, SLUrb solves additional prognostic equations for canyon air temperature Tcan and specific

humidity qcan. A finite volume of canyon air with a total volume of hbld per unit area is considered, leading to the following
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prognostic equations:

∂Tcan

∂t
=

1
ρaCda,p,hbld

(Hs,can−Hcan) , (19a)

∂qcan

∂t
=

1
ρaLv,hbld

(LEroad−LEcan) , (19b)270

where Hcan and LEcan are the sensible and latent heat fluxes from canyon air to atmosphere respectively, and Hs,can is the

aggregated sensible heat flux from the canyon surfaces defined as

Hs,can = (1−Awin)
hbld

wcan
(Hwall,A + Hwall,B) +Awin

hbld

wcan
(Hwin,A + Hwin,B) +Hroad + Htraffic. (20)

By default, the wind speed at canyon half-height Ucan is computed following Lemonsu et al. (2004), extending the original

Masson (2000) parametrisation into wake interference and isolated roughness flow regimes of shallow canyons (hbld/wcan <275

1):

Ucan =Dw exp
(
−1

4
hbld

wcan

) ln
(

hbld/3
z0,τ,urb

)

ln
(

∆z/2+hbld/3
z0,τ,urb

)U1, (21)

where U1 is the wind speed at the first atmospheric model level, and

Dw = max
{

min
[
1 +2

(
2
π
− 1
)(

hbld

wcan
− 1

2

)
, 1
]
,
2
π

}
. (22)

Optionally, the extension into wake flow regimes can be disabled, reverting to the original form of Masson (2000) by fixing280

Dw = 2/π, note that parametrisations are identical for narrow canyons (hbld/wcan ≥ 1). Furthermore, a parametrisation after

Krayenhoff and Voogt (2007), written as

Ucan = exp
( −Af

2(1−Ap)

)
, (23)

is available as an alternative option.

In addition, to incorporate the effect of in-canyon turbulence, effective wind speed Ucan,eff is used in place of Ucan in canopy285

resistance computations, adding the effect of in-canyon turbulence to the mean canyon wind speed (Lemonsu et al., 2004):

Ucan,eff =
√

U2
can + (u∗,urb + w∗,can)2, (24)

where u∗,urb is the urban friction velocity and w∗,can is the convective velocity scale defined as

w∗,can =
(

g

Tcan
Bcanhbld

) 1
3

, (25)

where Bcan is the total canyon buoyancy flux computed from Hs,can and LEroad.290
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2.5 Resistance model

2.5.1 Horizontal surfaces and canyons

On horizontally oriented surfaces (roofs and roads) as well as for the transport between the canyon air and the first atmospheric

grid level, the resistances are based on Monin-Obukhov similarity theory (MOST) (Monin and Obukhov, 1954; Foken, 2006),

with a general form of295

rH,⋆ =
1

κu∗

[
ln
(

∆MO

z0,τ,⋆

)
−ΨH

(
∆MO

LMO

)
+ ΨH

(
z0,H,⋆

LMO

)]
, (26)

where ∆MO is the distance to a reference level, u∗ is the local friction velocity at a reference level, z0,τ is the local aerody-

namic roughness length for momentum, ΨH an integrated universal stability function for heat (formulations of Paulson, 1970;

Holtslag and Bruin, 1988, for unstable and stable conditions respectively) and LMO the local Obukhov length. The reference

level for roof surfaces and canyon air is at the first atmospheric grid level and at the canyon centre point for road surfaces300

(see Fig. 1), resulting in ∆MO of z1, hbld/2, (hbld + ∆z)/2 for roofs, roads, and canyon air respectively. By default, the aero-

dynamic roughness length for heat z0,H for roof and road surfaces is dynamically computed following (Kanda et al., 2007):

z0,H,⋆ = z0,τ b exp
[
−a
(z0,τu∗

ν

)]
, (27)

where a = 1.29 and b = 7.4 are empirical coefficients and ν is the dynamic viscosity. Alternatively, a fixed value may be305

prescribed to be used throughout the simulation, with z0,H = z0,τ ×10−2 as the default. For the resistance between the canyon

air and the first atmospheric grid level, the roughness length of aggregate urban surface (z0,τ,urb) is used instead of surface

roughness. The Obukhov lengths are computed using Newton iteration similarly as described in Maronga et al. (2020), using

the same universal functions.

2.5.2 Vertical surfaces310

SLUrb implements three different parametrisations for rH of vertically oriented surfaces, i.e. the facade surfaces (walls and

windows). The first one follows the DOE-2 parametrisation from the EnergyPlus™ building energy simulation program (U.S.

Department of Energy, 2024). The parametrisation takes into account natural convection along the facades and forced convec-

tion due to canyon wind. It is calculated in SLUrb as an average of wind- and leeward facades:

rH,⋆,DOE-2 =
Cda,pρa√

D2
n + 1

2

[(
a1U

b1
can,eff

)2

+
(
a2U

b2
can,eff

)2
] , (28)315

whereDn = 1.31 |T0,⋆−Tcan|
1
3 is a component representing natural convection with model constants a1 = 3.26 W m−2 m−b1 sb1

and b1 = 0.89 for windward facades, and a2 = 3.55 W m−2 m−b2 sb2 and b2 = 0.617 for leeward facades (Booten et al., 2012).

The two other implemented parametrisations, after Krayenhoff and Voogt (2007) and Rowley and Algren (1937), depend

solely on forced convection, omitting the effect of natural convection. The Krayenhoff and Voogt (2007) parametrisation is
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defined as320

rH,⋆,K&V = CK&V,r (11.8 +4.2Ucan,eff)− 4.0, (29)

where CK&V,r is facade roughness relative to concrete (default CK&V,r = 1.0). The Rowley and Algren (1937) parametrisation

is a single-variable function of canyon wind speed and is defined as

rH,⋆,R&A = Cda,pρa (11.8 +4.2Ucan,eff) . (30)

2.6 Subsurface energy balance325

By defining the material temperatures at layer centres and fluxes defined at layer edges, the discretised conductive heat flux

between a given subsurface layer n (n ̸= 1) and the next layer n + 1 is

Gn,⋆ =
2

∆zn,⋆/λn,⋆ + ∆zn+1,⋆/λn+1,⋆
(Tn,⋆−Tn+1,⋆)

= Λn,⋆ (Tn,⋆−Tn+1,⋆) ,

(31)

where ∆zn and ∆zn+1 are the layer thicknesses, λn and λn+1 are the heat conductivities of the layers and Λn,⋆ is the layer

edge conductivity. Subsequently, the prognostic equation for a subsurface layer n temperature is330

∂Tn,⋆

∂t
=

1
Cn,⋆∆zn,⋆

(Gn−1,⋆−Gn,⋆) , (32)

where Cn,⋆ is the layer specific heat capacity. The outside boundary condition for the heat equation is given by the surface

energy balance and the inside boundary condition is set to either building indoor air temperature (roofs, walls, windows) or

to deep soil temperature (roads), both given as an input to the model. For windows, an additional term is added to Eq. (32) to

incorporate a contribution from absorption of radiative flux (see Section 2.3.1 for details).335

2.7 Implementation

2.7.1 Computational method

Like rest of PALM’s surface code, SLUrb is called after the solution of atmospheric state but before the atmospheric radiation

models in PALM’s time stepping sequence. Internally, the time stepping sequence of SLUrb is arranged in bottom-up approach.

First, the radiative fluxes on surfaces are computed, followed by computation of the surface and canyon resistances. After these,340

the surface energy balances are solved as well as prognostic equations of the canyon model. Finally, the modelled fluxes are

aggregated, and urban contribution is added to subgrid-scale tendencies of the atmospheric simulation.

SLUrb requires usage of PALM’s default time integration scheme, which is a low-storage 3rd-order Runge-Kutta integration

following Williamson (1980). The surface energy balance equations, i.e. the prognostic equations for surface temperatures, are

linearised in time due to their strong dependency on the surface temperature itself. The implementation follows that of the USM345

and LSM modules in PALM (Resler et al., 2017; Gehrke et al., 2021). The main difference is that for the canyon surfaces, the

linearisation of the longwave radiation budgets needs to be applied to the trapping terms in addition to the outgoing radiation.
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For a given prognostic surface temperature T0,⋆, the net longwave radiation is first split into terms with and without depen-

dency on T0,⋆ respectively:

L
⇕
⋆ = L̃

⇕
⋆ + L̂

⇕
⋆ (T0,⋆) . (33)350

Then, L̂
⇕
⋆ is linearised around time:

L̂
⇕
⋆ ≈−ϵeff,⋆σT 4

0,⋆− ϵeff,⋆σT 3
0,⋆

(
T t+1

0,⋆ −T0,⋆

)
, (34)

where T t+1
0,⋆ is the surface temperature at next time level (t + 1) and ϵ⋆,eff is the effective emissivity of the surface, including

the effects of longwave interactions within canyon (i.e. ϵ⋆,eff is the sum of all the factors of T0,⋆ in the respective longwave

budget (see Appendix A). Furthermore, the saturation specific humidity is linearised as it depends on T0,⋆ as well:355

qt+1
⋆,sat ≈ qsat,⋆ +

(
∂qsat,⋆

∂T0,⋆

)(
T t+1

0,⋆ −T0,⋆

)
. (35)

After linearisation, T0,⋆ can be computed for the next time step as

T t+1
0,⋆ ≈ DA∆t + Ck,⋆T0,⋆

Ck,⋆ +DB∆t
, (36)

where ∆t is the time step, and

DA = S
⇕
⋆ + L̃

⇕
⋆ + 3ϵeff,⋆σT 4

0,⋆ +
ρaCda,p

rH,⋆
Tref +

ρaLvcliq,⋆

rH,⋆

(
qref − qsat,⋆ +

∂qsat,⋆

∂T
T0,⋆

)
+ Λn,⋆T1,⋆ (37a)360

DB = 4ϵeff,⋆σT 3
0,⋆ +

ρaCda,p

rH,⋆
+

ρaLvcliq,⋆

rH,⋆

∂qsat,⋆

∂T
+ Λn,⋆. (37b)

In case of saturation at the surface, cliq,⋆ is omitted from the equation and full surface area is used for dewfall.

The internal arrays (e.g. prognostic variables, surface parameters, etc.) of SLUrb surface tiles are wrapped in a Fortran

derived data type, allowing for easier access across the model system. An exception to this are the target arrays for prognostic

variables, as the target attribute is not allowed for derived type components in Fortran 2003, and which should be accessed365

true time level pointers in any case. The horizontal domain dimensions are flattened to an internal 1D grid such that the

SLUrb internal arrays are only defined for grid cells containing urban surface (urban fraction greater than 1% by default). This

increases SLUrb’s memory efficiency in cases where urban surfaces cover only part of the total modelling domain. As SLUrb

loops over this internal grid instead of the whole 2D horizontal grid, SLUrb is only run for urban surface tiles. Furthermore,

SLUrb groups several time-constant coefficients in the model equations (such as coefficients in the longwave radiation budgets),370

precomputes them at initialisation and stores them in the memory for runtime usage. This pre-computation significantly reduces

computational load of SLUrb while inflicting only a small memory-trade-off.

SLUrb supports PALM’s MPI-based parallelisation, which is implemented by decomposing the simulation domain into

processor elements (PE) in x and y-directions. As SLUrb tiles do not have horizontal data dependencies, SLUrb runs inde-

pendently on each PE, performing no intraprocess communication, with the sole exception of aggregation of the maximum375

allowed time step based on diffusion criterion. Subsequently, the computational load and memory footprint of SLUrb can be-

come unbalanced between the PEs if the urban tiles are not evenly distributed across the simulation domain. However, this is
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of low importance for the total simulation performance as the computational load of the SLUrb model is only a small fraction

(< 1%) of the total CPU time of typical micro to mesoscale simulations, with memory footprint being negligible compared to

the three-dimensional atmospheric model. Thus, the computational efficiency of SLUrb is not studied in further detail here.380

2.7.2 Model coupling

For the atmospheric coupling, roof and canyon heat fluxes are aggregated to total urban tile heat fluxes as

Hurb =ApHroof + (1−Ap)Hcan, (38a)

LEurb =ApLEroof + (1−Ap)LEcan. (38b)

The friction velocity is computed for the urban surface as a whole following MOST and using representative urban roughness385

length:

u∗,urb = κU1,eff

[
ln
(

∆z/2
z0,τ,urb

)
−Ψm

(
∆z/2
LMO

)
+ Ψm

(
z0,τ,urb

LMO

)]−1

, (39)

after which the total momentum flux is computed separately for the horizontal wind components as

τi,urb =−ρauiu∗,urb

[
ln
(

∆z/2
z0,τ,urb

)
−Ψm

(
∆z/2
LMO

)
+ Ψm

(
z0,τ,urb

LMO

)]−1

, (40)

and entered as a tendency in the respective prognostic equation. Furthermore, urban fraction is used to aggregate these heat390

fluxes with the fluxes modelled by LSM (vegetation or water surfaces) for the same surface grid cell in a mixed-tile mosaic ap-

proach. The tile-aggregated fluxes enter the atmospheric prognostic equations as tendencies at the first atmospheric u-grid level

above topography in PALM’s Arakawa C-grid through PALM’s subgrid-scale diffusion routines. The modelling, aggregation,

and coupling is performed at every substep of the time integration scheme.

For coupling to atmospheric radiation models in PALM, effective urban albedo395

αurb =
S⇑urb

S⇓urb

, (41)

effective urban emissivity aggregated using surface-to-sky view factors

ϵurb =Apϵroof + (1−Ap)
(
Froadϵroad +

hbld

wcan
Ffacϵfac

)
, (42)

and urban radiative temperature

Trad,urb =

(
L⇑urb

σϵurb

) 1
4

, (43)400

are computed. Similarly to heat fluxes, the urban radiative fluxes are aggregated with those modelled by LSM to represent the

total radiative budgets for surface grid cells. Furthermore, SLUrb is fully coupled with the three-dimensional radiative transfer

model RTM (Krč et al., 2021). This provides the possibility of resolving radiative interactions with grid-resolved large-scale

topography such as mountain shadows in urban simulations with SLUrb, although urban radiative interactions itself are not

resolved by RTM when SLUrb is used. The coupling with the atmospheric radiation models is realised every radiation time405

step, which is typically larger than the atmospheric time step and is set by the user.
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2.7.3 Inputs and outputs

Almost all model parameters of SLUrb can be user-configured through a provided input driver file in netCDF format. Pa-

rameters are expected to be defined in a two-dimensional spatial grid matching the simulation domain’s horizontal grid, with

additional dimensions of time or layer for temporally dynamic and subsurface parameters, respectively. Model external forcing,410

i.e. Htraffic, Hext, and LEext, can be given either as one-dimensional time profiles or with both spatial and temporal dimen-

sions. As gathering data of material properties within the urban form might not be readily available, preset values depending

on the road surface type or building year and use are provided. These preset values are similar to those used by USM and

LSM (Resler et al., 2017; Gehrke et al., 2021), with adjustments on radiative parameters based on literature. However, users

are advised to assess if the preset parameters are applicable in their use case. The official PALM documentation includes an415

extensive documentation of the SLUrb input driver with appropriate references for the preset values and an example driver file.

The parameters describing the urban form in SLUrb are provided by the user. These can be derived either from a pre-existing

urban typology, e.g. maps of Local Climate Zones using look-up tables (Stewart and Oke, 2012; Demuzere et al., 2020), or

using a bottom-up approach by computing them from high-resolution urban datasets (Lipson et al., 2022). With the bottom-

up approach it should be kept in mind that the horizontal grid cell size in PALM simulations is typically much smaller than420

minimum size for spatial window needed to compute reliable estimates for the urban morphological parameters (≥ 100 m as

suggested by Bechtel et al., 2015). Thus, either upsampling from an initially coarser resolution dataset or computation of the

parameters using a sliding spatial window is needed. The authors recommend the latter approach, as it will produce smoother

spatial gradients for the parameters, utilising the full spatial resolution of the simulation domain.

For outputs, SLUrb offers a comprehensive range of the model variables and further diagnostic quantities, accessible through425

the PALM’s netCDF output interface. Both instantaneous and temporally averaged versions of the output variables are avail-

able. The PALM documentation provides detailed information on the available outputs and their descriptions. Additionally,

SLUrb integrates with PALM’s restart mechanism, enabling the storage of the model state for potential restart runs.

2.7.4 Code review

During the integration phase, the energy balance closure of the complete model, each of the individual model surfaces as430

well as the canyon model was verified based on model outputs with several configurations to ensure conservation of energy.

Furthermore, it was verified that the drag induced to the atmospheric flow matches that of the modelled momentum flux. The

model equations as implemented in SLUrb were compared against their TEB counterparts where available and applicable,

to ensure consistency of the parametrisations. The model code and other related modifications to the PALM model system

codebase were reviewed first by a senior PALM developer and finally by the PALM maintainer prior merging.435
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3 Sensitivity tests

Evaluation of PALM-SLUrb was started by performing extensive sensitivity tests. The first aim of these tests was to ensure that

the model’s responses to variations in input parameters and boundary conditions are both physically sound and interpretable.

Secondly, given the relatively large amount of model inputs and parametrisation options in SLUrb that can be adjusted by the

user, such tests would gather important knowledge on their relative importances when compared to atmospheric forcing in440

the context of urban boundary layer studies using PALM. Sensitivities on a total of 25 model parameters, four forcing-related

variables and four internal parametrisations were tested. Sensitivity on grid resolution is not covered in this section, but rather

in the model comparison (Section 4).

3.1 Experiment setup

The test cases were defined as one-at-a-time tests around a baseline case, meaning that only one of the parameters, forcing-445

related variables or internal parametrisations were changed at a time. The changes were defined as modifications to a baseline

case, shared by all the tests. For each parameter or forcing variable, two modifications around the baseline case were tested,

meaning that the parameter or variable was changed by the exact same amount from baseline to both a lower or to a higher

value. The baseline urban form is roughly representative of a Local Climate Zone 2 (LCZ 2, compact midrise urban form),

with a mix of residential and office buildings from 1950–2000 following German building typology (Loga et al., 2015). A450

complete list of tested model parameters and forcing-related variables are presented in Table 3, with a list of parametrisation

tests presented in Table 4.

A simulation domain with Nx = Ny = 256 and Nz = 128 grid points and a uniform grid resolution of ∆i = 16 m, corre-

sponding to a domain size of 4096×4096×2048 m3 in physical units, was used for all the simulations. The simulations were

set up in LES mode with Boussinesq-approximated governing equations, a 5th-order upwind advection scheme after Wicker455

and Skamarock (2002), an iterative multigrid pressure solver (e.g. Hackbusch, 1985), a 1.5-order subgrid-scale turbulence

model after Deardorff (1980), and a 3rd-order low-storage Runge-Kutta time stepping scheme with variable time step con-

strained by the Courant-Friedrichs-Lewy (CFL) condition (Williamson, 1980). A sponge layer was applied over the boundary

layer (sin2-damping with factor 3×10−3 s−1 applied above 1536 m). The Coriolis frequency was set to f ≈ 1.117×10−4 s−1,

corresponding to a latitude 50◦ N.460

To avoid accumulation of effects from urban forcing, which would arise if periodic boundary conditions would be applied, a

hybrid approach with a precursor run was utilised. With this approach, a precursor run with periodic boundary conditions was

used to produce a turbulent inflow data for the main experiment simulations. The precursor was initialized with typical spring-

time clear-sky conditions for Central Europe as derived from the ERA5 global reanalysis (Hersbach et al., 2020). Furthermore,

diurnal profiles of incoming shortwave and longwave radiative fluxes were computed from the ERA5-Land data that were used465

as external (prescribed) radiative forcing in both precursor and main simulations. A surface representing patches of vegetation

following typical Central European vegetation typology was set up, with LSM used as the sole surface model. A more detailed

description of the precursor setup is given in Appendix B.
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Table 3. Summary of sensitivity tests, with baseline values and applied modification.

Experiment Symbol Baseline Modification ±∆s

Forcing

Incoming SW radiation1 S⇓ 160 W m−2 80 W m−2

Incoming LW radiation1 L⇓ 285 W m−2 10 W m−2

Building indoor temperature Tindoor 295 K 2 K

Deep soil temperature Tsoil 280 K 5 K

Urban form

Urban fraction Aurb 0.8 0.1

Plan area index Ap 0.4 0.2

Mean building height hbld 15 m 7.5 m

Canyon aspect ratio hbld/wcan 1.0 0.5

Urban roughness length z0,τ,urb 0.75 m 0.375 m

Material parameters

Roof heat capacity2 Ck,roof 499 kJ m−2 K−1 249 kJ m−2 K−1

Roof thermal conductivity3 λk,roof 0.28 W m−2 K−1 0.14 W m−2 K−1

Wall heat capacity2 Ck,wall 573 kJ m−2 K−1 287 kJ m−2 K−1

Wall thermal conductivity3 λk,wall 0.68 W m−2 K−1 0.34 W m−2 K−1

Road heat capacity2 Ck,wall 1887 kJ m−2 K−1 944 kJ m−2 K−1

Road thermal conductivity3 λk,road 0.38 W m−2 K−1 0.19 W m−2 K−1

Window heat capacity2 Ck,wall 138 kJ m−2 K−1 69 kJ m−2 K−1

Window thermal conductivity3 λk,win 2.25 W m−2 K−1 1.125 W m−2 K−1

Window fraction Awin 0.25 0.125

Roof albedo αroof 0.1 0.05

Roof emissivity ϵroof 0.95 0.025

Wall albedo αwall 0.3 0.15

Wall emissivity ϵwall 0.93 0.035

Window albedo αwin 0.15 0.075

Window emissivity ϵwin 0.87 0.065

Window transmissivity ηwin 0.65 0.175

Road albedo αroad 0.1 0.05

Road emissivity ϵroad 0.95 0.025

Roof roughness length z0,τ,roof 0.15 m 0.075 m

Road roughness length z0,τ,road 0.05 m 0.025 m

Some parameters have been aggregated for representation in the table: 1 diurnal average, 2 arithmetic sum aggregate over all

material layers in the table, or 3 inverse of a harmonic sum aggregate over all material layers in the table.
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Figure 2. Vertical profiles of the baseline forcing (a-d) as produced by the precursor run and the applied diurnal profiles of shortwave and

longwave incoming radiative fluxes at surface (e) as computed from the ERA5 data. Together the plots (a-e) represent the overall atmospheric

forcing used in the main simulations.
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Table 4. Sensitivity tests for internal SLUrb parametrisations.

Experiment Baseline Modified setting

z0,H of horizontal surfaces Kanda et al. (2007) Fixed (z0,m× 10−2)

rH of vertical surfaces DOE-2 Rowley and Algren (1937)

Canyon wind speed Lemonsu et al. (2004) Masson (2000)

K&V parametrisations1

1Both rH of vertical surfaces and the canyon wind speed parametrised after Krayenhoff and Voogt (2007).

The precursor was run for a total of 49 hours, with initialisation time set to 03:00 local solar time. For convenience, the

simulation time was defined to match apparent solar time, aligning maximum solar zenith angle to 12:00. The turbulent inflow470

data were saved over a (y,z) cross-section every time step of the last 25 hours of the precursor, providing turbulent inflow

for one hour of flow spinup followed by a full 24-hour diurnal cycle, from 04:00 to 04:00 the following day, for the main

simulations. The resulting vertical and diurnal profiles of mean wind speed, wind direction, potential temperature, relative

humidity and incident radiative fluxes, representing the overall forcing for the main simulations, are given in Fig. 2.

The high temporal resolution cross-section data from the precursor run were imposed as a Dirichlet boundary condition in the475

main simulations, with an open boundary condition satisfying the Sommerfield radiation condition and mass flow conservation

used at the outflow boundary (Orlanski, 1976). Periodic boundary conditions were used for the (x,z) boundaries. For the

surface, an urban area with an extent of 1536× 1536 m2 was embedded with 2368 m and 192 m downwind distance from the

inflow and outflow boundaries, respectively (Fig. 3). The vegetation type was set to short grass within the urban area, with the

precursor surface reused elsewhere.480

3.2 Analysis

The sensitivity of modelling results on model parameters and forcing variables were analysed against seven response variables.

The selected response variables are sensible heat flux H , latent heat flux LE, ratio of sensible heat flux to net radiation H/Rn,

2-metre air temperature T2m, area-weighted total urban surface temperature TC , canyon relative humidity RHcan and total

friction velocity u∗. Total surface fluxes and friction velocity were used in the analysis, including both urban contribution485

(SLUrb) and land surface contribution (LSM). Following the similar approach as in SURFEX, 2-metre air temperature T2m

was computed as an weighted average of the street canyon air temperature from SLUrb and the 2-metre air temperature as

calculated using exponential interpolation by LSM for vegetation. All target variables were computed as an average over an

rectangular area within the target urban area as presented in Fig 3. The selection of the response variables was based on

consideration of SLUrb’s intended use as an urban representation especially used with relatively coarse grid spacings, where490

the total surface forcing and quantities describing the overall conditions within the urban canopy are of the primary interest. To

present the results in concise and comparable form, they are reported using response rate around the baseline based on central
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Figure 3. Domain configuration for the sensitivity tests, representing a homogeneous target urban area embedded in a domain of mixed

vegetation patches. The vegetation cover is simplified into two categories for the purpose of clarity, while the vegetation cover used in the

simulations follows that used in the precursor (see Appendix B).

difference:

RR = Cs
Y+−Y−

(X+−X−)/Xbase
, (44)

where Y+ and Y− are the values of the response variable with the positive and negative modifications respectively, X+ and X−495

are the modified values of the independent variable and Xbase is the baseline value of the independent variable. Furthermore,

we used scaling factor of Cs = 0.1 to represent responses for a 10% modification around the baseline in the given parameter or

forcing variable. For the parametrisation tests, where the applied modifications on baseline case are not numerical, such factors

cannot be computed, and the results are reported as absolute differences to baseline values.

It should be noted that in reality at least for some parameters or forcing variables, the responses can be non-linear in nature,500

meaning that RR has a dependency on the selection of a baseline. Furthermore, a 10% change in one parameter might be

relatively small compared to its typical variation in real world, whereas for another parameter it might represent its whole

physically realistic range. As an example, a 10% difference in building indoor temperature corresponds to a difference of

almost 30 K in absolute terms, which is far beyond the range of typical variability in the given variable. However, for incoming

shortwave radiation the corresponding absolute difference would be in the order of tens of W m−2 (diurnal average), which is505

well within typical variability of the variable. Thus, the response rates should be analysed in context, and are only used here to
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provide a single figure for each of the tested forcing variable and model parameter. Thus, RR should be considered purely as

a way to report the sensitivity with a single figure instead of a figure that would be truly comparable across the response and

explanatory variables. Furthermore, they can be conveniently used to estimate impact of uncertainty in an input if the range of

the uncertainty is known.510

The model sensitivity was analysed for both daytime and nighttime. The aggregation period for daytime values was defined

as 12:00-16:00, with nighttime values aggregated over 00:00-04:00 of the following night. The data was sampled from every

time step for aggregation.

3.3 Results and discussion

Incoming SW radiation 23.60 2.953 0.232 0.987 -0.818 0.019 0.307 0.013 0.024 0.052 -0.066 0.000

Incoming LW radiation 18.32 2.602 0.179 0.769 -0.606 0.014 6.726 0.570 0.591 2.363 -1.257 0.010

Building indoor temperature 21.01 0.080 0.316 2.270 -1.004 0.007 13.08 0.010 0.622 3.295 -3.250 0.007

Deep soil temperature 3.810 0.022 0.064 0.143 -0.205 0.001 1.765 -0.005 0.082 0.288 -0.429 0.001

Forcing H LE T2m TC RHcan u * H LE T2m TC RHcan u *

Daytime Nighttime

Negative response Positive response

Table 5. Sensitivity of the target variables on forcing-related variables. The reported values are relative response rates RR scaled to a 10%

increment in the given parameter around the baseline. The target variables are sensible heat flux H
(
W m−2

)
, latent heat flux LE

(
W m−2

)
,

ratio of sensible heat flux to net radiation H/Rn (p.p.), 2-metre air temperature T2m, area-weighted urban surface temperature TC (K),

canyon relative humidity RHcan (p.p.) and total friction velocity u∗
(
m s−1

)
.

As an overall reference of the model’s diurnal behaviour, diurnal profiles of the target variables from the experiments with515

three different urban fractions are presented in Fig. 4. The largest differences are in daytime for fluxes and in nighttime for

surface temperatures. Increasing urban fraction increases H and lowers LE. Similarly, the 2-metre air temperature increases

slightly with urban fraction over the diurnal, whereas for TC the effect is visible only during nighttime. For RHcan, the effect

is relatively small. u∗ increases with urban fraction as well, especially in daytime.

The effect on heat fluxes is as expected, LE decreases with decreasing vegetation cover and H represents higher partition of520

the total heat flux. The decrease in LE is slightly higher than the increase in H which is explained by the higher storage flux of

urban surfaces compared to vegetated surfaces. The relatively small effect on T2m can be explained by the relatively small size

of our target urban area which means the upwind fetch over urban area is on average very short, limiting the accumulation of

urban heat. As TC by definition includes only artificial surfaces, there is no direct dependency onAurb and hence the sensitivity

on it is not very strong either. However, in the nighttime, TC is increased due to small heat island effect and also due to slightly525

enhanced mechanical near-surface mixing.
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Figure 4. Diurnal cycles of the sensitivity test target variables (a) sensible heat flux H , (b) latent heat flux LE, (c) 2-metre air temperature

T2m, (d) area-weighted total urban surface temperature TC , (e) canyon relative humidity RHcan, and (f) total friction velocity u∗, presented

for three different urban fractions Aurb.
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Fixed z0, H (horizontal) 4.490 0.112 -0.026 -0.622 0.075 -0.007 0.292 0.013 0.012 -0.040 -0.064 -0.000

R&A rH (vertical) 9.939 0.045 0.162 -2.464 -0.514 0.003 -0.723 0.002 -0.035 0.138 0.182 -0.000

K&V parametrisations 8.592 0.041 0.140 -2.095 -0.445 0.003 -0.745 0.002 -0.036 0.129 0.188 -0.000

Masson Ucan 0.318 0.005 0.005 -0.081 -0.017 0.000 -0.183 0.001 -0.009 0.026 0.046 -0.000

Parametrisation H LE T2m TC RHcan u * H LE T2m TC RHcan u *

Daytime Nighttime

Negative response Positive response

Table 6. Sensitivity of the target variables on used internal parametrisations in SLUrb. The reported figures are absolute differences to the

baseline. The target variables are sensible heat flux H
(
W m−2

)
, latent heat flux LE

(
W m−2

)
, ratio of sensible heat flux to net radiation

H/Rn (p.p.), 2-metre air temperature T2m, area-weighted urban surface temperature TC (K), canyon relative humidity RHcan (p.p.) and

total friction velocity u∗
(
m s−1

)
. The colour scale is shared with Table 5.

As urban areas in our setup have higher roughness length than the vegetated surfaces, the enhancement of u∗ is expected,

however the effect as well as the magnitude of u∗ in all cases is relatively small during nighttime. It is worth noting that the

coarse grid resolution used in the sensitivity tests might lead to an underestimation of the surface layer mixing in nighttime,

leading to underestimation of u∗ as well. The resolution sensitivity, however, is not analysed as a part of these sensitivity tests,530

but as a part of the model comparison (see Sect 4).

Table 5 presents the response rates RR for a set of target variables, as computed from the experiments with forcing-related

variables. For H , highest RR of 23.60 W m−2 is obtained for a 10% variation in daily mean incoming shortwave radiation,

followed by building indoor temperature and incoming longwave radiation. Deep soil temperature has an order of magnitude

lower RR. For LE, the order of incoming longwave radiation and building indoor temperature is reversed, and the order of535

magnitudes of RR are two to three times lower than for H . Building indoor temperature has the highest RR for T2m, and

TC , with the highest absolute albeit negative RR for RHcan as well. The radiative fluxes have the highest RR for u∗, which

follows from its strong dependency on surface stability.

For nighttime values, the sensitivity on daily mean incoming shortwave radiation decreases significantly, with building

indoor temperature and incoming longwave radiation having the highest RR. For LE, RR is lower than for H for all tested540

forcing variables. Building indoor temperature has the highest RR for T2m, and TC , and highest absolute RR for RHcan. For

u∗, incoming longwave radiation has the highest RR.

Overall, the responses on the changes on forcing are relatively straightforward to explain. In daytime, the shortwave radiation

contributes the most significant inflow of energy to the system, followed by longwave radiation. However, RR of building

indoor temperature is higher as the scaling to 10% change in explanatory variables corresponds to an extremely high range545

of building indoor temperature. Thus, in a realistic setting the building indoor temperature has much lower importance than

the aforementioned incoming radiative fluxes. However, for longer simulation times, the temperature boundary conditions
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Urban fraction 8.657 -10.19 0.124 -0.028 -0.304 0.016 0.557 -0.124 0.107 0.485 -0.036 0.002

Plan area fraction 3.772 0.009 0.009 0.046 -0.030 0.004 0.139 -0.091 0.007 -0.487 -0.025 -0.003

Mean building height 0.021 -0.026 0.000 -0.013 -0.004 -0.000 0.120 0.004 0.006 -0.002 -0.029 0.000

Urban roughness length 0.620 -0.121 -0.055 -0.088 0.186 0.008 -0.127 0.008 0.005 -0.005 -0.030 0.001

Canyon aspect ratio -0.586 -0.002 -0.009 -0.058 0.029 -0.000 0.430 -0.001 0.021 0.230 -0.107 0.000

Roof heat capacity 0.173 0.001 0.000 0.000 -0.000 0.000 -0.001 0.006 -0.001 0.047 0.002 0.000

Roof thermal conductivity 0.010 -0.000 0.000 0.000 -0.000 0.000 0.001 0.004 -0.000 0.038 0.001 0.000

Wall heat capacity -0.160 0.000 -0.002 -0.012 0.007 -0.000 0.111 -0.000 0.005 0.022 -0.027 0.000

Wall thermal conductivity -0.048 -0.000 -0.001 -0.008 0.003 -0.000 0.298 -0.001 0.014 0.063 -0.075 0.000

Road heat capacity -0.274 -0.001 -0.004 -0.010 0.014 -0.000 0.161 -0.000 0.008 0.032 -0.040 0.000

Road thermal conductivity -1.213 -0.005 -0.020 -0.045 0.064 -0.000 0.304 -0.001 0.014 0.059 -0.075 0.000

Window heat capacity -0.120 -0.000 -0.002 -0.017 0.006 -0.000 0.045 -0.000 0.002 0.010 -0.011 0.000

Window thermal conductivity 0.211 0.001 0.004 0.028 -0.011 0.000 0.223 -0.001 0.011 0.052 -0.056 0.000

Window fraction -1.466 -0.007 -0.025 -0.159 0.079 -0.001 0.212 -0.001 0.010 0.052 -0.053 0.000

Roof albedo -1.508 -0.006 -0.005 -0.019 0.014 -0.001 -0.003 -0.000 -0.000 -0.001 0.001 -0.000

Roof emissivity -4.520 -0.020 -0.014 -0.061 0.042 -0.002 -0.017 -0.015 0.000 -0.128 0.001 -0.001

Wall albedo -0.815 -0.003 -0.014 -0.144 0.044 -0.000 0.005 -0.000 0.000 0.001 -0.001 0.000

Wall emissivity 1.610 0.005 0.028 -0.095 -0.088 0.000 0.599 -0.001 0.028 0.063 -0.146 0.000

Window albedo 0.050 0.000 0.001 -0.007 -0.002 0.000 -0.003 0.000 -0.000 -0.001 0.001 -0.000

Window emissivity 0.705 0.004 0.012 0.003 -0.038 0.000 0.199 -0.001 0.009 0.016 -0.048 0.000

Window transmissivity -0.518 -0.003 -0.009 -0.075 0.028 -0.000 -0.038 0.000 -0.002 -0.008 0.009 -0.000

Road albedo -0.367 -0.001 -0.006 -0.001 0.020 -0.000 -0.023 0.000 -0.001 -0.004 0.006 -0.000

Road emissivity -0.245 -0.003 -0.004 0.056 0.012 -0.000 0.045 -0.000 0.003 0.038 -0.014 0.000

Roof roughness length 1.501 0.061 0.001 -0.198 -0.001 -0.003 -0.018 -0.019 0.001 0.012 -0.006 0.000

Road roughness length -0.054 -0.000 -0.001 0.006 0.003 -0.000 -0.003 0.000 -0.000 0.002 0.001 -0.000

Parameter H LE T2m TC RHcan u * H LE T2m TC RHcan u *

Daytime Nighttime

Negative response Positive response

Table 7. Sensitivity of the target variables on the model parameters. The reported figures are the response rates RR scaled to a 10% increment

in the given parameter around the baseline. The target variables are sensible heat flux H
(
W m−2

)
, latent heat flux LE

(
W m−2

)
, ratio of

sensible heat flux to net radiation H/Rn (p.p.), 2-metre air temperature T2m, area-weighted urban surface temperature TC (K), canyon

relative humidity RHcan (p.p.) and total friction velocity u∗
(
m s−1

)
. The colour scale is shared with Table 5.
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(building indoor temperature and deep soil temperature) is expected to become more important. Increased incoming radiative

fluxes subsequently increase the surface heat fluxes, and with a high baseline urban fraction of Aurb = 0.8, majority of this

is partitioned into sensible heat. This in turn increases T2m and lowers RHcan. Furthermore, an increase in both H and LE550

increases the overall surface buoyancy flux, enhancing mixing and increasing u∗. In nighttime, the sensitivity on the incoming

shortwave radiation is decreased due to its dirunal profile, and only some residual effect remains through increased heat storage.

The sensitivity on the selection of internal parametrisation options implemented in SLUrb is presented in Table 6. Inter-

estingly, the default set of parametrisations affecting both horizontal and vertical surfaces yield lower sensible heat fluxes for

both day and night than their alternatives. However, the magnitude of the difference is not particularly high compared to the555

diurnal average. The effect on LE is negligible, which is mainly due to a representative clear-sky day used as a baseline. With

precipitation or stronger dewfall events, for example, the sensitivities would probably be higher. As expected, higher H lead to

lower surface temperatures as seen in TC . Overall, using Masson (2000) parametrisation for Ucan instead the default Lemonsu

et al. (2004) results in negligible changes in all the target variables, but the effect might be more significant in different flow

regimes.560

Finally, RR computed for the model parameters are presented in Table 7. Overall, the urban fraction has the highest absolute

RR for almost all target variables, both daytime and nighttime. Urban fraction is followed by the plan area fraction and,

especially for the daytime and u∗, the urban roughness length. Increasing plan area fraction increases the built surface area

directly exposed to the atmosphere, which explains its positive correlation with H as well as correlations of opposing signs of

daytime and nighttime TC .565

Of the other morphological parameters, increasing the canyon aspect ratio slightly decreases fluxes but increases nighttime

temperatures, which can be explained by the enhanced longwave trapping within the street canyon. While the mean building

height has relatively minimal direct effect in the model, it is worth noting that the semi-empirical parametrisations often used

to determine the urban roughness length from surface data typically have strong dependency on it. This also highlights that

while in these sensitivity tests the parameters are changed one-at-a-time, in reality there are strong interdependencies among570

them.

The model is moderately sensitive to the radiative parameters of roofs, walls, windows and roads and relatively insensitive

to their thermal parameters. As roofs are not influenced by radiative trapping, the model is more sensitive on the roof radiative

parameters than to those of the canyon surfaces. The sensitivity on emissivity is generally higher, however their typical range

is small (0.85–0.97) when compared for example to albedos (0.05–0.90) of typical urban surface materials (Oke et al., 2017).575

The observed model sensitivity is generally well in agreement in the terms of both direction of change and the magnitude

with those reported in TEB evaluation studies (e.g. Masson et al., 2002; Lemonsu et al., 2013), although not all target variables

and parameters covered here are represented in these studies. The sensitivity on the internal parametrisations is not extensively

studied in prior literature, and in case of SLUrb a more detailed evaluation especially against real-world measurements would

be needed to better understand their performance and limitations.580
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4 Model comparison

The applicability of SLUrb in representing urban surfaces across various grid resolutions was assessed through a model com-

parison experiment. This study specifically compared a non-building-resolving approach, embodied by SLUrb, with a building-

resolving approach that explicitly resolves the turbulent transport processes and three-dimensional radiation interactions within

the urban canopy. The primary goal was to evaluate the resolution sensitivity of the resulting surface forcing from both models.585

The comparison focused on scenarios where resolving individual buildings is impractical but a reliable representation of urban-

atmosphere interactions and a broad characterization of atmospheric conditions within the urban canopy are still required.

4.1 Experiment setup

Single model runs with the both resolved urban canopy and SLUrb were performed using a one-way self-nesting to embed

multiple domains with distinct grid resolutions in a single simulation. The root domain set up similarly to the sensitivity tests590

(see Section 3), utilising the same turbulent inflow method used in the sensitivity tests for forcing, with an (y, z) inflow plane

recorded from the precursor run used as a Dirichlet boundary condition. The setup ensures that inflow boundary condition

as well as the total mass flow remain the same in both simulations irregardless of changes in surface friction. Same external

incident radiation (before radiative interactions) as for the precursor was used in the model comparison as well. An overview

of the forcing over the full diurnal cycle presented in Fig. 2.595

With the resolved urban canopy, four domains with grid resolutions of 16 m, 8 m, 4 m, and 2 m were used. The highest

resolution domain was omitted from the simulation with SLUrb, as coupling a urban surface with high roughness length with

such a high grid resolution is not technically justifiable. An overview of the domains, together with their extents in grid points

and physical dimensions are given in Table 8. This approach had the benefit of allowing a gradual refinement of the grid

resolution from the ∆i = 16 m inflow boundary for the inner domains, avoiding the need to run separate and computationally600

expensive setups for each resolution.

The same numerical setup as in the sensitivity tests were used for the atmospheric model in all of the domains (root and

nests), meaning the usage of LES mode with Boussinesq-approximation, a 5th-order upwind advection scheme (Wicker and

Skamarock, 2002), an iterative multigrid pressure solver (e.g. Hackbusch, 1985), a 1.5-order subgrid-scale turbulence model

(Deardorff, 1980), and a 3rd-order low-storage Runge-Kutta time stepping scheme with variable time step constrained by the605

Courant-Friedrichs-Lewy (CFL) condition (Williamson, 1980; Baldauf, 2008), with a sponge layer applied in the root domain

over the boundary layer (sin2-damping with factor 3×10−3 s−1 applied above 1536 m). The Coriolis frequency was again set

to f ≈ 1.117× 10−4 s−1, corresponding to a latitude 50◦ N.

4.1.1 Resolved urban canopy surface setup

To extend the coverage of the comparison into more than one class of urban form, the target urban area was subdivided into a610

mosaic of 36 patches of size 256×256 m2 representing dense midrise and open midrise urban areas (LCZs 2 and 5, respectively,

see Fig. 5).
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Table 8. The nested domain setup as used in the model comparison. The first four columns are the domain name, domain size in grid points,

grid resolution (uniform) and physical extent of the domain. The last two columns signifies in which of the simulations the given domain is

included in.

Domain Nx×Ny ×Nz ∆i Physical extent Resolved canopy SLUrb

Coarse 256× 256× 128 16 m 4096× 4096× 2046 m3 X X

Medium-coarse 448× 448× 128 8 m 3584× 3584× 1024 m3 X X

Medium-fine 768× 768× 128 4 m 3072× 3072× 512 m3 X X

Fine 896× 768× 128 2 m 1792× 1536× 128 m3 X

Nest bounds
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High vegetation
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Figure 5. A schematic overview of the modelling approach for the model comparison, representing a mosaic of urban patches surrounded by

mixed vegetation patches. The vegetation cover is simplified into two categories for the purpose of clarity, while the vegetation cover used in

the simulations follows that used in the precursor (see Appendix B for further details).
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Figure 6. Surface representation of the resolved urban canopies after downsampling and filtering for the four grid resolutions. The white

dashed grid lines represent the limits of the LCZ mosaic (see the chequerboard pattern in Fig. 5), with LCZ 2 tiles having higher packing

density of buildings). The x and y axes are defined as distances to the root domain bottom-left origin.
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A generated three-dimensional medium-rise urban form corresponding to the prescribed LCZ mosaic was used for surface

definition in all of the domains of the resolved urban canopy simulation. The surface definition was initially generated at an

original resolution of 2 meters and was subsequently downsampled for use in the coarser resolution domains. Using PALM’s615

resolved urban canopy approach, building surface energy balances are modelled with USM, vegetation and pavements by

LSM, and radiative interactions of all the surfaces with RTM. Default configuration of the RTM was used, with three reflection

steps, and 80 azimuthal and 40 elevation angles used for angular discretisation. A very short fixed radiation time step (2 s) was

applied to minimise potential errors from temporal discretisation.

The final urban forms in the simulation domains after downsampling and the PALM’s internal topography filtering process,620

which iteratively fills cavities resolved less than ten grid cells, are presented in Figure 6. The figure highlights the effect of

resolution reduction on e.g. the building height variation, street canyon network, total three-dimensional urban surface area and

variability in the urban form in general.

4.1.2 SLUrb surface setup

Table 9. Morphological parameters for Local Climate Zones 2 and 5 as derived from the three-dimensional urban form used in with the

resolved urban canopy approach.

Parameter LCZ 2 LCZ 5

Ap 0.40 0.25

Aurb 0.85 0.70

hbld 14.6 m 14.6 m

hbld/wcan 1.0 0.52

z0,τ,urb
1 1.1 m 1.6 m

1Estimated using Macdonald et al. (1998)

method for staggered obstacle arrays.

The two-dimensional surface inputs of urban morphological parameters (Ap, Aurb, hbld, hbld/wcan, and z0,τ,urb) needed625

for the SLUrb model were estimated from the original 2 m resolution urban form. Ap, Aurb, and hbld were directly computed

from the three-dimensional surface. The street canyon aspect ratio was estimated using from the surface using the relation

hbld

wcan
=

1
2

Rfac,p

1−Ap
, (45)

where Rfac,p is the ratio of facade (vertical surface) area to total plan area, as computed directly from the three-dimensional

surface. To estimate z0,τ,urb, a parametrisation by Macdonald et al. (1998) for staggered obstacle arrays was used. The resulting630

values for both LCZs are given in Table 9. It is worth noting, that the Macdonald et al. (1998) parametrisation predicts lower

z0,τ,urb for LCZ 5 than for 2 despite the lower urban fraction due to high packing density of buildings in LCZ 2.
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4.1.3 Surface parameters and initialization

To ensure the resolved urban canopy simulation and the SLUrb setups as comparable as possible, thermal and radiative surface

and subsurface parameters in both simulations were manually set to identical values as those used in the baseline case of the635

sensitivity tests (see Section 3). A complete list of these parameters is given in Appendix C.

In order to make the initial conditions of the models comparable, it was essential to consider the differences in model spinup

approaches. With the resolved canopy approach, PALM’s surface model spinup scheme computes surface and subsurface

energy balances using a reference diurnal temperature cycle imposed on the surface-adjacent grid cells, while maintaining

constant atmospheric variables such as wind speed and humidity. In contrast, SLUrb includes additional prognostic equations640

for street canyon air and local friction velocities during its spinup, extending beyond just energy balance computations.

To specifically compare the two modelling approaches with a focus on the two-way coupled atmospheric simulation, the

surface model spinup was performed only with the SLUrb model. Thus, identical initial conditions as copied from the SLUrb

simulation – including wall, roof, road, window, and soil layer temperatures, as well as soil humidity – could be used for the

resolved urban canopy at the start of the atmospheric simulation.645

4.2 Analysis

The main focus of the comparison was in the resulting atmospheric forcing from the urban surface as a whole. In case of

SLUrb, where the surface interaction is completely parametrised, the total forcing from urban form to the atmosphere is

directly available as standard two-dimensional surface outputs. Sensible heat (H), latent heat and friction velocity (u∗) were

selected for comparison, as they represent the total surface forcing relevant for atmospheric dynamics.650

The direct surface fluxes as computed from the model surfaces of the resolved urban canopy are not directly comparable to

those obtained with SLUrb and LSM, as the former represent local surface interaction instead of the total exchange between

the urban canopy and atmosphere above it. To derive comparable fluxes for the former case, the respective local flux was first

integrated over the local three-dimensional surface, after which a term representing a change in heat stored in the air within the

urban canopy itself. Averaged over an area of interest, this can be written as655

⟨H⟩=
1
R



∫

A

H0 (xs, ys, zs)dA− ρaCda,p

∫

V

∂Ta (x, y, z)
∂t

dV


 , (46a)

⟨LE⟩=
1
R



∫

A

LE0 (xs, ys, zs)dA− ρaLv

∫

V

∂q (x, y, z)
∂t

dV


 , (46b)

where ⟨H⟩ and ⟨LE⟩ represent the total heat fluxes between the urban canopy and the atmosphere above roof height, H0 and

LE0 are the local surface fluxes, (xs, ys, zs) are the coordinates of the three-dimensional surface, A signifies the total three-

dimensional surface within averaging area of interest with a top-down projected area of R, and V is the air volume confined660

within the averaging area and below the first model level above the highest roof level.
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For momentum flux, the local skin friction of the surfaces represents only a minor part of the total momentum sink, with

pressure drag caused by the resolved obstacles, buildings in this case, being much more significant. On the other hand, unlike

the case for heat, the changes in the momentum storage of the urban canopy air are negligible compared the two aforementioned

momentum forcing mechanisms. Thus, a representative friction velocity combining contributions from both local friction and665

pressure drag forces in both x and y directions was computed for the resolved urban canopies as follows:

u∗ =
1
R

∫

A

u∗,0 (xs, ys, zs)dA +
√

1
ρa
∥⟨Ff,p⟩∥, (47)

where

∥⟨Ff,p⟩∥=

√√√√√





1
R

∫

A

χx [p∗ (x, y, z)− p∞]dA





2

+





1
R

∫

A

χy [p∗ (x, y, z)− p∞]dA





2

(48)

is the mean pressure drag force magnitude within the averaging area, u∗,0 is the local friction velocity, p∗ is the perturbation670

pressure and p∞ is the domain-average perturbation pressure, which may be non-zero in PALM for nested domains with all-

Neumann boundary conditions for p∗ (Hellsten et al., 2021). An indicator function χi has a value of one where there exists

a surface facing the given direction i in the grid cell, minus one if there is a surface facing the opposite direction and zero

elsewhere.

In addition to surface forcing, the street canyon air temperature Tcan and relative humidity RHcan were compared, as at675

least the overall meteorological conditions within the urban canopy are likely to be interesting in city-scale urban studies also

at coarser O (10 m) resolutions. Following SLUrb’s definition of these variables, they were computed for canyon mid-height

in the case of resolved urban canopy as well.

4.3 Results and discussion

In Fig. 7, the dirunal cycles of the studied variables from both simulations with SLUrb and resolved urban canopy, spatially680

averaged over the 16 inner urban patches (see Fig. 5) are presented. Overall, we can observe similar diurnal behaviour with

both approaches at all studied resolutions, with H , LE, u∗ and Tcan peaking at noon or afternoon, with RHcan mirroring the

behaviour.

As surface thermal and radiative parameters as well as the radiative fluxes incident on the urban average on average are set

to the exact same values in both simulations and with all resolutions, the main differences in total heat flux (H + LE) arise685

from differences in the internal heat transport and flux partitioning in the models. The flux is very similar in all cases especially

during daytime, with resolved urban canopies showing slightly more resolution sensitivity. With resolved urban canopies, the

total urban surface area as well as radiative interactions change with respect to the resolution, decreasing H with decreasing

resolution. Towards and during nighttime, an increasing difference between SLUrb and resolved canopy simulations can be

observed.690

Partitioning the total heat flux into sensible and latent heat fluxes shows more significant difference between the modelling

approaches. Representing urban areas with SLUrb yields a slightly lower Bowen ratio (ratio of sensible heating to latent heat-
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Figure 7. Diurnals of (a) total heat flux, (b) friction velocity, (c) sensible heat flux, (d) latent heat flux, (e) street canyon air temperature), and

(d) relative humidity from both resolved urban canopy and SLUrb simulations. The diurnals are spatially averaged over the 16 inner urban

patches as illustrated in Fig. 5.
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Figure 8. Plots of (a, b) total surface heat flux, (c, d) friction velocity, and (e, d) street canyon air temperature for the total urban area and

LCZs 2 and 5, presented as a function of grid spacing separately for daytime (a, c, e) and nighttime (b, d, f). Note the different ranges for

y-axes for daytime and nighttime panels.
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Figure 9. Instantaneous (x, y) cross sections of model vertical velocity w (a-c) and virtual potential temperature θv (d-f) over the analysis

area from a model level closest to z = 42 m at 12:00 (solar noon). The cross sections are presented for SLUrb at 16 m grid resolutions (a

and d) and for the resolved urban canopy at 16 m and 2 m grid resolutions (b, e and c, f respectively).

ing) than the resolved canopy approach. This is somewhat expected, as the initial version of SLUrb considers vegetation only

through surface tile mosaic approach together with LSM. As in this approach none of the vegetation is placed within the street

canyons, the vegetation receives more direct shortwave radiation than in the resolved urban canopies due to absence of shading695

by buildings. As the model comparison setup represents clear-sky conditions with dry urban surfaces, latent heat is originated

purely from the vegetated surfaces. Thus, the resulting lower Bowen ratio inherent to the current technical implementation of

mixed urban-vegetation tiles in SLUrb.

Out of all of the variables, u∗ shows the highest resolution sensitivity with both approaches. The total u∗ with the resolved

canopy approach decreases drastically with increasing grid spacing over the whole diurnal cycle (0.09 m s1 and 0.29 m s1 for700

diurnal mean and 16 m and 2 m grid spacings respectively), whereas the dependency is the opposite, albeit smaller, with SLUrb

for daytime and indefinite in nighttime. The surface friction as modelled with SLUrb at the coarsest resolution matches very

closely the total u∗ of the resolved canopy with the finest 2 m resolution in daytime (0.54 m s1 and 0.55 m s1 respectively),

and is somewhat lower in nighttime (0.08 m s1 vs. 0.13 m s1).

37

https://doi.org/10.5194/gmd-2024-235
Preprint. Discussion started: 18 December 2024
c© Author(s) 2024. CC BY 4.0 License.



By examining the surface definition in the resolved urban canopy simulation as a function of resolution (Fig. 6), we can705

observe a clear decrease in surface heterogeneity with higher grid spacings due the downsampling and filtering operation. In

addition to the loss of detail in the surface description itself, the modelling of turbulent transport processes is affected by the

grid resolution, contributing further increase in resolution sensitivity.

Although the model equations in SLUrb don’t have any direct dependency on grid resolution, there is an indirect dependency

that affects the results especially for momentum flux in daytime. With high resolutions and rough surfaces, the assumptions of710

MOST, on which PALM’s surface coupling relies on, are violated. The limitations in using MOST to represent rough surfaces

with fine grid spacings in LES has also been discussed in the literature in recent years (e.g. Harman and Finnigan, 2007, 2008;

Basu and Lacser, 2017), and affects as well PALM in general. Nevertheless, SLUrb still compares closer to the 2-metre resolved

canopy simulation in terms of total momentum forcing than resolved canopy with any other tested resolution.

Both SLUrb and resolved canopies yield lower total surface friction in nighttime than the reference resolved canopy with the715

2 m resolution. The sensitivity with the resolved canopies can be explained with the same reasons as for daytime, meanwhile

with SLUrb some of it can be attributed to limitations of MOST with stable stratification. However, we can observe a drop

in SLUrb-modelled friction velocity with the 16 m and 8 m resolution domains, but not with the 4 m domain. Such reversal

in resolution dependency is not explained by the limitations in MOST as discussed above, but may be rather related inherent

limitations in representing subgrid-scale momentum diffusion in stably stratified flows with coarser resolutions with the default720

Deardorff 1.5-order subgrid turbulence model, which lead to insufficient vertical transport of momentum at subgrid-scales. This

and related issues are discussed in more detail in the works of e.g. Gibbs and Fedorovich (2016); Dai et al. (2021); Gehrke et al.

(2021); Resler et al. (2024), where the first two of these suggest their own revised versions of the Deardorff model to mitigate

the issue. However, Gehrke et al. (2021) reported that using the Dai et al. (2021) model did not improve the near-surface mixing

in their case.725

It is worth noting that the applied boundary conditions can influence the overall magnitude of the u∗ resolution sensitivity.

In our setup, the total mass flow rate of the domain is conserved. This combined with the fixed Dirichlet inflow boundary

condition at the inflow means, that the pressure gradient force (on average over the whole domain) must compensate for any

added surface friction. If a constant pressure gradient would be applied as a momentum forcing instead of the turbulent inflow,

the added friction could at least in theory decrease the total mass flow through the domain. This could in turn decrease the730

near-surface wind speeds, limiting the u∗ values in case of high friction. Therefore, with a fixed pressure gradient instead of

fixed inflow, the resolution sensitivity of u∗ could be smaller.

The diurnal amplitude of Tcan is approximately 7 ◦C with resolved canopy and 8 ◦C with SLUrb, and overall the behaviour

is in good agreement. The temperatures within the resolved canopy reach the maximum slightly later compared to SLUrb,

indicating slightly stronger overall hysteresis of the urban surface. However, the differences are rather small. At least part735

of the difference may be again explained by the approach used with SLUrb to represent mixed urban-vegetated surface tiles

which also leads to the lower Bowen ratio of surface fluxes. As the air temperature is a dominant component determining

relative humidity in general, and the overall source of humidity is small due to relatively high urban fraction, the observed

opposite behaviour with RHcan is expected.
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Figure 8 provides another view to the resolution sensitivity of total heat flux, friction velocity and street canyon air temper-740

ature, averaged separately for daytime and nighttime and for the two LCZs. The internal order of LCZs 2 and 5 are the same

with both the resolved canopy approach and SLUrb for H + LE and Tcan, and reversed for u∗. The resolution dependency

itself doesn’t seem to depend much on LCZ except with SLUrb and u∗, where the limitations of MOST representing rough

surfaces with finer grid spacings discussed earlier likely contribute to the loss of distinction between the LCZs, particularly

with the 4 m grid spacing.745

The parametrisation following Macdonald et al. (1998) used to estimate z0,τ,urb for the LCZs predicted higher value for

the LCZ 5 than for 2 due to increased plan area fraction. As SLUrb relies on this input parameter when determining the

relative roughnesses of urban areas, it directly follows that it models higher u∗ for LCZ 5. Thus, SLUrb’s capability to capture

the difference in urban surface roughnesses can be only as good as the parametrisation used to z0,τ,urb, which is something

potential model users should consider when preparing the simulations. The difference in u∗ in the resolved canopy simulation750

between the LCZs is very minor compared to the resolution sensitivity and almost vanishes in the highest resolution domain.

Finally, as a qualitative reference of spatial flow structures produced by the surface forcing, Fig. 9 presents instantaneous

(x, y) cross sections of model vertical velocity w and virtual potential temperature θv over the analysis at one model height

(the closest to z = 42 m) at 12:00 (solar noon). Both the SLUrb and resolved urban canopy approaches produce stream-

wise elongated convective structures at 16 m, which match the spatial patterns produced with resolved urban canopy at 2 m755

resolution.

5 Limitations and development outlook

The first release of the SLUrb, despite implementing most of the functionalities typically found in single-layer urban canopy

models along with some additional ones, is still missing some features often found in more mature surface models. The

shortcomings include e.g., the lack of representation for in-canyon vegetation and snow cover. One of the main findings of760

the first phase of the Urban-PLUMBER model intercomparison project was that inclusion of vegetation in canyon models

generally improved the model performance in terms of minimising errors in modelled fluxes compared to benchmark (Lipson

et al., 2024). Although the current implementation is capable of representing mixed urban-vegetation tiles by aggregation of

fluxes from SLUrb and LSM, the vegetation modelled by LSM is not affected by building shading or other radiative processes.

In the long term, by modifying a few aspects of the current LSM implementation, an additional vegetation tile as modelled by765

LSM could be added within the canyon to model the full vegetation and hydrological processes. An alternative, much simpler

solution in the current development roadmap is to implement a proxy model for canyon vegetation similar to one in WRF-TEB

(Meyer et al., 2020). Nevertheless, implementing a scheme for canyon vegetation would not replace the current tile approach

with SLUrb and LSM, as the need to represent urban surfaces mixed with larger vegetated areas (e.g. parks and forests) or

water bodies would remain. Implementation of snow cover for SLUrb is currently on hold until such implementation is made770

for LSM in order to ensure consistency of the models.

39

https://doi.org/10.5194/gmd-2024-235
Preprint. Discussion started: 18 December 2024
c© Author(s) 2024. CC BY 4.0 License.



As a new model component, SLUrb still lacks integration with some of the other PALM’s modules, such as surface emissions

for aerosol and chemistry modules, limiting the applicability for air quality and dispersion studies. Integrating SLUrb further

with the model system is in the development roadmap for future PALM releases. Whilst the coupling with the atmospheric

model of PALM in Reynolds-averaged Navier-Stokes (RANS) mode is in principle possible, it has not been tested beyond775

small initial tests. In the near future, it is an aim to allow running SLUrb on GPUs by further parallelising the internal loops

using OpenACC and OpenMP.

SLUrb models the aerodynamic resistances in vertical direction using the framework of MOST. The limitations of MOST

are widely acknowledged in the literature, especially in the case of strong near-surface anisotropy of turbulence due to stable

stratification or complex terrain (e.g. Foken, 2006; Stiperski and Calaf, 2023), as highlighted for the former case in the model780

comparison results for the nighttime. Based on the model comparison results, the model may have difficulties in accurately

representing near-surface mechanical mixing with finer grid resolutions which may be due to lack of a roughness sublayer

correction. Implementing such correction is an aspect that could merit more investigation and experimentation for future model

versions. However, to maintain consistency of PALM’s surface representation, such adjustment should be implemented at the

same time for e.g. high vegetation modelled by LSM. As there is no clear consensus on the universal form of such correction785

nor extensive empirical evidence on the performance of the proposed ones, implementing such change in LSM or PALM

surfaces in general would require careful evaluation. Thus, improving the PALM model system in this regard was deemed out

of scope of the work presented here.

As SLUrb is a single-layer urban canopy model based on infinite two-dimensional canyon assumption, it out of its scope to

represent conditions within the urban canopy in great detail. Thus, SLUrb is not capable of giving detailed information from790

exact spots within the urban canopy, e.g. the air temperature and wind speed in a particular street corner within a real urban

area, and will not replace the need of running simulations with resolved urban canopies at high resolution for studies needing

the detailed representation of canopy processes.

At the current stage, SLUrb should be considered an experimental model, meaning it has not yet undergone comprehensive

testing and evaluation against a wide range of empirical data across diverse scenarios. As with any experimental model, users795

should approach its results with an appropriate level of caution. Before drawing conclusions based on the model’s results or

using it in production applications, users are strongly advised to assess its performance in the context of their specific use cases.

Gathering input data and pre-processing it to exactly the form that model uses as input can be a tedious task. Currently,

there exists no generator for the SLUrb input driver, making its creation a manual process for the users. Although creating a

universal generator that would process any form of raw urban surface data from start to finish would be technically unfeasible,800

a generator working with a pre-defined set of surface maps is on the roadmap for future releases.

Finally, potential users should note that there is a known bug with SLUrb restart routines when using MPI I/O for restarts,

which was noticed only after the release. With the current release, the issue can be mitigated either by using a serial I/O method

for the restarts or by applying a patch included in the model version provided with this article. A fix for the issue has been

implemented for the next model release.805
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6 Conclusions

In this paper, the new single-layer urban canopy model SLUrb for the PALM model system was introduced. The model ad-

dresses the computational challenges of urban canopy modelling in PALM by providing urban surface fluxes of momentum,

heat, and radiation for atmospheric simulations without requiring the explicit resolution of flow and transport processes within

urban canopies, broadening PALM’s potential range of applications in urban modelling. As a simple yet physics-based frame-810

work, SLUrb is particularly suitable for urban studies involving extensive domains, such as investigating urban heat islands or

urban–mesoscale feedback mechanisms, where realistic urban forcing even at coarser resolutions is critical.

The sensitivity tests presented in the paper demonstrated that SLUrb responds consistently to changes in input parameters

and boundary conditions, also offering insights for users on parameter uncertainty and their impact on model results. The model

comparison showed that SLUrb can reproduce key surface forcing and meteorological conditions comparable to simulations815

using high resolution grid-resolved urban canopies, even at coarser (16 m) grid spacing. Notably, it significantly improves the

modelled surface drag at coarser resolutions compared to grid-resolved urban canopies.

The model’s ability to improve surface drag representation at coarser resolutions leads to a more accurate depiction of

momentum transport in the atmospheric simulation. This enhancement is particularly valuable for capturing urban boundary

layer dynamics and their interactions with urban surface features in both local and regional scale studies. In nested simulation820

setups, SLUrb can provide more realistic urban forcing in upwind coarse-resolution domains, ensuring a seamless transition of

meteorological forcing into finer-resolution urban domains. This capability is essential for applications requiring high fidelity

in specific urban areas while maintaining computational feasibility over large regions.

In conclusion, SLUrb significantly enhances the capabilities of PALM by offering a flexible and efficient framework for

urban simulations at coarser grid resolutions. It supports existing use cases while opening possibilities for new applications,825

particularly in scenarios requiring simulations of large urban areas and computationally affordable representations of urban

heterogeneity. The modular design of SLUrb ensures adaptability for future advancements. Potential developments include im-

proving the internal model parametrisations, integrating anthropogenic heat source models, and a more detailed representation

of urban vegetation.

Code and data availability. The PALM model system version 24.04 model code used in the sensitivity tests and model comparison, together830

with the full documentation are available at https://doi.org/10.5281/zenodo.14221083. The software code used to preprocess, post-process

and analyse data is available at https://doi.org/10.5281/zenodo.14335750. The model input and output data are available at https://doi.org/10.

23729/f98cce89-a44c-425f-9b73-f591561ce70c.
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Appendix A: Longwave radiative budgets

Applying Eq. (18) on SLUrb surfaces results in following net longwave radiation budgets:835

L
⇕
roof =−ϵroofσT 4

roof + ϵroofL
⇓ (A1a)

L
⇕
road =

[
−ϵroad + ϵ2road (1− ϵfac)(1−Froad)

]
σT 4

0,road

+ [ϵroadFroad− ϵroad (1− ϵfac)Ffac (1−Froad)]L⇓

+
1
2

[ϵroadϵwall (1−Froad) + ϵroadϵwall (1− ϵfac)(1−Froad)(1− 2Ffac)] (1−Awall)σ
(
T 4

0,wall,A + T 4
0,wall,B

)

+
1
2

[ϵroadϵwin (1−Froad) + ϵroadϵwin (1− ϵfac)(1−Froad)(1− 2Ffac)]Awinσ
(
T 4

0,win,A + T 4
0,win,B

)

(A1b)

L
⇕
wall,A =

[
−ϵwall +

1
2

(1−Awin)ϵ2wall (1− ϵroad)Ffac (1−Froad) + (1−Awin)ϵ2wall (1− ϵfac)(1− 2Ffac)
2

]
σT 4

0,wall,A

+ [ϵwallFfac + ϵwall (1− ϵroad)FfacFroad + ϵwall (1− ϵfac)FfacFroad + ϵwall (1− ϵfac)Ffac (1− 2Ffac)]L⇓

+ [ϵwallϵroadFfac + ϵwallϵroad (1− ϵfac)Ffac (1− 2Ffac)]σT 4
0,road

+
[
1
2

(1−Awin)ϵ2wall (1− ϵroad)Ffac (Froad) + (1−Awin)ϵ2wall (1− 2Ffac)
]
σT 4

0,wall,B

+
[
1
2
Awinϵwallϵwin (1− ϵroad)Ffac (1−Froad)Awinϵwallϵwin (1− ϵfac)(1− 2Ffac)

2

]
σT 4

0,win,A

+
[
1
2
Awinϵwallϵwin (1− ϵroad)Ffac (1−Froad) +Awinϵwallϵwin (1− 2Ffac)

]
σT 4

0,win,B

(A1c)

L
⇕
win,A =

[
−ϵwin +

1
2
Awinϵ2win (1− ϵroad)Ffac (1−Froad) +Awinϵ2win (1− ϵfac)(1− 2Ffac)

2

]
σT 4

0,win,A

+ [ϵwinFfac + ϵwin (1− ϵroad)FfacFroad + ϵwin (1− ϵfac)FwallFroad + ϵwin (1− ϵfac)Fwall (1− 2Ffac)]L↓

+ [ϵwinϵroadFfac + ϵwinϵroad (1− ϵfac)Ffac (1− 2Ffac)]σT 4
0,road

+
[
1
2

(1−Awin)ϵwinϵwall (1− ϵroad)Fwall (1−Froad) + (1−Awin)ϵwinϵwall (1− ϵfac)(1− 2Ffac)
2

]
σT 4

0,wall,A

+
[
1
2

(1−Awin)ϵwinϵwall (1− ϵroad)Ffac (1−Froad) + (1−Awin)ϵwinϵwall (1− 2Ffac)
]
σT 4

0,wall,B

+
[
1
2
Awinϵ2win (1− ϵroad)Ffac (1−Froad) +Awinϵ2win (1− 2Ffac)

]
σT 4

0,win,B,

(A1d)

where ϵfac = (1−Awin)ϵwall +Awinϵwin is the aggregate emissivity for facades. Due to canyon symmetry and diffuse nature840

of longwave radiation, definitions of L
⇕
wall,B and L

⇕
win,B can be obtained by swapping facade indices B and A with each other

in L
⇕
wall,A and L

⇕
win,A. For isotropic canyons, budgets only for facade A are computed.
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Appendix B: Precursor setup

Table B1. Fractions of vegetation types in the precursor model run following the classification used in LSM (Gehrke et al., 2021).

Vegetation type Surface fraction

Bare soil 1.0 %

Crops, mixed farming 45.3 %

Short grass 0.5 %

Evergreen needleleaf trees 13.3 %

Deciduous broadleaf trees 12.2 %

Tall grass 16.8 %

Irrigated crops 0.6 %

Semidesert 0.9 %

Bogs and marshes 0.9 %

Deciduous shrubs 0.5 %

Mixed forest/woodland 6.1 %

Interrupted forest 1.9 %

The initial state for the precursor simulation and the baseline geostrophic forcing for both the precursor and main simulations

were loosely based on the ERA5 global reanalysis (Hersbach et al., 2020), with an aim to provide a turbulent inflow representing845

a full diurnal cycle of a cloud-free springtime boundary layer in low-lying areas of Central Europe. For the atmospheric initial

state and the geostrophic forcing, atmospheric profiles representative of 10-year monthly averages (2013-2022) of March

nighttime profiles for land areas within a bounding box of 45− 55◦ N, 0− 20◦ E, and where terrain height is below 500 m,

were computed.

For wind vectors, the aim was to create an initial wind profile and geostrophic flow that would produce volume flow approx-850

imately along the x-direction of the PALM simulation grid over the diurnal period. Computing a spatial average of the ERA5

wind components directly would lead to incorrect results, as the mean atmospheric flow direction exhibits spatial patterns that

can cancel out part of the mean flow in the averaging process. To achieve this, wind vectors u and v from the ERA5 data were

first interpolated to the Cartesian vertical grid, and the wind speed and direction at the vertical grid levels were computed from

these components. Next, the wind direction was rotated to ensure that the volume flow in each data column below 1536 m was855

aligned with the x-direction. This height was chosen because it is reasonably above the daytime boundary layer observed in

the PALM simulations and coincides with the lowest height where Rayleigh damping is applied. The wind speed and rotated

wind direction were then spatially averaged and interpolated from pressure levels to the Cartesian vertical levels of the PALM

grid, using terrain height, the integrated hypsometric equation, and cubic spline interpolation. Finally, the u and v components

of the wind were computed from the interpolated profile, with the initial vertical velocity w set to zero.860
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The profiles of the geostrophic wind components were computed from the spatial derivatives of geopotential height in the

dataset. The geostrophic wind components were then rotated using the same rotation angle as computed for the total volume

flow with initial profiles, and then spatially averaged and interpolated similarly to the initial wind profiles. The rotated and

interpolated geostrophic wind profiles were used for forcing in both the precursor and main simulations.

The profiles of potential temperature and specific humidity were averaged in both space and time, and interpolated to the865

PALM grid. The initial lapse rate was then reduced to−4×10−4 K m−1 above 1000 m for the purpose of limiting the boundary

layer growth. Without such reduction, the combination of surface forcing, periodic boundary conditions and lack of diabatic

cooling in the precursor simulation would have led to excessive boundary layer growth over the two-day simulation period. For

similar reasons, the initial specific humidity was capped to the value at 1536 m.

For surface radiative forcing, 10-year monthly averages (2013-2022) for March were computed from ERA5-Land reanalysis870

(Muñoz-Sabater et al., 2021). The data was first filtered with same bounding box and terrain height limit as used with ERA5,

after which it was converted to solar time and spatially averaged. The resulting diurnal profiles of incoming shortwave and

longwave radiation on the surface were then interpolated in time to a frequency of one minute using cubic spline interpolation.

The resulting diurnals were then periodically applied for both precursor and main simulations.

The surface description of the precursor simulation was set to be modelled by LSM for a distribution of vegetation types875

in Central Europe as in the CORINE Land Cover (CLC) 2018 dataset (European Environment Agency, 2020). The data were

again first filtered with same bounding box and terrain height limit as used with ERA5, after which frequencies of vegetation

classes in the remaining data were computed. These frequencies were further mapped to vegetation typology used by default in

LSM, with the resulting distribution given in Table B1. Then, the surface within the simulation domain was covered with a set

of vegetation patches with a mean size of 0.13 km−2, randomly drawn from the computed vegetation type distribution, with880

the distribution presented in Table B1. The initial soil temperature and moisture were computed from the ERA5-Land data.

An overview of the atmospheric conditions used to force the main simulations, as derived from the precursor run, are

presented in Fig. 2. A relatively typical diurnal cycle of a clear-sky land boundary layer is observed, with slight growth in

boundary layer height observed in daytime and a nocturnal surface inversion. After sunset, supergeostrophic flow is observed

following a decrease in mixing. The humidity in the boundary layer increases daytime due to surface evaporation, this humidity885

is mixed effectively through the mixed layer, leading into an increasing relative humidity by height.

Appendix C: Material parameters

44

https://doi.org/10.5194/gmd-2024-235
Preprint. Discussion started: 18 December 2024
c© Author(s) 2024. CC BY 4.0 License.



Table C1. Surface parameters of materials as used for the baseline case in the model comparison and with both SLUrb and resolved urban

canopies in the model comparison. The values correspond to SLUrb building type 2 and are collected from the works of Oke (1987); Levinson

and Akbari (2002); Masson et al. (2002); Oke et al. (2017).

Parameter Roof Wall Window Road

Material type Bitumen Mortar plaster Glass Asphalt concrete

Roughness length 0.15 m 0.001 m 0.001 m 0.05 m

Albedo 0.10 0.30 0.15 0.10

Emissivity 0.95 0.93 0.87 0.95

Transmissivity - - 0.65 -
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Table C2. Thermal parameters of material layers as used for the baseline case in the model comparison and with both SLUrb and resolved

urban canopies in the model comparison. The definitions follow German building typology for residential buildings built in 1950–2000

(Institut für Wohnen und Umwelt IWU, 2018; DIN 4108-2; DIN 4108-4), and corresponds to building type 2 in SLUrb.

Parameter Layer 1 Layer 2 Layer 3 Layer 4

Roof

Material type Bitumen Thermal insulation Concrete Gypsum plaster

Thickness (m) 0.02 0.15 0.20 0.02

Heat capacity (MJ m−3 K) 1.70 0.08 2.11 1.52

Thermal conductivity (W m−1 K−1) 0.16 0.05 2.10 0.70

Wall

Material type Mortar plaster Thermal insulation Concrete Gypsum plaster

Thickness (m) 0.02 0.06 0.24 0.02

Heat capacity (MJ m−3 K) 1.52 0.08 2.11 1.52

Thermal conductivity (W m−1 K−1) 0.93 0.046 2.10 0.70

Window (double-layer glazing)

Material type Glass and air Glass and air Glass and air Glass and air

Thickness (m) 0.02 0.02 0.02 0.02

Heat capacity (MJ m−3 K) 1.74 1.74 1.74 1.74

Thermal conductivity (W m−1 K−1) 0.18 0.18 0.18 0.18

Road

Material type Asphalt concrete Asphalt concrete Stone aggregate Gravel and soil

Thickness (m) 0.01 0.04 0.20 1.00

Heat capacity (MJ m−1 K) 1.74 1.74 2.00 1.40

Thermal conductivity (W m−1 K−1) 0.82 0.82 2.10 0.40
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