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A B S T R A C T

Person re-identification (Re-ID) aims to retrieve the same person in the gallery. Transformers have been
introduced to the Re-ID task due to their excellent ability to model long-range dependency. However, due
to the properties of the global attention mechanism, they are less effective in capturing the discriminative
local semantics of pedestrians compared to convolutional operations. To address this issue, we present a
Multi-granularity Cross Transformer Network (MCTN) that progressively learns salient features of different
local structures in a global context. Specifically, we first utilize a Multi-granularity Convolutional Layer (MCL)
to investigate salient pedestrian features at various granularities. On this basis, we propose a Pyramidal Cross
Transformer learning layer (PCT), which contains a pyramidal division of pedestrian image feature maps,
differentiated feature extraction of different parts of pedestrians, and cross attention to exploring the local–
global relationship of the feature map. It allows effective mining of local information in the global structure
from a coarse-to-fine perspective. Furthermore, to enhance the interaction between low-level detailed features
and high-level semantic features, a Hierarchical Aggregation Strategy (HAS) is introduced to fuse features
learned by cross attention learning at different stages. Pedestrian features learned in shallow layers will serve as
global priors for semantics learning in deep layers. We evaluate our method on four large-scale Re-ID datasets,
and the experimental results reveal that the proposed method outperforms the state-of-the-art methods.
1. Introduction

Person Re-identification (Re-ID) plays a crucial role in modern intel-
ligent surveillance techniques, such as pedestrian retrieval and behav-
ior analysis [1–4]. However, Re-ID suffers from various challenges such
as occlusion, low resolution, and viewpoint/pose/domain/clothing/
illumination changes. Thus, it has drawn the attention of many aca-
demics.

To learn the discriminative features of pedestrian images, resear
chers attempt to design effective structures that are robust to the
aforementioned challenges. The methods can be roughly cast into three
categories. CNN-based methods, pure Transformer-based methods, and
CNN+Transformer-based methods. In earlier times, some researchers
[5–7] proposed to use the successful architecture of the Convolutional
Neural Network (CNN) in other computer vision tasks for extracting
robust features of pedestrian images. IDE [5] proposed a convolutional
siamese network to predict the IDs of two given pedestrian images and
their similarity score, which is composed of the popular pre-trained
CNN models. Mudeep [6] devised a multi-scale attention to obtain
the attention maps at each scale. RGA [7] proposed relation-aware
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global attention for better attention learning. Despite the fact that they
have yielded promising results in some specific circumstances, they
are not robust enough due to limited receptive fields of CNN, single-
granularity global features learning, and fewer interactions between
detail information in shallow layers and semantic information in deep
layers.

With the significant successes achieved by Transformers in many
visual tasks, they have also been incorporated into the person Re-
ID field. He et al. [8] proposed a pure Transformer architecture to
obtain diversified features by rearranging the patch embeddings and
mitigating feature bias towards camera variants. Ye et al. [9] proposed
a self-supervised method with a channel-wise Transformer to alleviate
the domain gap between models pre-trained on ImageNet and ReID
datasets. Zhang et al. [10] analyzed the limitations of ViTs in cap-
turing high-frequency components of pedestrian images, and proposed
to enhance high-frequency components and drop low-frequency com-
ponents. Compared with CNN-based approaches, Transformer-based
methods excel at learning comprehensive global features of pedestrians.
Nevertheless, they may fall short in effective local semantics learning of
pedestrians, which can limit the overall performance of these networks.
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Fig. 1. Comparison between the transformer structure in the baseline model and the proposed MCTN. ‘‘𝐶𝑜𝑛𝑣’’ denotes convolutional operation; ‘‘𝐸𝑚𝑏.’’ is the input embedding;
‘‘𝑉 𝑖𝑠.’’ is visualization using smooth grad-cam++. For simplicity, we omit the 𝑁𝑜𝑟𝑚 operation and residual connection of the Transformer structure. (a) The process of the baseline
model. (b) The process of the proposed MCTN.
More recently, the integration of CNN and Transformer for per-
son ReID has become a current research hotspot. Wang et al. [11]
proposed the Neighbor Transformer Network (Nformer), employing
a CNN for feature extraction across all images. The landmark agent
attention module and reciprocal neighbor softmax function module
model interactions among all images, reducing irrelevant features and
enhancing overall robustness. Xu et al. [12] used CNN to extract the
pose information of pedestrians and built local features. A directed
graph is constructed by semantic features of the same part in image
pairs and a feature recovery transformer is developed to restore the
occluded features of the pedestrians. Liu et al. [13] devised a dual-path
structure to extract pedestrian features from CNN and Transformer. The
spatial and temporal information in videos is further captured through
a complementary content attention module and hierarchical temporal
aggregation module. Zhang et al. [14] developed the Hierarchical
Aggregation Transformer (HAT) method, where the TFC is inserted into
each stage of the CNN network to integrate the output features from
the TFC in the previous scale and the current stage of CNN, generating
global priors for next scales. These methods can simultaneously exploit
the strengths of both CNN and Transformer to learn discriminative
features of pedestrian images.

Technically, our method belongs to the kind of CNN+Transformer.
Compared with other approaches, our method relies on the concept
of multi-granularity feature learning, effectively integrating the multi-
granularity features learned within CNN with Transformers, ultimately
yielding discriminative global and local features for pedestrians. Build-
ing on the baseline model HAT [14], we have introduced several
innovative and key design concepts. The Multi-granularity Convolu-
tional Layer (MCL) is utilized to investigate salient pedestrian features
at various granularities, which serves as the prerequisite of subsequent
processes to mine local information in the global structure from a
coarse-to-fine perspective. To enhance the Transformer’s awareness
of local context, we propose a Pyramidal Cross Transformer learning
layer (PCT) for mining local information within the global structure,
which includes the coarse-to-fine division of pedestrian image feature
maps, differentiated feature extraction of different parts of pedestrians,
and cross attention to exploring the local–global relationship of the
feature maps. To show the effectiveness of the proposed MCTN, we
take an example in Fig. 1. As shown in Fig. 1(a), the Transformer
structure of the baseline model [14] directly takes the global features
as input, which can only produce the most salient pedestrian features
𝐹𝑏𝑎𝑠, i.e., the heat of the attention map 𝐺𝑏𝑎𝑠 is located in only a limited
portion of the pedestrian image. In contrast, in Fig. 1(b), the proposed
MCTN takes the global features as input, followed by a uniform division
of global features to learn discriminative semantic information implied
in various local structures of the pedestrian image, producing more
comprehensive and robust pedestrian features 𝐹𝑜𝑢𝑟𝑠, i.e., the heat of the
attention map 𝐺𝑜𝑢𝑟𝑠 is distributed across the entire pedestrian images.

Our contributions are summarized as follows:
(1) We propose a Multi-granularity Cross Transformer Network

(MCTN) to solve the problem that the existing methods ignore the
2

discriminative semantic information implied in various local structures
in the global feature maps.

(2) To take full advantage of the Transformer’s capabilities in the
person Re-ID task, we propose a novel dedicated module, i.e., the
Pyramidal Cross Transformer learning layer (PCT), which enables the
network to obtain rich and diverse clues for Re-ID. Meanwhile, we
propose a Hierarchical Aggregation Strategy (HAS) to enhance the
fusion of low-level details and high-level semantics.

(3) MCTN achieves the state-of-the-art performance on popular Re-
ID datasets, i.e., Market-1501, DukeMTMC-reID, CUHK03 and MSMT17.
Additionally, conducting extensive ablation studies will provide valu-
able insights into the design of the network for future advancements.

2. Related work

To address the challenges mentioned above, a number of methods
have been proposed, which can be divided into three categories [15],
i.e., global feature-based representation learning, local feature-based
representation learning and auxiliary feature-based representation
learning. In this section, we first briefly overview these methods and
then introduce the Transformer and Multi-granularity-related methods
in Re-ID.

2.1. Global feature-based representation learning

Global feature-based representation learning aims to generate com-
prehensive and discriminative features for each individual pedestrian
image. The global features are usually obtained by imposing Global
Max Pooling (GMP) or Global Average Pooling (GAP) on the fea-
ture maps learned by the convolutional neural networks. IDE [5] is
one of the early representative studies that attempted to view the
Re-ID problem as a classification and verification task, which simul-
taneously learns discriminative embeddings for pedestrian images and
a similarity metric. Effective IDE-based improvements include Label
Smoothing [16], SphereReID [17], etc., which are widely utilized in
many current mainstream approaches. Luo et al. [18] proposed a pow-
erful baseline that includes a bag of tricks to enhance discriminative
global feature learning. Recently, Ye et al. [15] designed a new base-
line termed AGW, which consists of Non-local Attention (Att) block,
Generalized-mean (GeM) pooling, and Weighted Regularization Triplet
(WRT) loss. Qian et al. [19] developed a leader-based multi-scale atten-
tion deep architecture that dynamically determines the importance of
the discriminative features extracted at each scale. Zhang et al. [7] pre-
sented a Relation-aware Global Attention (RGA) to grasp information of
global scope. MEMF [20] incorporates multi-level-attention blocks into
a multi-layer-feature fusion architecture, enabling the extraction of rep-
resentative and rich features. SDN [21] proposes a global-correlation
and a local-correlation attention to capture inter-image and intra-image
dependencies, respectively. DAAF-BoT [22] utilizes a holistic attention
branch for global awareness, focusing on persons to reduce background
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influence, and a partial attention branch for local awareness, decou-
pling features into groups responsible for different body parts. Zhang
et al. [23] proposed a Heterogeneous Convolutional Network (HCN)
to jointly learn the appearance information of pedestrian images and
their correlations. Even though CNN-based backbone networks and
some effective modules are capable of extracting robust global feature
representations and achieving satisfactory matching performance in
some specific circumstances, global features cannot successfully cope
with complex scenes, such as occlusions.

2.2. Local feature-based representation learning

In order to compensate for the shortcomings of global features
in, e.g., occlusion scenarios, a number of methods based on pose
estimation, background segmentation, horizontal division, etc., have
been proposed. Zhao et al. [24] proposed the Spindle Net, the first
attempt to introduce the human body structure information into the
Re-ID framework. M. Kalayeh et al. [25] developed SPReID that used
human semantic parsing to explore local visual cues for Re-ID. This type
of method makes the network relatively more complex as it requires
the introduction of other sub-networks (e.g., OpenPose [26] for pose
estimation) for human parsing. In contrast, the horizontal division is
much more flexible. Sun et al. [27] proposed to divide the feature
maps into several stripes before conducting the global max pooling
to generate local features. This design has proven to be remarkably
effective and has become a standard for many local feature-based
methods. Wang et al. [28] developed a multi-branch strategy with one
branch for global feature learning and two branches for local feature
learning. The multiple granularities in this paper refer to the division
of body parts with different sizes. To capture the relationship among
the different body parts, the second-order non-local attention [29] is
designed to enhance feature learning. Although this type of method is
more flexible, it is sensitive to heavy occlusions as well.

2.3. Auxiliary feature-based representation learning

The auxiliary features used in Re-ID mainly involve semantic at-
tributes, viewpoint information, domain information, and data augmen-
tation [15]. Lin et al. [30] first incorporated the semantic attributes
learning into the Re-ID networks. Chang et al. [31] proposed a Multi-
Level Factorization Net (MLFN) that factorizes the visual appearance
of a person into multiple semantic feature learning. Lin et al. [32]
exploited the camera consistency-aware to learn both feature repre-
sentation and image matching simultaneously. The data augmentation
mainly includes a random erasing strategy [33] and using the images
generated by GAN for training [34,35]. The former aims to mimic the
occlusion that often occurs in the real world. The latter is designed
to generate pedestrian images with a variety of challenges, e.g., occlu-
sions, viewpoint/pose/domain/clothing/illumination changes, in order
to render the network robust to these disruptions for Re-ID. Those
methods enrich the data types of the training images, allowing the
network to be more generalizable when tested.

2.4. Transformer and multi-granularity in Re-ID

Transformer is an advanced design that originated in Natural Lan-
guage Processing (NLP) [36] and is now widely used in various areas
of computer vision with promising results. The Vision Transformer
(ViT) [37] and its variants [38–40] divided the image into patches,
which can be considered as the word tokens in NLP. For the Re-
ID task, He et al. [8] proposed a pure transformer framework for
person Re-ID, which contains two novel modules, i.e., jigsaw patch
module (JPM) and side information embeddings (SIE). The philosophy
of these two designs stems from the auxiliary feature-based methods.
Recently, many researchers have considered combining the respective
strengths of CNN and Transformer for application in Person ReID. Chen
3

et al. [41] designed an attended structure representation based on CNN
for learning structure-related features of pedestrian appearance and
developed transformer-based part interaction for exploring the contex-
tual and structural relationships between part levels using a node-level
partitioning strategy. Wang et al. [11] proposed the NFormer, where
the CNN is used to extract features from all pedestrians. The landmark
agent attention module and the reciprocal neighbor softmax function
module are designed based on the Transformer to yield robust fea-
ture representations. Similarly, Lai et al. [42] also utilized the CNN
to extract pedestrian features. Meanwhile, a Transformer-based part
merge module and a part mask generation module are proposed to
capture the corresponding areas of two different samples and exhibit
robustness to scale and shift variations. Zhang et al. [14] introduced a
Transformer-based Feature Calibration (TFC) module at each stage of
the CNN network to fuse the output features of the backbone network at
each stage with those of the previous stage TFC module. Those methods
have achieved promising results in the Re-ID task due to the long-range
dependencies modeling ability of the attention mechanism.

Multi-granularity feature learning has also been shown to play
an important role in person Re-ID. MGN [28] and MGCA [43] both
considered using differentiated division for feature maps from different
branches to obtain the local features with diverse granularities, without
any operation for further feature learning. Chen et al. [44] proposed a
Saliency and Granularity Mining Network (SGMN) for solving video-
based person ReID. The ‘‘granularity’’ mainly refers to mining small
granularity information of pedestrians in each frame such as logo, and
shoes, using the temporal channel-relation module. Zhang et al. [45]
proposed to enable the gradual expansion of the size of feature maps
to obtain multiple resolution features, followed by a multi-pool feature
extractor for producing more discriminative features by fusing high
and low-level features. Gong et al. [46] designed the network as a
multi-stream structure. By constructing a global feature stream and a
part feature stream, coarse-grained global information and fine-grained
localized body part information are preserved, respectively. Zhang
et al. [47] divided the feature maps into groups along the channel
dimension. Each group represents a granularity and a spatial average
pooling operation is performed for each granularity at different scales.
Wang et al. [48] proposed a Receptive Multi-Granularity Learning
(RMGL) method, employing a multi-branch network and incorporating
an activation balanced pooling strategy to achieve adaptive parti-
tioning of different granularity local regions on distinct branches. Tu
et al. [49] proposed a Multi-Granularity Mutual Learning Network
(MMNet), where ‘‘multi-granularity’’ refers to adjusting the number of
stripes in different branches to control the granularity of the learned
features. Jiang et al. [50] proposed a dual-branch network for cross-
modal person ReID, where one branch uses a butterfly-shaped attention
module to learn fine-grained features, while the other branch utilizes
a ResNet network to capture coarse-grained features. Notably, several
works such as [6,51] used convolutional operations with different ker-
nel sizes to produce diverse local clues for pedestrian images, which has
been proven simple yet effective. In this paper, we follow this design
and combine it with differentiated divisions of feature maps (pyra-
mid structure) to explore the multi-granularity relationships between
different parts and the entirety.

3. Proposed method

In this section, the process of the Multi-granularity Cross Trans-
former Network (MCTN) is presented. We first introduce the problem
definition of person re-identification in Section 3.1. Then, the over-
all architecture of MCTN is described in Section 3.2. Next, the core
components of MCTN will be discussed in detail, including the Multi-
granularity Convolutional Layer (MCL) in Section 3.3, the Pyramidal
Cross Transformer learning layer (PCT) in Section 3.4, and the Hierar-
chical Aggregation Strategy (HAS) in Section 3.5. Finally, we describe
the loss function in Section 3.6.
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Fig. 2. The architecture of multi-granularity cross transformer network. Pedestrian images are first processed by ResNet50 to obtain global features. Then, the multi-granularity
convolutional layer and pyramidal cross transformer learning layers are inserted in the first three stages of the backbone network. Hierarchical Aggregation Strategy (HAS) is
employed to aggregate feature maps at different stages, mining more and richer local semantic information and improving the discrimination of the network. Finally, in the training
phase, in addition to the loss of the backbone network, auxiliary losses are also added at each stage for supervised training. In the test phase, the features obtained by the backbone
network and by HAS (the last stage) are combined as the final feature representation for test.
3.1. Problem definition

Given a training set  containing 𝑁 pedestrian images, i.e.,  =
{

𝐼𝑘, 𝑌𝑘
}𝑁
𝑘=1, where 𝐼𝑘 and 𝑌𝑘 are the 𝑘th pedestrian image and its cor-

responding identity. In the training phase, a network architecture  (⋅)
is designed to overcome the variations of pedestrians under different
cameras to extract discriminative features, that is 𝑓𝑘 =  (𝐼𝑘), 𝑓𝑘 ∈
R𝐶×𝐻×𝑊 , where 𝐶 is channel number; 𝐻 and 𝑊 denote the height and
width of the feature map, respectively. In the test phase, given a query
image 𝐼𝑗 , the trained network performs feature extraction for 𝐼𝑗 and
all pedestrian images in the gallery, obtaining discriminative feature
maps 𝑓𝑗 and 𝐺 = {𝑓𝑖}𝑀𝑖=1, where 𝑀 is the number of pedestrian images
in the gallery. The person re-identification results can be achieved by
a similarity measurement between 𝑓𝑗 and each element of 𝐺.

3.2. Overall architecture

The framework of MCTN is shown in Fig. 2. The process of the
method mainly consists of five parts, including Backbone, Multi-
granularity Convolutional Layer (MCL), Scaling, Pyramidal Cross Trans-
former Learning Layer (PCT), and Hierarchical Aggregation Strategy
(HAS).

Backbone. Similar to previous studies, we utilize a ResNet50 model
pre-trained on ImageNet as the standard backbone for extracting the
global features of pedestrians. To bridge the domain gap between
ImageNet and pedestrian image datasets, we also employ a ResNet50
model pre-trained on the LUPerson dataset, thereby enhancing the
effectiveness of the extracted pedestrian features.

Multi-granularity Convolutional Layer. MCL is to simulate the
process by which human vision recognizes things from different per-
spectives. More fine-grained features can be extracted through this
layer to enhance the performance of the model.

Scaling. To reduce the parameters of the model and facilitate
the integration of subsequent networks, Global Max Pooling (GMP) is
applied after MCL. GMP can suppress the background information and
extract significant features of pedestrians, making the salient features
of pedestrians more compact.

Pyramidal Cross Transformer Learning Layer. The PCT is de-
signed as a pyramid, guiding the network to discover salient features
of pedestrians from a coarse-to-fine perspective. The attention fea-
tures obtained with coarse-grained are further segmented for learning
more fine-grained features. Thereby, complementary information of
pedestrians with different granularities can be achieved.
4

Fig. 3. The architecture of the multi-granularity convolutional layer. 𝐶𝑜𝑛𝑣: Convolu-
tional operation; ℎ, 𝑤, and 𝑐 represent the height, width and channel number of the
feature map, respectively. 𝑓 , 𝑓 ′ denote the input and output features, respectively. 𝑓𝑎𝑙𝑙
indicates the features after concatenation.

Hierarchical Aggregation Strategy. HAS is used to obtain more
comprehensive pedestrian features. Since the shallow layers contain
more details, the features computed in the shallow layers can be
aggregated into the deep layers, guiding them to pay more attention
to fine-grained local features. Meanwhile, HAS is also helpful in mining
the latent semantic information in the shallow layers by the interactions
between the shallow layers and the deep ones.

3.3. Multi-granularity convolutional layer

As we know, not all discriminative features in pedestrian images can
be obtained directly through the backbone network, even by continu-
ously deepening the network. Intuitively, the human visual system usu-
ally observes things from different perspectives and granularities [28].
To this end, we introduce a multi-granularity convolutional layer and
apply it to the first three stages of the backbone network to more com-
prehensively mine the semantic information contained in pedestrian
images. The detailed structure of MCL is shown in Fig. 3.

Reviews. In Mudeep [19], the input data is further analyzed
through three different receptive fields (a.k.a. granularity), i.e., 3 × 3,
5 × 5, and 7 × 7, respectively. The weights are not shared in the
calculation process of feature representation at different granularities
for obtaining richer features. To reduce the parameters while increasing
the nonlinear transformation ability of the network, a 5 × 5 kernel is
divided into two 3 × 3 cascades, and a 7 × 7 kernel is divided into
three 3 × 3 cascades. The features extracted at different granularities
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Fig. 4. The architecture of the pyramidal cross transformer learning layer. Blocks with
different colors in the figure denote different linear transformations that are applied to
the feature maps. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

are fused as the final feature representation of this layer. Note that
the convolution operations at different granularities are transformed
into residual blocks. The input data goes through 1 × 1 convolution
operations to compress the dimension of the feature, a 3 × 3 convo-
lution calculations to extract the feature representation, and another
a 1 × 1 convolution layer to restore the feature dimension to the
original channel number. The aforementioned process is shown in
Fig. 3. Finally, the currently obtained feature is connected with the
output of the shortcut as the final feature representation. The above
design has been proven to be effective.

Remarks. The MCL follows the above design since it has been
proven to be effective. Although the structure of MCL is the same as
Mudeep’s multi-scale stream layer (MSL), very different usages and
motivations are in this paper and [19]. Firstly, the features gained
from MSL are used to guide the output features of each stream, and
the features pass through an attention layer to filter out the redundant
information, better distinguishing the pedestrian and the background.
The MCL in this paper, however, is used to capture multi-scale local
features for pedestrians, as the prerequisite of the subsequent pyramidal
cross transformer learning layer to mine local information in the global
structure from a coarse-to-fine perspective. Secondly, the MSL is only
applied to the third layer of ResNet50, which acts as the fourth layer of
the network structure. By contrast, we add MCL at the first three stages
of ResNet50 to perform multi-granularity analysis on the input data
to capture different feature representations. More comprehensive and
discriminative features are acquired by fusing feature representations
of different granularities.

3.4. Pyramidal cross transformer learning layer

Indeed, the performance of the Re-ID task largely depends on the
semantic information of pedestrian images extracted by the neural
network [15]. By deepening the network, the deep layers can, to some
extent, learn the semantic information of pedestrian images. Never-
theless, the shallow layers contain only details and a small quantity
of semantic information, and a lot of semantic information has not
been mined yet. To this end, Transformer architecture based PCT is
proposed to enrich the diversity of features. The detailed PCT structure
is shown in Fig. 4. PCT mainly contains three components, including
input embedding, cross attention, and channel MLP.
5

Input Embedding. Given a feature map 𝑋, it is first processed by
input embedding, which is similar to patch embedding for ViTs [37].
The formulation can be expressed as:

𝑋𝑒𝑚𝑏 = 𝑁𝑜𝑟𝑚(𝐼𝑛𝑝𝑢𝑡𝐸𝑚𝑏(𝑋)), (1)

where 𝑁𝑜𝑟𝑚(⋅) denotes layer normalization [52], 𝑋𝑒𝑚𝑏 ∈ R𝑈×𝑑 denotes
the embedding tokens with sequence length 𝑈 and embedding dimen-
sion 𝑑.

Cross Attention. To capture discriminative local information in
the global structure from a coarse-to-fine perspective, we exploit the
pyramid structure to explore the local–global relationship.

(1) Pyramid. The pyramid contains different levels of attention
calculation, and each level horizontally splits the feature map into 2𝑖−1,
where 2 is the radix and 𝑖 is the current level. It is worth noticing that
the granularity of horizontal divisions varies among pyramid levels. As
the pyramid level increases, so does the division. The features learned
at the coarse-grained level are used to guide the network to mine
finer-grained local information. Additionally, considering that too fine
a division will compromise the integrity of local semantic information,
we set the pyramid level as 3.

(2) Cross. The feature map 𝑋𝑒𝑚𝑏
𝑖 is horizontally split into 𝑚 local

feature vector 𝑋𝑒𝑚𝑏
𝑖𝑗 , where 𝑖 represents the level of pyramid, 𝑗 =

{1, 2,… , 𝑚} denotes the index of the local feature. The undivided
feature map 𝑋𝑒𝑚𝑏

𝑖 is transformed into 𝐾𝑖, 𝑉𝑖 by two different lin-
ear transformations. To get more representative and discriminative
features, we apply different linear transformations to different local
vectors 𝑋𝑒𝑚𝑏

𝑖𝑗 producing distinctive features 𝑄𝑖𝑗 . The feature calculated
by cross attention can be defined as:

𝑌𝑖𝑗 = 𝜎(𝑄𝑖𝑗𝐾𝑖
𝑇 ∕

√

𝑑)𝑉𝑖 +𝑋𝑒𝑚𝑏
𝑖𝑗 , (2)

where 𝐾𝑖, 𝑉𝑖 ∈ R𝑈×𝑑 , 𝑄𝑖𝑗 ∈ R𝑈∕𝑚×𝑑 and 𝐾𝑇
𝑖 denotes the transpose of

𝐾𝑖. We investigate the relationship between local and global features
using 𝑄𝑖𝑗 × 𝐾𝑖

𝑇 . Indeed, 𝑄𝑖𝑗 × 𝐾𝑖
𝑇 is similar to the cosine similarity,

so it can be utilized to measure the relevance between tokens. The
softmax activation function 𝜎(⋅) is used to normalize the obtained cross
attention weights, and the local salient features in the global context
are extracted by multiplying with 𝑉𝑖. Eventually, the obtained features
are concatenated with the original local feature vector to gain cross
attention feature representation.

(3) Merge. The feature maps obtained by each local attention are
merged into the overall feature map at the current level, which can be
formulated as follows:

𝑌𝑖 = [𝑌𝑖1, 𝑌𝑖2,… , 𝑌𝑖𝑚], (3)

where [⋅] denotes concatenating by height dimension. The feature map
𝑌𝑖 is then transmitted to the subsequent level of the pyramid, guiding
the network to mine more fine-grained local semantic information in
the global context. With the pyramidal cross transformer, the network
becomes capable of effectively identifying the correlation between local
and global features, highlighting the discriminative features in the local
region and suppressing the irrelevant features.

Channel MLP. Channels of the feature map contain rich details and
semantic information about the same parts of the pedestrian. Similar
to [14,42], we retain the channel multi-layer perceptron (MLP) in the
traditional transformer to condense the features of those similar chan-
nels. The channel MLP consists of two layers of linear transformation,
Gelu activation function 𝜁 (⋅). Assuming that the feature map output by
cross attention learning is 𝑌 , the procedure can be expressed as:

𝑍 = 𝜁 (𝑁𝑜𝑟𝑚(𝑌 )𝑊1) ×𝑊2 + 𝑌 , (4)

where 𝑍 denotes the output features of the Channel MLP and 𝑊1 ∈
R𝑑×𝜏𝑑 and 𝑊2 ∈ R𝜏𝑑×𝑑 are the learnable parameters with expansion
ratio 𝜏.

Remarks. Despite the fact that the architecture of the proposed PCT
is similar to [14], they are totally different in detail. The Transformer
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structure in [14] is the original and plain one. In contrast, the PCT
is specifically designed for the person Re-ID task, which includes the
coarse-to-fine division of pedestrian image feature maps, differentiated
feature extraction of different parts of pedestrians, and cross attention
to exploring the local–global relationship of the feature map. There-
fore, the PCT can obtain richer pedestrian features and improve the
performance of the model.

3.5. Hierarchical aggregation strategy

Given the potential for shallow layers to contain untapped semantic
information compared to deep layers [14], we employ a hierarchical
aggregation strategy to mitigate this issue. Specifically, we simultane-
ously insert MCL and PCT into the first three stages of the backbone
network. Notably, the feature maps obtained at each stage are not
directly transmitted back to the backbone network for training, nor
are they directly spliced together as the final feature representations.
Instead, these features are fused with the features extracted by the MCL
in the next stage, and inputted into the PCT to guide the network in
discovering diverse clues of the pedestrian images. The aforementioned
design is based on the following two reasons. Firstly, the independent
processing can effectively and fully utilize the advantages of both
CNN and Transformer, forming diverse local and global pedestrian
features. Secondly, transmitting the features outputted by PCT to the
backbone requires increasing dimensionality to ensure feature dimen-
sion consistency, which consequently significantly increases additional
computational costs. In short, through the hierarchical aggregation
strategy, the content across different levels can be more effectively
utilized, thereby enabling the extraction of latent semantic information
present in the pedestrian images.

3.6. Loss function

In the training phase, the verification loss, classification loss, and
auxiliary loss are used to supervise the training of the multi-granularity
cross transformer network.

Verification loss. The loss is used to enhance intra-class compact-
ess and inter-class dissimilarity, i.e., to make the distance between
ositive and negative samples smaller by a predefined margin 𝜉. In
ther words, after the training, the distance between the same pedestri-
ns will be as small as possible, whereas the distance between different
edestrians will be as large as possible. Similar to [14], we use the hard
riplet loss [53] as the verification loss, which is defined as:

𝑡𝑟𝑖(𝑎, 𝑝, 𝑛) = [‖𝑓𝑎 − 𝑓𝑝‖ − ‖𝑓𝑎 − 𝑓𝑛‖ + 𝜉]+, (5)

where 𝑓𝑎 represents the anchor samples, 𝑓𝑝 denotes the positive sam-
ples with the same identity, and 𝑓𝑛 is the negative samples with
different identities. ‖ ⋅ ‖ denotes the 𝐿2-Norm, [⋅]+ indicates the max
function.

Classification loss. Since the person ReID task can be regarded as
an image classification problem with each pedestrian identity as a class,
the classification loss used in this paper is cross-entropy loss, which is
defined as:

𝑐𝑙𝑠 = −
𝑀
∑

𝑖=1
𝑦𝑖𝑙𝑜𝑔(𝑦𝑖), (6)

where 𝑀 is the number of pedestrian identities, 𝑦𝑖 and 𝑦𝑖 are the pre-
dicted label and ground-truth label of the 𝑖th pedestrian, respectively.

Auxiliary loss. To facilitate learning powerful feature representa-
tions of the network, the auxiliary loss 𝑎𝑢𝑥 consisting of verification
loss and classification loss is added to different stages of HAS, which is
defined as follows:

𝑎𝑢𝑥 =
𝑆
∑

(𝑖
𝑡𝑟𝑖 + 𝑖

𝑐𝑙𝑠), (7)
6

𝑖=1
where 𝑆 is the number of stages. The auxiliary loss applied to the low
and high levels of the network can fully exploit multi-granularity su-
pervisions and enhance the interactions between the initial feature ex-
traction of pedestrian images and the subsequent semantic information
learning.

Finally, the total loss is:

𝑎𝑙𝑙 = 𝑡𝑟𝑖 + 𝑐𝑙𝑠 + 𝛾𝑎𝑢𝑥, (8)

where 𝛾 is a hyper-parameter of the network used to trade off the
backbone network loss and auxiliary loss. For clarity, we show the
detailed procedure of the proposed MCTN in Algorithm 1.

Algorithm 1 Multi-granularity Cross Transformer Network
Input: Training images 𝐼 , epoch 𝑇

Output: Model 
1: while 𝑡 <= 𝑇 do
2: Input 𝐼 into Res-1 block of ResNet50 (get 𝑓1)
3: Input 𝑓1 into MCL (get 𝑓 ′

1)
4: Scale 𝑓 ′

1 and implement PCT according to Eqs. (1)–(4) (get 𝑍1)
5: for i = 2, 3 do
6: Input 𝑓𝑖−1 into Res-𝑖 (get 𝑓𝑖)
7: Input 𝑓𝑖 into MCL (get 𝑓 ′

𝑖 )
8: Scale 𝑓 ′

𝑖 and concatenate 𝑍𝑖−1 along the channel dimension (get 𝑍′
𝑖−1)

9: Implement PCT for 𝑍′
𝑖−1 according to Eqs. (1)–(4) (get 𝑍𝑖)

10: end for
11: Input 𝑓3 into Res-4 block of ResNet50 (get 𝑓4)
12: Calculate the verification loss for 𝑓4 according to Eq. (5)
13: Perform BN Neck on 𝑓4 and calculate the classification loss according

to Eq. (6)
14: Calculate the auxiliary losses for 𝑍1, 𝑍2, 𝑍3 according to Eq. (7)
5: Calculate the total training loss to supervise the training of the model

 according to Eq. (8)
6: end while
7: return the trained model 

4. Experiments

In this section, we evaluate the performance of the proposed method
on four large-scale person Re-ID benchmarks, including Market-1501
[54], DukeMTMC-reID [55], CUHK03 [56], and MSMT17 [57]. We first
briefly introduce the information of these datasets and the commonly
used evaluation metrics, then elaborate on the details of the imple-
mentation of our method. The effectiveness of each component of the
method is demonstrated through extensive ablation studies. Qualitative
visualizations of the attention map of our method compared with the
baseline model HAT [14] are present. Quantitative comparisons with
current state-of-the-art methods demonstrate the high performance and
generality of the method. Finally, the robustness of the method is
validated on the Occluded-DukeMTMC [58].

4.1. Datasets and settings

Market-1501 [54]. Market-1501 dataset was obtained in the cam-
pus market of Tsinghua University by 6 cameras, including 5 HD
cameras and 1 SD camera. The dataset has a total of 32,668 images
with 1501 identities, of which 12,936 images with 751 identities are
used as the training set; 19,732 images with 750 identities are used
as the test set. All images are produced by using the Deformable Part
Model (DPM) [59] as the detector.
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Table 1
The sizes of the feature maps for the input and output of each layer in our MCTN.

Layer Input size Output size

stage1

Res-1 𝐵, 3, 𝐻 , 𝑊 𝐵, 𝐶, 𝐻
4

, 𝑊
4

MCL 𝐵, 𝐶, 𝐻
4

, 𝑊
4

𝐵, 𝐶, 𝐻
4

, 𝑊
4

Scaling 𝐵, 𝐶, 𝐻
4

, 𝑊
4

𝐵, 𝐶, 𝐻
16

, 𝑊
16

PCT 𝐵, 𝐶, 𝐻
16

, 𝑊
16

𝐵, 𝐶, 𝐻
16

, 𝑊
16

stage2

Res-2 𝐵, 𝐶, 𝐻
4

, 𝑊
4

𝐵, 2𝐶, 𝐻
8

, 𝑊
8

MCL 𝐵, 2𝐶, 𝐻
8

, 𝑊
8

𝐵, 2𝐶, 𝐻
8

, 𝑊
8

Scaling 𝐵, 2𝐶, 𝐻
8

, 𝑊
8

𝐵, 2𝐶, 𝐻
16

, 𝑊
16

PCT 𝐵, 3𝐶, 𝐻
16

, 𝑊
16

𝐵, 3𝐶, 𝐻
16

, 𝑊
16

stage3

Res-3 𝐵, 2𝐶, 𝐻
8

, 𝑊
8

𝐵, 4𝐶, 𝐻
16

, 𝑊
16

MCL 𝐵, 4𝐶, 𝐻
16

, 𝑊
16

𝐵, 4𝐶, 𝐻
16

, 𝑊
16

Scaling 𝐵, 4𝐶, 𝐻
16

, 𝑊
16

𝐵, 4𝐶, 𝐻
16

, 𝑊
16

PCT 𝐵, 7𝐶, 𝐻
16

, 𝑊
16

𝐵, 7𝐶, 𝐻
16

, 𝑊
16

stage 4 Res-4 𝐵, 4𝐶, 𝐻
16

, 𝑊
16

𝐵, 8𝐶, 𝐻
16

, 𝑊
16

DukeMTMC-reID [55]. The DukeMTMC-reID dataset was captured
by 8 HD cameras at Duke University. The dataset has a total of
36,411 images with 1404 identities, of which 16,522 images with 702
identities are used as the training set; 17,661 gallery images and 2228
query images with 702 identities are used as the test set.

CUHK03 [56]. The CUHK03 dataset was obtained at the Chinese
University of Hong Kong by two of ten cameras. The dataset includes
13,164 images with 1467 identities. The images are produced in two
ways: manually labeling the bounding boxes and a Deformable Part
Model detector to automatically detect the bounding boxes. We parti-
tion the dataset according to the new protocol [60], where the training
set contains 767 identities and the test set contains 700 identities.

MSMT17 [57]. The MSMT17 dataset is currently the largest person
Re-ID dataset, captured by 12 outdoor cameras and 3 indoor cameras.
The dataset contains 126,441 pedestrian images with 4101 identities.
The training set contains 32,621 images with 1041 identities, and the
test set contains 93,820 images with 3060 identities.

4.2. Evaluation metrics

Similar to most person Re-ID methods, this paper adopts mean Aver-
age Precision (mAP) and Cumulative Matching Characteristics (CMC) as
the evaluation metrics of the person Re-ID methods, where mAP reflects
the comprehensive performance of the Re-ID algorithm and CMC shows
Re-ID accuracy by counting query identities among the top-N results.

4.3. Implementation details

The implementation details of our method can be described from
three aspects: backbone model, preprocessing, and training settings.

Backbone. ResNet50 [61] is adopted as the backbone architecture
for extracting global features of pedestrian images. To obtain a larger
feature map, the stride of the last layer of the network is changed from
the original 2 to 1. Unless otherwise specified, the pre-trained model is
based on ImageNet.

Preprocessing. The images of all datasets are resized to 384 × 192.
Horizontal flipping, random cropping, or erasing are adopted as data
augmentation for training.

Training settings. The batch size is set to 64. Each batch randomly
selects 16 person identities, each with 4 images. The max epoch is set
to 150 and the Adam optimizer is adopted, of which the first 10 epochs
use a linear warm-up strategy that the learning rate grows from 4×10−6

to 4 × 10−4, and then decays by 0.4 every 20 epochs. Additionally, the
triplet loss margin 𝜉 is set to 0.3, and the hyper-parameter 𝛾 is set to 0.5
7
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Table 2
Ablation analysis of components of MCTN on Market 1501 and DukeMTMC-reID. Bold
indicates the best results.

Method Market1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

-MCL -PCT -HAS -AL 84.7 93.5 76.4 86.8
-MCL 89.4 95.5 81.1 89.5
-PCT 87.6 94.6 78.4 87.8
-HAS 88.5 95.0 79.5 88.7
-AL 89.9 95.5 81.3 89.6

MCTN 90.8 96.0 82.7 90.7

Table 3
Ablation analysis of different number of PCT iterations on Market-1501 and
DukeMTMC-reID. Bold indicates the best results.

Model Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

(1, 1, 1) 89.4 95.7 81.8 89.9
(2, 2, 2) 90.4 96.0 82.4 90.9
(3, 3, 3) 90.8 96.0 82.7 90.7
(4, 4, 4) 88.9 95.0 81.8 90.4

(1, 2, 3) 89.9 95.5 81.9 89.8
(2, 3, 4) 90.3 95.7 82.2 90.4
(3, 2, 1) 90.5 95.5 82.2 90.8
(4, 3, 2) 90.7 96.0 81.7 90.4

to balance the losses. All experiments are performed using PyTorch1.7
with 2 RTX A6000. In addition, for clarity, we show the sizes of the
feature maps for the input and output of each layer in our MCTN in
Table 1.

4.4. Ablation studies

Analysis of different components. To demonstrate the effective-
ness of each component of the MCTN on the network, ablation ex-
periments are performed on the Market1501 and DukeMTMC-reID
by removing different components of MCTN. As shown in Table 2,
‘‘-MCL -PCT -HAS -AL’’ indicates that MCL, PCT, HAS, and AL are
all not used. ‘‘-MCL’’ indicates that the feature maps obtained from
the first three stages of the backbone network are directly used as
the input of the pyramidal cross transformer learning layer without
passing through multi-granularity convolutional layers. ‘‘-PCT’’ rep-
resents that the network aggregates the features obtained from the
multi-granularity convolutional layers instead of the features from the
pyramidal cross transformer learning layer. ‘‘-HAS’’ denotes that MCTN
does not interact features obtained from shallow and deep layers. ‘‘-
AL’’ indicates that MCTN is trained without using the auxiliary loss.
From Table 2, we can see that, the mAP of MCTN drops by about 1.5%
on both Market1501 and DukeMTMC-reID without multi-granularity
convolutional layers, indicating that the MCL can render the network
to extract richer pedestrian features. Without PCT or HAS makes the
performance of MCTN significantly degrade on both Market1501 and
DukeMTMC-reID. This demonstrates that the PCT can mine local infor-
mation in the global structures from a coarse-to-fine perspective and the
interactions between shallow layers and deep layers is helpful to learn
rich features. Furthermore, supervised training of the network using
auxiliary loss can also improve the performance.

Analysis of different numbers of PCT iterations. Beyond the
yramid level, we also conduct experiments to analyze the impact of
ifferent numbers of PCT iterations in the first three stages of the
ackbone network on performance. The same number of iterations
n the first three stages of the backbone network is first conducted.
he first four rows of Table 3 show that as the number of iterations

ncreases, the network’s performance improves. Two or three iterations
an lead to better performance. However, when the iterations reach

, the performance starts to degrade. This may be due to excessive
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Fig. 5. Illustrations of different partitioning forms in PCT.

Table 4
Ablation analysis of pyramid levels on Market-1501 and DukeMTMC-reID. Bold
indicates the best results.

Model Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

0 87.6 94.6 78.4 87.8
1 88.7 95.8 81.4 90.0
2 89.7 95.9 81.8 90.2
3 90.8 96.0 82.7 90.7
4 89.3 95.7 81.8 90.6

iterations, which lead to semantic information being lost in the deep
layers and the network failing to obtain comprehensive features. Then,
we discuss the effect of different iterations in shallow and deep layers
on the performance. As shown in the last four rows of Table 3, for the
performance on the Market-1501, (3, 2, 1) improves 0.6% mAP over (1,
2, 3). (4, 3, 2) improves 0.4% mAP and 0.3% Rank-1 over (2, 3, 4). On
the DukeMTMC-reID, compared with (1, 2, 3), (3, 2, 1) increases 0.3%
mAP and 1.0% Rank-1. However, (4, 3, 2) is lower than (2, 3, 4) by
0.5% mAP. In general, the performance of the network can be improved
when there are more iterations in shallow layers than in deep layers,
which also demonstrates that there is still some semantic information
in shallow layers that needs to be mined deeply. Considering the
generality of the network, all experiments are performed under the
default setting (3, 3, 3).

Analysis of different pyramid levels. We report the performance
of different pyramid levels in Table 4. 0 means that MCTN is trained
without PCT. 1 represents that a PCT structure is only with one-level
attention. 2, 3, 4 indicate that multiple levels of attention computa-
tion are utilized. Note that the granularity of horizontal divisions varies
in different pyramid levels. As the number of pyramid levels increases,
so does the quantity of local divisions. From Table 4, we can see that 1
outperforms 0 by 1.1%/1.2% and 3.0%/2.2% mAP/Rank-1 on Market-
1501 and DukeMTMC-reID, respectively. This phenomenon shows that
the pyramidal cross transformer learning layer enables the network to
focus on diverse clues of pedestrians. The performance of the network
gradually improves as the number of pyramid levels increases. The best
performance of the model is achieved when the number of pyramid
levels is 3 (3), i.e., 90.8%/96.0% mAP/Rank-1 on Market-1501 and
82.7%/90.7% mAP/Rank-1 on DukeMTMC-reID. This validates that the
features learned at the coarse-grained level can be used to guide the
network in mining finer-grained semantic information. In addition, we
observe that the performance of the network starts to degrade at a
pyramid level of 4 (4), which indicates that too fine a division of
pedestrians may destroy the integrity of semantic information.

Analysis of different partitioning sizes in PCT. The partitioning
sizes in PCT are essential to extract robust local features with semantics.
We try two partitioning sizes, i.e., 1-2-4 and 1-3-5, and show the results
in Table 5. It can be observed that using the partitioning scheme 1-
2-4 achieves better performance compared to 1-3-5. This could be
attributed to two factors. Firstly, the given pedestrian images are gen-
erally evenly distributed in terms of height dimension, so partitioning
them into multiples of 2 can better preserve the semantic information of
each local region. For example, pedestrian images can be divided into
the upper body and lower body, and the upper body can further be
divided into components such as the head and shoulders. Secondly, the
1-3-5 partitioning scheme results in smaller local regions, which may
8

Table 5
Ablation analysis of different partitioning sizes in PCT. Bold indicates the best
results.

Method Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

1-2-4 90.8 96.0 82.7 90.7
1-3-5 89.0 95.3 81.5 90.3

Table 6
Ablation analysis of different partitioning forms in PCT. Bold indicates the best
results.

Methods Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Ran-1

(a) 90.8 96.0 82.7 90.7
(b) 90.1 95.6 80.9 89.8
(c1) 89.9 95.5 80.7 89.7
(c2) 89.6 95.3 80.4 89.6

compromise the integrity of local semantic information. Therefore, we
choose 1-2-4 as the default partitioning size.

Analysis of different partitioning forms in PCT. To validate the
effectiveness of different partition methods in PCT, we try four ways,
i.e., horizontal partitioning (a), vertical partitioning (b), and block-
based partitioning (c1 and c2). Regarding block-based partitioning,
there are two variations at the second level of the pyramid: one involves
horizontal partitioning first (c1), and the other involves vertical parti-
tioning first (c2). The illustrations of these four strategies are shown in
Fig. 5.

From Table 6, it can be observed that vertical partitioning, com-
pared to horizontal partitioning, resulted in a decrease in performance
across all evaluation metrics on both datasets. This is mainly because
vertical partitioning tends to destroy the integrity of local features
in the human body while weakening their correlations. By contrast,
horizontal partitioning can better preserve the semantic information
of each local feature of pedestrians, such as the head, torso, and feet,
thereby enhancing the performance of person re-identification. Regard-
ing block-based partitioning, it achieves similar results to vertical par-
titioning and performs worse than horizontal partitioning in terms of
mAP and Rank-1 metrics. This can be attributed to the fact that block-
based partitioning also involves vertical partitioning, which results
in the loss of semantic information. Therefore, we choose horizontal
partitioning for preserving distinguishable pedestrian features.

Analysis of different pooling methods. To validate the effec-
tiveness of Global Max Pooling (GMP) in the proposed method, we
conduct the ablation study, i.e., replacing GMP with Global Average
Pooling (GAP). From Table 7, it can be observed that on the Market-
1501 and DukeMTMC-reID datasets, using GAP results in an average
precision (mAP) drop of approximately 1.5% compared to GMP. This
difference primarily stems from the fact that GAP fails to distinguish
between pedestrians and the background. By averaging the information
across the entire feature map, it may introduce background information
unrelated to pedestrian identities, thus impacting the performance of
person re-identification.

To further validate whether GAP/GMP will lead to the loss of fine-
grained features, we conduct experiments by removing the GAP/GMP
operation. Additionally, we adjust the stride size appropriately while
fusing different granularity feature representations with multi-
granularity convolution to ensure consistent feature map sizes across
different stages. From Table 7, it can be observed that after removing
the GMP operation, the model’s performance on the Market-1501
and DukeMTMC-reID datasets decreased by 1.6% and 1.9% in mAP,
respectively. It can be attributed to the presence of noise or redun-
dant features in the original feature map, while the GMP operation
directly extracts the most salient features, effectively capturing the local
features of pedestrians.
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Fig. 6. Performance statistics of the proposed MCTN with respect to different settings
f hyper-parameter 𝛾.

Table 7
Ablation analysis of different pooling methods. Bold indicates the best results.

Methods Market-1501 DukeMTMC-reID

GMP GAP mAP Rank-1 mAP Rank-1

✗ ✗ 89.2 95.7 80.8 89.7
✗ ✔ 89.5 95.7 81.0 89.8
✔ ✗ 90.8 96.0 82.7 90.7

Table 8
Ablation analysis of different granularities on Market-1501 and DukeMTMC-reID. Bold
indicates the best results.

Model Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

1
3 × 3 89.6 95.4 81.9 90.4
5 × 5 90.4 95.4 82.1 90.6
7 × 7 90.3 95.5 82.1 90.7

2
3 × 3, 5 × 5 90.4 95.6 82.4 90.4
3 × 3, 7 × 7 90.6 95.7 82.4 90.8
5 × 5, 7 × 7 90.5 95.8 82.2 90.3

3 3 × 3, 5 × 5, 7 × 7 90.8 96.0 82.7 90.7

Analysis of different granularities. We investigate the MCL fur-
ther to determine how different granularities affect the performance
of the network. The first three rows indicate that only one granularity
is used for feature extraction. Three rows in the middle and one
row at the bottom use two or three granularities, respectively. As
shown in Table 8, the best performance can be achieved on Market-
1501 and DukeMTMC-reID using three granularities. This suggests that
simulating the human visual system to extract useful information from
multiple perspectives can facilitate the network to extract rich and
comprehensive pedestrian features.

Analysis of hyper-parameter 𝛾. We discuss the impact of the
hyper-parameter 𝛾 in the loss function on model performance. As shown
in Fig. 6, we can see that the performance of the model on Market-
1501 and DukeMTMC-reID increases first and then decreases with the
increase of 𝛾, and the optimal performance is achieved at 𝛾 = 0.5.
𝛾 = 0 means that MCTN is trained without using the auxiliary loss.
This makes the training of feature maps in the middle of the network
more difficult, leading to poor performance. 𝛾 = 1 indicates that the
training of the MCTN depends equally on the backbone network and
the HAS branch. The experimental results show that a good weighting
of the backbone network loss and auxiliary loss will drive the model
to obtain better performance. All experiments are performed under the
default setting 𝛾 = 0.5.

4.5. Visualization

We show the attention maps of the baseline model HAT [14] and
the proposed MCTN using smooth grad-cam++ [62]. It can be observed
from Fig. 7(b) and (e), the heat of the attention maps of HAT is
located in only a limited portion of the pedestrian image, which means
9

that HAT only concentrates on the most salient features of pedestrian
images. The heat of the attention maps of the proposed MCTN, on the
other hand, is distributed across the entire pedestrian images as shown
in Fig. 7(c) and (f). The phenomenon is mainly because the proposed
MCL layer can produce diverse clues for pedestrian images and provide
a good initialization for the subsequent PCT layer for further exploring
the local–global relationships more sufficiently. Thus, the MCTN is
capable of learning more comprehensive and discriminative pedestrian
features, which is robust for many complex scenarios.

4.6. Comparisons with state-of-the-art methods

To validate the effectiveness of MCTN, we compare it with state-of-
the-art methods on four widely used datasets, including Market-1501,
DukeMTMC-reID, CUHK03, and MSMT17. We report mAP and Rank-1
metrics in Table 9. Due to the potential domain gap when applying the
ResNet pre-trained on ImageNet to pedestrian re-identification tasks,
which may not effectively reflect the model’s performance, we also
provide the results of our method using a ResNet50 pre-trained on
the LUPerson dataset. LUPerson is an unlabeled dataset, consisting of
4M person images of over 200K identities. The images are captured in
a wide range of environments, and thus have much better diversity.
Subsequently, we will analyze and discuss the results for each of the
four datasets respectively.

Market-1501. As shown in Table 9, without pretraining on the
UPerson dataset, our MCTN achieves 90.8% mAP and 96.0% Rank-1.
he comparative methods fail to achieve a better balance between mAP
nd Rank-1 metrics. For example, NFormer achieves the best result in
erms of mAP (91.1%), but relatively low Rank-1 (94.7%). Considering
retraining on the LUPerson dataset, MCTN* demonstrates the best
erformance, with 92.7% mAP and 96.9% Rank-1. This indicates that
ur model can better analyze input features with different granularities
nd capture more discriminative features through the novel multi-
ranularity learning layer and pyramidal cross transformer learning
ayer.
DukeMTMC-reID. Compared to the Market-1501 dataset, this

ataset contains more occlusions and complex backgrounds, making the
ataset more challenging. Table 9 shows that the proposed MCTN and
PD [42] all achieve the best Rank-1 (90.7%), while as for mAP, MCTN
utperforms APD by a substantial margin of 1.6%. Similar to the results
n Market-1501, NFormer also achieves the best mAP (83.5%), but
ow Recall (89.4%). Our MCTN, pretraining on the LUPerson dataset,
urther improves the performance, obtaining 83.5% mAP and 91.6%
ank-1. This shows that our pyramidal cross transformer learning layer
an flexibly extract discriminative local features in pedestrian images
o deal with occlusions.
CUHK03. Fewer training samples on CUHK03 make it more dif-

icult to develop a stable and effective model. As shown in Table 9,
CTN, without pretraining on LUPerson, attains the second-best re-

ults, achieving 81.5% mAP and 83.0% Rank-1 on Labeled and 76.9%
AP and 79.4% Rank-1 on Detected, respectively. PHA leads in perfor-
ance, obtaining the highest mAP/Rank-1 (83.0%/84.5%), attributed

o its effective strategy of enhancing high-frequency and reducing low-
requency ones. With pretraining on the LUPerson dataset, MCTN*
utperforms others with 86.5% mAP and 87.8% Rank-1 on Labeled and
4.5% mAP and 86.4% Rank-1 on Detected, respectively. Compared
ith HAT [14], MCTN consistently improves both mAP and Rank-
metrics, underlining the effectiveness of the novel components we

ntroduced.
MSMT17. This dataset includes both indoor and outdoor images

hat were taken over a longer period of time and involved more
llumination variations. It has a similar viewpoint to Market-1501, but
uch more complicated scenarios. As can be seen from Table 9, without

onsidering pretraining on the LUPerson dataset, MCTN achieves the
econd-best performance with 66.4% mAP and 84.7% Rank-1. Fur-
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Fig. 7. Visualizations of 6 pedestrian images. (a) and (d) are input images. (b) and (e) are the visualizations of HAT [14]. (c) and (f) are the visualization of the proposed MCTN.
The visualizations consist of an attention map and overlapped image.
Fig. 8. Comparison of our method with other state-of-the-art methods in terms of FLOPs and parameters.
Table 9
Quantitative comparison with state-of-the-art methods on four Re-ID datasets, i.e., Market-1501 [54], DukeMTMC-reID [55], CUHK03 [56]
and MSMT17 [57]. The comparative methods are cast into three categories, i.e, CNN-based methods, Transformer-based methods, and
CNN+Transformer-based methods. Bold indicates the best results. ‘‘–’’ indicates the corresponding value is not provided in the original paper.

Methods References Market-1501 DukeMTMC-reID CUHK03 MSMT17

Labeled Detected

mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1

PCB [27] ECCV18 81.6 93.8 69.2 83.3 – – 57.5 63.7 40.4 68.2
MGN [28] MM18 86.9 95.7 78.4 88.7 67.4 68.0 66.0 66.8 – –
BOT [18] TMM19 85.9 94.5 76.4 86.4 65.0 66.5 62.7 65.6 53.3 77.0
RGA-SC [7] CVPR20 88.1 95.8 74.9 86.1 76.5 80.4 73.3 77.4 – –
MEMF [20] PR21 89.5 96.1 80.3 90.3 73.6 76.7 70.9 74.1 59.8 82.9
AGW [15] TPAMI21 87.8 95.1 79.6 89.0 – – 62.0 63.6 49.3 68.3
MMNet [49] TITS22 88.7 95.3 80.3 89.7 – – – – – –
DAAF-BoT [22] PR22 87.9 95.1 77.9 87.9 67.6 69.0 63.1 64.9 – –
LFS-ReID [63] PR22 89.4 95.8 79.9 89.3 – – 73.6 76.9 62.3 82.6
CGE-AGW [3] PR23 90.1 95.6 – – 78.1 79.8 75.0 77.4 64.5 83.9
CGE-AGWa [3] PR23 92.2 96.3 – – 86.4 87.4 84.2 85.9 65.9 85.1

ViT [37] ICLR21 86.3 94.2 78.5 88.3 74.9 75.3 71.6 74.0 58.9 79.7
PAT [64] CVPR21 88.0 95.4 78.2 88.8 – – – – – –
TransReID [8] ICCV21 88.2 95.0 80.6 89.6 – – – – 64.9 83.3
DCAL [65] CVPR22 87.5 94.7 80.1 89.0 – – – – 64.0 83.1
PHA [10] CVPR23 90.2 96.1 – – 83.0 84.5 80.3 83.2 68.9 86.1
AAformer [66] TNNLS23 88.0 95.4 80.9 90.1 79.0 80.3 77.2 78.1 65.6 84.4

HAT [14] MM21 89.5 95.6 81.4 90.4 80.0 82.6 75.5 79.1 61.2 82.3
APD [42] ICCVW21 89.1 95.8 81.1 90.7 77.2 79.9 75.3 78.1 61.2 82.4
FRT [12] TIP22 88.1 95.5 81.7 90.5 – – – – – –
NFormer [11] CVPR22 91.1 94.7 83.5 89.4 78.0 77.2 74.7 77.3 59.8 77.3

MCTN (Ours) – 90.8 96.0 82.7 90.7 81.5 83.0 76.9 79.4 66.4 84.7
MCTN* (Ours) – 92.7 96.9 83.5 91.6 86.5 87.8 84.5 86.4 67.9 85.6

a Denotes using a ResNet-50 pre-trained on LUPerson [67].
thermore, although pretraining on the LUPerson dataset can improve
performance, it also lags slightly behind PHA (mAP: 67.9% vs. 68.9%;
Rank-1: 85.6% vs. 86.1%). The comparable performance of MCTN
and MCTN* can also demonstrate the effectiveness of our method in
handling complex conditions.
10
We also conduct a comparison of our method with other state-of-
the-art methods in terms of FLOPs and parameters. From Fig. 8, it can
be observed that our MCTN achieves the largest mAP and FLOPs among
all competitors due to the introduction of a Multi-granularity Convolu-
tional Layer (MCL) and a Pyramidal Cross Transformer learning layer
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Table 10
Training and inference time of our MCTN.

Datasets Total training time (h) Inference time (ms)

Market-1501 4.25 2.03
DukeMTMC-reID 5.45 2.09

Table 11
Quantitative comparison with state-of-the-art methods on the Occluded-Duke and
Occluded-ReID datasets. Bold indicates the best results.

Occluded-Duke Occluded-ReID

Methods mAP Rank-1 Methods mAP Rank-1

PCB [27] 33.7 42.6 PCB [27] – 66.6
PVPM [68] 37.7 47.0 AFPB [69] – 68.1
HOReID [70] 43.8 55.1 Teacher-S [71] 77.9 73.7
CBDB-Net [72] 38.9 50.9 REDA [73] – 65.8
IGOAS [74] 49.4 60.1 IGOAS [74] – 81.1

MCTN 52.6 59.1 MCTN 80.1 87.4

(PCT). Notably, our MCTN significantly improves performance while
introducing certain parameters. Compared to the baseline HAT, we
optimize the network, particularly with the introduction of PCT, which
more effectively extracts salient features of pedestrians. This improve-
ment allows for enhanced performance even with a reduced parameter
count. Meanwhile, we show the total training time and per-image
inference time of our MCTN on Market-1501 and DukeMTMC-reID in
Table 10. It can be seen that our MCTN ensures reasonable training
times while also delivering real-time processing capabilities, making it
well-suited for applications that demand stringent immediacy.

4.7. Robustness analysis

To further verify the robustness of the MCTN, we conduct tests on
the Occluded-Duke [58] and Occluded-ReID [69] datasets, which con-
tain a significantly higher number of occluded images than the holistic
pedestrian image datasets. As shown in Table 11, MCTN achieves the
best mAP (52.6%) and the second-best Rank-1 (59.1%) on Occluded-
Duke. Furthermore, it excels on the Occluded-ReID dataset, attain-
ing top performance with 80.1% mAP and 87.4% Rank-1. Notably,
IGOAS [74] is a method specifically designed for occlusion-based per-
son Re-ID that uses a data augmentation method to produce occluded
images for training, whereas the proposed MCTN is a general person Re-
ID model. This demonstrates that our pyramidal cross transformer can
eliminate the occlusion problem and mine local–global context from a
coarse-to-fine perspective to enhance the robustness and generality of
the model.

5. Conclusions

In this paper, we investigate how to design a dedicated Transformer
for the person Re-ID task and combine its long-range modeling ability
with CNN’s shift and scale invariance properties. To this end, we
propose a network termed Multi-granularity Cross Transformer Net-
work (MCTN). Specifically, the Multi-granularity Convolutional Layer
(MCL) is used to produce diverse clues for person Re-ID at different
granularities. We then devise a dedicated Transformer structure, called
the Pyramidal Cross Transformer learning layer (PCT), to progressively
learn local–global relationships from a coarse-to-fine perspective. To
obtain more comprehensive and complementary pedestrian features,
a Hierarchical Aggregation Strategy (HAS) is introduced to interact
features learned by cross attention at different stages. The experimental
results on four large-scale Re-ID datasets demonstrate the robustness
and effectiveness of the proposed method.

Although the proposed method outperforms the state-of-the-art
methods and obtains promising results on publicly available datasets,
11

it still has something that can be improved in some aspects. (i) While
the horizontal division of pedestrian images can generate local features
for person re-identification, it lacks contextual understanding of the
pedestrians. For instance, a component that encompasses complete
semantics might be divided into different blocks. Therefore, human
semantic parsing can be considered to replace the horizontal division,
producing more discriminative local features. (ii) The MCTN is primar-
ily designed to extract discriminative pedestrian features, yet it does
not fully optimize the overall network structure. As a result, it may
contain redundant information. Exploring network pruning methods as
a means to streamline the network size and enhance inference speed
presents a promising direction for future research.
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