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EXPERIMENTAL AND THEORETICAL ABSORPTANCE PROFILES OF TRACA~S
OF FAST HEAVY IONS IN NUCLEAR EMULSION

M. Jensen, L. Larsson, O. Mathiesen and R. Rosander

Department of Physics, University of Lund, Lund, Sweden

ABSTRACT

Tranaverse absorptance profiles of 27 tracks of cosmic
ray nuclei recorded in Ilford G5 nuclear emulsion have 'een
measured by a nuclear track photometer. Included in the stu..
were nuclei with atomic numbers 14, 16, 20, 24 and 26 with
velocities relative to that of light within the interval
0,3 < B < 0.8. The experimental absorptance profiles have
been compared with theoretical profiles calculated from thc
§-ray theory of track formation developed by Katz amd cowors-
ers. Taking into account the re-scattering of light into thu
cone of acceptance of the photometer, good agreement has been
found between experimental and theoretical profiles within
the entire charge and velocity interval. The semi-empirical
formula for high aperture photometry is discussed in some de-
tail, as well as the theory of §-ray production and the trans-
port of electrons and their energy dissipation in nuclear

emulsion.



1. INTROCRUCTTON

A detailed knovledgc of the process by which the kinetic
energy <. a fast heuvy inn is Adeposited in an abscrber is of
great interest in a variety of fields in physics, biology and
wedicine. For instance, when working with nuclear emulsions
as in the present study, such a knowledge, as manifested by

relizkle thecry of trvack formation, can be expected to brirg

the assignuent of the charge number and velocity to the recor-
ded particles to @ higher accuracy than obtainable by simple
rolation or extraptlation in the experimental data. In this
fi-:¢ & successful theory would also make it feasible to intoer-
relate the resuits . htainsd {or different experimental conci-
tions, e.3. using the same stack of emulsion but different
technigues or vice ver-a.

Ti:z spatial reyicn around the path of the ion which must
"¢ taxen inia accouat in a track formation theory may vary
‘susiderably frem cne experiment to the other. At the one
extreme .he attention may be {ocused only on the structure of
.he track core, i.e., the volume along the track ;xis character-
ized by the diameter of an AgBr grain. Im this region the
{inear properties of the track, e.g. grain density, can be
lescribed by the concept of restricted energy loss (REL), as
propused by Messel and Ritson (1). This concept should in th:
{irst place be useful for tracks of particles with low ioniza-
tion. However, as shown in a previous study by Jensen, Larsson
and Rosander (2), REL can also be used for tracks of particles
with high ionizing power, provided that a correspondingly

higher value is chosen for the maximum energy of the secondary



electrons which are considered in the REL formuls.

At the other extreme there are situations where a much
larger volume around the track axis has to be considered, e.g.
studies of tracks of heavy ions by photometric methods. The ra-
diasl distances which can be of interest depend on the experi-
mental conditions, but, to orders of magnitude, they are 10
to 100 um., A theory intended to describe the track structure
in this extended spatial region must necessarily take into
account the production, propagation and energy loss of all
secondary electrons regardless of their energy. A first step
towards such a theory was taken by Bizzeti and Della Corte (3).
Their model has been revised by Katz and Butts (4), and subse-
quently amended and modified in a series of papers by Katz and
coworkers (5,6,7,8). A current formulation of this theory,
referred to as Katz's theory in this paper, can be found in the
paper by Katz et al. (9).

In the present paper we compare Xatz's theory with experi-
mental measurements of the structure of tracks of heavy ions.
The atomic number I of the ions is in the interval 14 < Z < 26
and the ion velocity B relative to th-t{ of light in the interval
0.3 < g < 0.8. The study is based on photonetrical measurements
of the 1ight transmittance as s function of the lasteral disiance
from the track axis. Such a set of transmittances will in the
following be tfeferred to as a tramsmittance profile. In the
next section the relevant experimental details are presented
end in Section 3 Katz's theory is cutlined. Some of the under-
lying sssumptions are discussed in the Appendix. Section 4 deals
with the calculation of the theorsticsl light tramsmittance
profiles. The results of the comparison of observed and calcu-
inted pro!\ivlu sre given in sﬁttc"t;n’s‘.,



Preliminary results of this study have been reported

previously (10,11).

2. EXPERIMENTAL DETAILS

2.1. The detector

The part of the emulsion stack which was used in the pre-
sent study was composed of 65 Ilford G5 nuclear emulsion sheets,
each of them having a thickness of 600 uym and an area of
10 x 20 cm?., The stack was exposed to the cosmic radiation in
a balloon flight from Fort Churchill, Canada, in July 1967.

The emulsions were developed by the usual temperature develop-
ment method. The plateau value of the blob density of singly
charged particles was found to be 180 mm~'. Thus the degree

of development can be regarded as normal.

2.2. The photometer

The photometer used in the present stuwy has been described
by Jacobsson et al. (12). The optical part of the apparatus
is shown in Figure 1. We used a 53x oil immersion objective
and a two-diaphragm condenser, both with a rumerical aperture
of 0.95. The angular extension of the actual light cone was
slightly reduced by the aperture diaphragm of the condenser. to
improve the quality of the visual image.

The width and the length of the photometer slit image in
the object plane were 0.31 um and 24.4 um respectively. In
taking the readings the image of the track segment was first
adjusted parallel to the slit. Then the image was swept across

the slit in a direction perpendicular to the track axis.

2.3, The selection of tracks

Only tracks of stopping particles were used in the present
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study. The truacks were selected from a larger set analysed by

Séderstrom et al. (13). The charge number of the particles was

determined by these authors. They estimate the uncertainty in

the charge assignment to he about 0.3 units ¢f charge. The ion

velocity was obtained from the known residuai range and the charge

number Z.

In order to minimize the svystematic errros due to ditferen-
ces in dip angle and due to the possible existence of processing
'gradients over the volume of the pellicles, as well as diffe-
rences in light scattering at different depths in the emulsion,
all tracks accepted in the present study had to fulfil the
following criteria.

1. The tangent of the dip angle in the unprocessed emulsion
must be less than 0.35.

2. The track must be situated more than 8 mm from all edges
of the pellicle.

3. No readings must be takeén outside the depth irterval from
30 ¢ to 55 3 of the emulsion thickness, the reference leve:l
being the air surface of the pellicle.

The number of accepted tracks at different values of Z and 8 is

shown in Table 1.

2.4. The measurements

All experimental transmittance profiles have been based
on readings of the radiant flux of light in 24.4 um long sec-
tions of the track, the length being dictated by the length
dimension of the image of the photometer siit in the object
plane. For reference purposes it is convenient to define a
Cartesian coordinate system (x,y,z) with its origin in the

centre of the track segment, x-axis along the projection of the

track in the emulsion plane, and positive z-axis coinciding with



the positive normal to the surface of the pellicle.

Each transmittance profile has heen based on readings of
the photomultiplier current taken at 1 um intervals out to a
lateral distance y = * 85 um. Due to differences in the general
transmittance level of different plates and variations of the
transmittance with the depth in the emulsion, the photomulti-
plier signals must be normalized. This was effected by assign-
ing a transmittance of unity to the average value of the 15
outermost readings on both flanks of the profile. At such dis-
tances the grain density due to the track is negligible. 1In
the parallel beam approximation discussed in Section 4.1 the
contribution of a constant absorptance due to background grains
becomes a multiplying factor to the transmittance profile.
Thus in this approximation our normalizing procedure should
eliminate the effect of background grains and the normalized
transmittance profile should be directly comparable with a pro-
file calculated for a tackgroundless emulsion. Possible non-
linear effects of the background resulting from the large
amgular extent of the light cone are discussed in Secticn 5.2.

In order to reduce the random fluctuations, four profiles
were taken fer each track specified by a given ‘combination of
Z and 8 in Table I. The feour profiles were taken at somewhat
different residual range but so close together that the
g8-dependence of the prefiles with sufficient accuracy could be
assumed to be linear. The residual ranges were chosen such
that the average velocity for each set of four profiles coinci-

ded with the 8 value quoted in Table I.

2,5. Data reduction and smoothing

For numerical reasons all dats points, about 84,000 in

number, could not be ﬁsed in the comparison with the theory and
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therefore the data had to be condensed. In addition to the
smoothing obtained by taking averages, specific smoothing
procedures were applied to suppress the influence of random
fluctuations which otherwise would complicate the comparison
with theory. The course of action has been the following.

For each combination of Z and B an average transmittance
profile was dete:mined. An analytical form for the average
profile was obtained by fitting a fifth degree polynomial to
the logarithms of transmittance and lateral distance y. From
this fit transmittances smoothed in the y direction were
calculated for six lateral distances, y = 0.5, 1.5, 4.5, 8.5,
13.5 and 39.5 uym. These distances were thought to be represen-
tative for the main features of the profiles at all Z and B.

As an example of the extent of smoothing the original data and
the fitted polynomial for a profile for Z = 20 and B = 0.5 1is
shown in Figure 2.

For each combination of Z and y a natural cubic spline
function was fitted to the smoothed transmittance with 8 as
the independent variable. From this function transmittances
smoothed in the B direction were calculated for five velocities,
B =0.,3, 0.4, 0.5, 0.6 and 0.7. 1In this way 30 zondensed data
points were obtained for each Z. The typical extent of smobthing
is illustrated in Figure 3 which shows the transmittance and the
corresponding cubic spline functions for Z = 20 at y = 0.5, 1.5,
4,5 and 13.5 ym as a function.of B.

The overall effect of the smoething for the particular
profile shown in Figure 2 can be seen from the condensed data
points for Z = 20 and B = 0.5 included in the Figure.

No smoothing was undertaken in the Z direction, although

this would probably have eliminated the residusl inconsistencies



in the data, some of which will be discussed in Section 5.3.
The 150 condensed data points define the 25 profiles which have

been used in the compirison with the theory in Secticn 5.

3. THEORY OF TRACK FORMATION
The bvasic assumption in Katz's theory is that the expected
value <nf{:)> of the volume grain density in the developed emul-

sion at a radial distance t from the track axis is

= 1
we) =g (1 - ew(- BuiE)], (1)

[}

where n, the volume grain density in the undeveloped emulsicr,

E(t)

the mean energy dose deposited by secondary electrons
within a volume element V  at a radial distance t
from the track axis, and

E., = the characteristic energy dose, i.e. the dose at

which <n> = 0.63 n,.

The numerical value of E  depends on the emulsion type and the
processing conditions. The concept of exponential survival
expressed by equation (1) follows from stochastic considerations
(8). The qualitative validity of equation (1) has also been
expetimentally verified in, for instance, uniform electron
exposure (14).

The mean energy dose E(t) is obtained from the point dose
distribution E(t) for a homogeneous emulsion, i.e. an infinitely
intimate mixture of gelatine and AgBr,

By = b

(t) = v; 5 E(t) 4% r? d7, (2)

where VY, = % vr,’ is the volume of a sphere with the sams AgBr

content as an avcrn¢e4c-ullién grsin, the centre of the sphere



being located at t. Using the value of 0.27 um for the diameter

of an undeveloped grain in i1ford G5 emulsion, r, turns cut

to be 0.17 unm.

In order to obtain the point dose distributicn E(t) one
needs to know the cross-section do/dw for producing an electron
with kinetic energy w, the angular distribution of the emitted
electrons, and their transport and energy dissipation in the
emulsion. A discussion of these subjects has been delegated
to the Appendix which also contains the derivation of the
expression for the point dose distribution. This expressiorn,

given hy equation (23) in the Appendix, is

. w
N max

E(t) = - w2 [ f(t,w) T du (3)
[
where Ne = the volume density of electrons in the emulsion,

[ = the mean excitation potential for the emulsion,
Wpax = 2 mc?® 8%/ (i - 8%) is the maximum energy
transferable to an electron of mass m, aad

f(t,w)

the energy dissipated per unit length at a radial
distance t by an electron of initial kinetic

energy w = w - I.

The function f(t,w) has been calculated from the formula given

by Kobetich and Katz (7). For the cross-section do/dw we have
used the second order Born approximation discussed in the Apperdix.
The distribution of ©, the emission angle af the electrons, has
been approximated by a &-function at 9 = %. Arguments for this

choice can be found in the Appendix.

4. THEORETICAL TRANSMITTANCE PROFILES

4.1. Transmittance in parallel light

Let us consider a parailel beam of 1ight incident parallel




to the z-axis at a lateral distance y from the axis of a track.
In going through the distance dz the reduction of the radiant

intensity [(y,z} will be

- dI(y,2) = L(y,2) og A(e) 4z , (4)

where I is the effective cross-section for removal of tight
from the parallel beam and a(t) is the volume density of the
scattering centres responsible for this process. As the dip
angles of the tracks are small, the radial distance t to the

track axis is practically independent of x, i.e.

12z y? + 2%, (5)

If one assumes that the attenuation of the light beam is
entirely due to the silyer grains belonging tv the tiack, one
can put ﬁ(t) = <n(t)>, the quantity sn(t)> being defined by
equation (1)}. Following Katz and Kobetich (8) we further assume
that g, = aA, A being the cross-sectional area of a developed
grain and a<l being a numerical factor which has to be determined
from the experiment. In this formulaticn a should be interpreted
as the multiplicative factor to the geometrical cross~section A
which takes into account light scattering in the forward
direction. Inserting these values into equationl(4) and integra-
ting betwren the limits z and z, yields the transmittance,

To(¥), in the parallel beam between these levels, where

L(y,z )] ( “2 E(t)/E
] . i _ E(t)/E ]dz}»ﬁ
rp(y] TT?TE:T exp 1 a Ang i {1 e ) (6)
1
The limits 2 and z, should be chosen such that E(t) << E,
at each one of them. It must further be assumed that the beam

is so narrow in the y direction that <n(t)> can be regarded as

independent of y for all z in the interval z, <2< z,
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4.2, Correction for a beam with large angular extension

For a parallel beam rescattering of light into the cone
of acceptance is a second order effect, i.e. the transmittance
above a sclid layer cof grains is expected tu remain practically
zerv at all distances. In contrast tc this, for the present
photometer with its high numerical aperture rescattering is
expected to have considerable importance. A theoretical treat-
ment of the problem requires detailed knowledge of the scattering
cross-sections and of the angular distributicn of the radiant
intensity within the cone of acceptance. Thus a theoretical
treatment seems to be prohihitively difficult to carry out.
For that reason we have, in the present investigation, made use
of a semi-enpirical model which has been proposed by Mathiesen
in an initial study (15) of Katz’s model. The basic idea is
that the rescattered light flux at a given lateral distance, vy,
must depend on the number of scattering centres within the cone
of acceptance and 1n its neighbourhood. This number in turn
must be directly related to the absorptance within the regarded
volume. If the correction is not too large and the variation
of absorptance with lateral distance not too rapid, the absorp-
tance within the regarded volume can be approximated with the

absorptance 1 - 1 of the parallel beam at Jistance y. As the

P
functional dependence between the rescattered light and the
number of scattering centres is unknown, it seems appropriate

to take a power series expansion of 1 - t_ as an approximation

tal - t, dheret is the actual transnittaice at the lateral
distance y. Thus,
N v
1 -1 = vgo 3, (l-rP] . (7)

The number of terms needed in this equation and the physical



interpretation of the constants a, witl be discussed in Sectian

4.3. Determination ¢f adjustable parameters

Katz's theory contains twe free pacameters, Lo in equation ii:

and a ln equation {6). (f these E. car in principie be determins!
a ‘

from an independent measurement whereas ., which depends on the
combined response of the photometer and the emulsion, must in
general he determined from a {it to experimental profifes. In

;he preceding section we have introduced additiconal free pafa-
meters through the constants a, in equation (7). Before we cuan
compare our experimental profiles with those calculated from the
theory, we thus have to assign numericai values to all the free
parameters. This has heen done by fitting the theoretical profiics
to the experimental data bty means of a non-linear parameter
optimization procedure. The quantity minimized by the procedure
is the sum of the squares of the differences betwecen calculated
and experimental data which in the following is auoted as the
square-sum’.

The experimental data used in the optimization procedure

are strongly correlated. In the first ptace, the existence of
small~scale differences in the photometer response in different
parts of an emulsion sheet hecs been demonstrated in several
investigations, including the stack used in the present study (16).
In the second place, the procedure of data reduction and smooth-

ing presented in Section 2.5 introduces additional strong corre-
lation of the data. Therefore the total correlation coefficient
is extremely difficult to calculate. For that reason we restrict
ourselves to quote the square-sum as a crude measure of the
goodness of fit, In comparing the square-sums obtained in differ-

ent fits it should be kept in mind that the number of degrees

of freedom depends on the number of parameters which are optimized
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by the procedure. If not otherwise stated, all 150 condensed
data points have heen used in the different {its to be discussed

in the next section,

5. RESULT AND DISCUSSION

5.1. The parameters E, and =

The parameters Eo and « enter in all our calculations
independently of different assumptions about a . We have found
that although the valuc., of Eo and + may vary by as much as 50 %,
Jdepending on the specific model used for the fit, the ratio q/ro
remains constant within a few per cent. This means that the

optimization preocedurc is mainly sensitive to the ratilo u/EC
and not to 1 a.d E_separately. This is due to the way in which

“

a1 and Eo appear in equation (6j. Sensitivity to 1/Eo art Inw

values of F will become evident by expanding the inner exponent-

ial in equatiou (6}, which for E(t} <z E becomes

r “
vy T e i - A S G Y
Lp(y) exXp L A noﬁg ! Grey dz 4. L
23

From equation (62 it is also evident that the numerical
value of « depends on the values used for the volume grai
density n, and the projected area A of a developed grain. The
average diameter of developed grains was estimated to be about
0.6 um. The grain density n, was calculated from the known
density of AgBr and its partial density in the emulsion.
Assuming that all AgBr crystals are uniform spheres with a

diameter of 0.27 um gave a value for n_ = 47 um'a. The product

o
n,A has been taken as 15 um™ ',
Since a and Eo are algebraically interdependent, we have

also made an independent determination of E . The Rethod, which



has been preposed by Katz and XKobetich (8,, was in this casc
based on a measurement ot the pliatsau value ot the linear grain
densitv of singly charged particles. The itinear grain density
in tracks of weakly ionizing particles 1s, accerding to equation

(1), given by

¢ r -Frexy /g7 vt
o . ! Gt (SR 3
no= Zlmng t 1 -e TEY S GRS St Bty dr, O
0 : | BTV

where t', the upper limit of integration, should ke taken as the
radius of a cylinder within which the centre of 4 grain has to
be located in order te be counted by the obhserver. Following
Katz and Kohetich (8) we have used t' = 0.18 um. This value
together with the chserved linear grain density, n = 25u mm-l,
vields E, = 10.5 keV um . Using this value of Ej and a

simplified form of equation (7},

] - - o= 1 - 7 +‘d;(1“‘[")2. (:X”}

vields a = 0,086
and a = - 9,22 with the sqguare-sum neiny 1,115, Using the same
5 v
approximation but treating E_ as an adjustable parameter the

-1 -

results were found to be E. = 6.5 keV um ~, o = (0.057 and a_ =
(V] -

= 0.22,with the square-sum bheing 0.116. lhe minimal change of
the square-sum shows that no serious less of gererality can
result if E  and a are kept constant at the values E =

= 10.5 keV um-3 and a = 0.086. Unless otherwise stated, these

values have been used in the following calculations.

5.2. The terms in the expansion of 1 - 1

In this section we discuss our model for taking into account
the scattering of light as proposed in Section 4.2. First we
discuss the three lowest order terms in equation (7) and make an

attempt to give a physical interpretation of each of them. To
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e able to de rhis Jifferent approximations Lo 2qaation 17
have' heen amade. These are listed in Cablie 17 togsther with the
values obtained {or the adjastable parameters wien the thecretis.!
protiles calculated for 4 given approximation are fitted to
experimental daruy. At the end of the section the nunber ol turnms

which shouald be inciuded in equation (7)Y i3 discussed.

5.2.1 The constant term a

___________________ o° LU 1s Tempring to interprete the

term a_ as the absorptance due to background grains in the

)
emulsion. As explained in Section 2.4, for an assumed parallc!l
beam of light our normalization procedure should eliminate anv
contribution from the background. For a light cone with a large
opening angle this need not necessarily be the case. If a_ is
assumed to be a background absorptance, the volume density n,

of background grains not properly taken into account by the

normalization procedure can be estimated from

R
1 - a, = exp [ - o A Ny, (22 - zl)J . (11)

Reasconable values of the constants yield a value of n, in the
range of 0.001 to 0.0} um‘a, a figure which seems to ba& quite
plausible.

In view of the speculative nature of the above interpreta-
tion we have also tried to find other explanations why the value
of aodiffers from zero. One possible reason could be an inability
of our normalization procedure to fix the transmittance far
from the track axis at the intended level of unity. In this
respect random varistions between different profiles certainly
exist but we find it very difficult to explain a systematic error
amounting to several per cent of the transmittance.

At any rate, for all approximations shown in Table 11 the

magnitude of a, is seen to be so small that the contribution
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from the constant term can he aimoast entirely ignored.

S.2.2 The linear term a (1 - :j. [If cquation (77 is approxi-

mated by the linear term only, the fit vields a value of

a = 0.83 as shown by approximation ia) in Table T1. [f scatfer-
ing effects were negligible, i.e. < =Tp, the eapected valuc
clearly wouid be a = 1. This seems to indicate that scattering

of light is not properly taken into account by the parameter o
alone and thus justifies the inclusion of the correction for
rescattering discussed in Section 4.2.

However, it remains to be shown that manipulations on Ej
or a cannot bring the theoretical profiles into accordance with
experimental data under the assumption that v = 1_. This is

p

exemplified in Figure 4 which shows the experimental profile
correspondin
for Z = 26 and 5 = 0.3, anJ/theoreticai prefiles calculated tor

a range of values of Eo, keeping 2 fixed at a = 0.986. According
to Section 5.1 only minor changes in the quality of the fit can
occur if a/Eo is kept constant. Thus it has not been necessary
to repeat the calcularions with different values of a. An
inspection of Figure 4 shows that it is impossible to find a
value of E, which yields a rcasonable agreement between observed
p We draw
the conclusion that scattered light must be taken into account

and calculated profiles 1if it is assumed that 1t = 7

in addition to the dependence introduced by the parameter a.

The measured absorptance, averaged over the whole profile,
is about 17 § smaller than the expected absorptance for a parallel
beam of light. It seems plausible to assume that the magnitude
of a mainly reflects the number of scattering centres above the
track, and although this idea has not been further pursued, we
tentatively assume that a in the first place is a function of

the depth coordinate at which the measurement has been carried



cut. In light of the track width measurements made in tho
present stack by Rehrnetz et al. (le: this a:sumption secems
te ke very reascnable. The reduction in the mean track widun
level due ro¢ scattering or light chserved by these authors
betwcen the air suriace of the emulsion and the depth correspon-
ding to the meun depth at which our profiles were taker is
about 20 % in gqualitative agreement with the value of 1 - a
observed by us.

In the above approximation the constant term a, has been
neglected. Including this term one obtaines the expansion of
1 - 1t to first power in 1 - rp, defined in Table 11 as approxi-

mation (c¢). As can be seen from Table I, the conclusions of

the preceding paragraph remain valid also in this approximation.

5.2.3 The guadratic term a (1 - 1,)2. [In a previows paper by
Mathiesen (15) where the general idea of the expansion according '
equation (7) was proposed, the particular approximative form

given by equation (10) was shown to yield a good description of
experimental profiles. For that reason the approximation has

been included alsc in the present study. The results are shown

on line (b} in Table IIl. As can be seen by the square-sums

quoted for approximations (a) and (b} in Table 1!, the use of

a quadratic term together with the linear term with a = 1
constitutes a substantial improvement over the approximation

based on the linear term a (1 - rp) only. Note that the number
of degrees of freedom is the same in the two cases. The improve-
ment is most pronounced at the flanks of the profiles where

the effects of a high numerical aperture should be =asiest to see.
Therefore we tentatively assume that the magnitude of the con-

stant a is related to the numerical aperture of the instrument.

Although we cannot prove this assumption on the basis of the
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present study, the results tc be presented in a forthcoming
paper (17) seem to confirm the idea.

If the expansion of | - 1 according to equation {7} 1is
carried out to second power in 1 - T, one obtains the approxi-
mation studied as case (d} in Table 11. As can be scen from u
cémparison with dapproximation (b} in iabhle Il the result of
the fit is almost the same in both cases. This suppecrts the
relevance of the approach inm the initial study (15) and indicates

that our interpretation of the constants 3,y &, and a  seems

to be valid also when they are used simultaneously.

5.2.4 Higher order_terms. We have no a priori knowledge of the
number of terms needed in equation (7). In choosing the approxim-
ate number we should be guided by the goodness of fit as expreos-

sed by the square-sum. The results using an expansion to third
power in 1 - rp are shown as approximation (e) in Table II.
As can be seen from a comparison of the expaasions to se€ond
and third power in 1 - Tp' the inclusion of the fourth term
does not improve the fit noticeably. The tendency of the
square-sum to become independent of the number of terms has been
turther proved by using an expansion to fifth pqwer in 1 - Tp'
In this case the square-sum was found to be 0.089, i.e. a reduc-
tion of only 3 % over the value found for the expansion to third
power in 1 - rp. On account of this we have chosen to use an
expansion to the second power in 1 - rp. It should be pointed
out that the asymptotic value of the square-sum mainly reflects
the internal inconsistency of our experimental data.

As can be seen from Table II, the results obtained for the
complete expansion to second power, given by approximation (d),

and the simplified form, given by approximation (b), are nearly

identical. Because the total number of adjustable parameters
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should be kept as low as possible, we propose to use the full
expansion to second power in 1 - rp if E0 and a are known from
-

other sources, and the appxorimation given by equation (i0) 1if{

E0 and a have tc be determined from the fit.

5.3. Comarison between. observed and calculated profiles

In Figure 5 we show our condensed data points for 2 = 14,
16, 20, 24, 26 and 8 = 0.3, 0.4, 0.5, 0.6, G.7 together with
the corresponding profiles calculated from the theory, using for
il-r an expansion to second power in 1—Tp. The numerical values
of the constamts in this expansion were those of case (d) in
Table II.

The general agreement between theory and experiment in
Figure 5 is seen to be surprisingly good, considering the low
number of adjustable parameters. The only appreciable systematic
difference occurs at the profile for Z = 24 and B = 0.3. This
is most probably due to the low number of tricks for 7 = 24, and
in particular the total absence of experimental data for 8 = 0.4.
As a result gf this the smoothing procedure in the 8 direction has
failed at the lower range of the B interval. If the erroneous
profile were replaced by absorptances obtained by linear inter-
polation between corresponding values for Z = 20 and Z = 26,
all the interpolated values would touch the theoretical profile
if represented by circles of the same size as those used for the
original data points in Figure 5.

The encourageing agreement between theory and experiment
shown in Figure 5 was obtained using four free parameters for
the theoretical profiles. It should be pointed out that the
agreement would have been almost equally good if the theoretical
profiles instead were based on equation (10), i.e. on a model

which contains only two adjustable parameters.
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5.4. Extrapolation of profiles outside the range of Z and £

The crucial test of the usefulness of the theory is to see
how well it can predict transmittance profiles cutside the range
of Z and 8 used for the determinaticn of the free parameters.

A series of such tests has been carried out, using only a
limited number of the experimental profiles for the fit. In
keeping with the recommendation made at the end of Section 5.2
E, and o were treated as free parameters and 1 - t was approxi-
mated by equation (10). 1In Table III the particular combinations
of transmittance profiles used in the fit and the resulting vaiues
of Eo, a and az are listed. Also included in Table ITI is the
ratio a/Eo. By the argument given in Section 5.1 comnstancy «f
this ratio implies that the quality of the fit can be expected
to remain unchanged if the variations in EO oT a are not exten-
sive. An inspection of Table IIl shows that in all tests a./EO
as well as a, deviate very little from the vriues shown on the
first line, i.e. for a fit based on all experimental profiles.
The square-sum for this fit, (b) in Table II, demonstrates that in
this case the calculated profiles agree well with experimental
data. Thus there is indirect evidence that in all the tests
shown in Table 1I1 there is a reasonable agreement between pre-
dicted and experimental profiles. For some of the tests we
have verified this explicitly by direct camparison of predicted
profiles with experimental data. Examples of such a comparison
for the test shown on the second line in Table III have been
given in our prelininary report (10).

Our conclusi.A is that within the range of Z and 8
investigated in the present study the track formation theory is
capable of predicting the transmittance profiles with reasonable
accuracy from rather scanty experimental data, with regard to

either the number of different g or I values included in the fit.
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The very promising result of the present study his encou-
raged us to pursue the further applicahilit, of the thecry of
track formation tn its present form. In a forthcoming paper
we will compare theoretical predictisns with track width measu-
rements beth in the present and in a diff{erent stack of emulsions,
and with profile measurements by another type of photometer in

a different emulsion stack.

"APPENDIX
THE POINT DOSE DISTRIBUTION

As mentioned in Section 3 the calculation of the point dose
distribution must be based on a knowledge of (a) the cross-sec. -
tion do/dw for producing an electron with kinetic energy in the
interval (w, w+dw), (b) the angular distribution of the emitted
electrons, and (c¢) the transport of electrons and their energy
dissipation. In this AppendiX these subjects will be discussed
in some detail and the derivation of an expression for the point

dose distribution E(t) will be outlined.

A.1 The cross-section for electron production

Close collisions. For the formation of tracks investigated
in the present study the most important contribution to dc)dm
comes from close collisions, i.e. such encounters where the
amount of energy tramsferred to the electron is much larger
than the binding energy of the electron. This cross-section can
be obtained from the exact Mott phase-shift formula for elastic
electron scattering from a stationary point-charge nucleus (see
e.g. Motz et al. (18)).

The cross-sections do/dfi'quoted in reference (17) yield the

probability of scattering of an electron with velocity Bc (Lorentz
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factor Y=(1-S’)_l/’) into an element dR' of the solid angle
arovnd the scattering angle §8', 1i.e.

o' = 2r sins'  de’ (12)
The kinetic energy w cf the electron in the f{ramne of reference
where the electron 1s initially at rest is obtained by a lorent:

transtormation,

wo= oo sin? e (13)

where

Wpax = 2 mc? 8% y? (14)

is the maximum energy transferrable to an electron of mass m,
assumed to be much lighter than the scatterer. From equations
(12) and (13) it is readily seen that

do _ 47 dc
it L (15}

max
From the Lorentz transformation one also ohtains the foliuw-

ing relationship between &' and the emission angle 6 of the
scattered electron with respect to the velocity vector of the

impinging ion,
o' .
Y tang tan 3 = 1 . (1¢6)

From equations (13), (14) and (16) it is seen that

w + 2 me?
cos?p = - L _hax (17)
max w + 2 mc?

Unfortunately the exact Mott cross-section (do/dm)M cannot
be given in a closed form. Evaluation of (do/dw)M is possible
by numerical methods (19,20) but the computation is complicated.
The closest approximation to (do/dw)M which still can be given
in a reasonably comprehensive form is known as the third Bora

approximation (Formula 1A-106 of reference (18)),'
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(5%)3 = (gg). [1 - B%z?  + malBy  (1-g) +

+ o272 [(c + BAg?)L,(1-2%) - 4L, (1-g)+zin®c(2+R%g? /(1-2%)) +

L

2
+ Iz (6c - 4g? o+ 82z2(1~5c)/(1+c))}}- (18)
In this equation
2
& w/enay

a = ez/(Zeohc) is the fine structure constant in SI units,

y
Ly(y) = 6 1 In(1-x)dx is Eulers dilogarithm, and

2 2 2
Zwro mc Ze

(%g) = is the Rutherford cross-section, where
W 2 ,.2
o] B* w
ry = e2/(41re0 mc?) is the classical electron radius in SI uni:-

and
_ 2
Ze = Z {1-exp(~130 BZ /’)} is the effective charge number

as given by Pierce and Blann (21).

The first and second Born approximations, (da/dw)1 and
(da/dw)l, are obtained if two and three terms respectively are kent
in the braces of equation (18). It scems worthwhile to recall
the statement made by McKinley and Feshbach (22) that the ex-
pression for (do/dﬂ')z originally given by Mott ‘(23) is in error.
This statement implies that the corresppnding expression for
(dc/dw)z which was obtained by Bradt and Peters (24) and since
then has been extensively used by cosmic ray physicists, also
is in error.

Using the data for the exact Mott cross-section (dc/dm)M
calculated by Doggett and Spencer (19), we have investigated
the departure of (do/dw); (1 = 0,1,2,3) from the exact Mott
cross-section for the range of I and B which is of interest in
the present work. The results are shown in Figure 6. We wish

to emphasize that the limiting condition of vaiidity of the
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different cross-section formulae, aZe/B>>1 for (dc/dm)0 and
(a2,/8)% << 1 for (do/dw); (i=1,2,3), is not fulfilled for all
cases shown in Figure 6.

When comparing the relative accuracy of the different
approximations shown in Figure 6 it should be borne in mind that
®hax is a function of the particle velocity through equation (14
and that the number of electrons with energy w is according to
equation (18) approximately proportional to w 2. This means
‘that the main contribution to the energy dissipated at a given
distance from the path of the ion is due to electrons with quite
different values of “/“max' at different particle velocities.

For instance, if one is only interested in the energy dissipated
by §-rays with w < 100 keV, it can be seen that in the range of

B and Z displayed in Figure 6 the Rutherford cross-section is
even a better approximation than the first Born cross-section,
especially at low velocities., This may justify the approximation
do/dw = (da/dw)o made in Katz's original theory (8).

In our calculations we have chosen to approximate do/dw by
(do/dw)z due to the lesser complexity of this cross-section formula
compared with higher order Born approximations, in spite of the
fact that even the condition of validity of the:second Born
approximgtion is poorly met at our lowest values of 8 and ﬁighest
values of Z. As can be seen from Figure 6 the error committed
in doing this must be negligible in comparison with other sources

of error.

Distant _collisions. The contribution to do/dw from distant
collisions cannot be easily evaluated. Clearly, if the energy
imparted to an atomic electron is comparable to or smaller than
the binding energy of the electron, the Mott cross-séction cannot

be used. In this region do/dw becomes a function of the atomic
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properties of the absorbing medium and the evaluation of the
Cross-section must he based on the knowledge of the oscillator
strengths of all the atoms inveived. The relevant thecry can
be found ia the excelient review paper by Inckuti (25}). Some
guidance about do/dw for distant ccilisions might als» be

b

*

obtained from tae theory of binary enconnters. current for-
mulation of this theory can be found in the paper by Rudd et al.
(26). Using more approximative methods Fowler et al. (27) have
estimated the contribution from distant collisions to the energy
deposition in ruclear emulsion. According to these authors the
contribution is approximately 10 % of the total. Included in
this fig.re ic the contribution from the electromagnetic de-ex-
citation of the atoms of the absorbing medium. Furthermore,

the radial dependence of the energy deposition from these sources
i3 feound to be very :carly the same as the radial dependence
obtained for energy deposition from close collisions. By this
argument, ~egle_ting the contribution to do/dw from distant
collisions cannot introduce any large error in our calculation of
~n{t)> . because a moderate t-indepe..dent scaling of E(t) can
easily be coumpensated for by a proper choice of Eo. Consequentiy

the contribution to do/dw from distant collisions has not been

raken explicirly inte consideration in our calculations.

A.2 The aggular.distribution of the emitted electrons

Fer close collisions the emission angle 6 of an electron
with energy w, originating in an encounter with an ion with
velocity B¢ is uniquely determined from equations (14) and (17).
It can be mentioned that in the literature dealing with

relativistic ions the non-relativistic approximation

cos 0 = -2 (19)
“max



to equation (17) often i1s used in spite of its being correct
only at the limit g%y* -« 1.

In Figure 7 we compare the difrerential cress-sections
(d3/d2)  obtained irom eguation (18} in the second Born approxi-
mation, assuming that the “unctional dependence ol w on 8 is
given by ecquations (17} and {19 respecti~>lv. The solid angilie
element dii is defined hy

dit = 2m sing de. (203

The calcuiations are made for Z=26, hut, however, within
the sca.e of Figure 7 the difference for other charge numbers <¢
interest in the present study is barely distinguishable. It
can be mentioned that the scale of the ordinate in Figure 7,v::
good approximation, aiso can be interpreted as the number of
§-rays per cm and steradian for Z=1 in nuclear emulsicn. For
orientation purposes a number of electron energies w calculiated
from equatiors (!7) and (18) are shown in the diagram.

As seen'from Figure 7 the cross-section is underestimated

if the functiocnal dependence between w and 9 is taken from
equation (19). At 6=0 and 8=% the cruss-section is found to

be smaller by a factor 1-8%. The error is larger at intermediate

values of 8 and the maximal error which is appreximately

(1-8’)2/(1-%-82)z occurs at cos?@ = (2-8%) .

When using the angular distribution obtained from either
equation (17) or equation (19) two points should be borne in
mind. The first one concerns the theoretical range of validity
of these equations. Because they are derived for close
collisions, the angular distribution obtained from them can
be expected to be correct only as long as the energy imparted
to the electron is well above the binding energy of the electron

in an atomic shell., As seen from Figure 7 this can be a rather



serious limttaticn. When the close coliilsion approximation
fails, the calculsa.ion of the angular distribution becomes
extremely difficult for all but hydrogen targets, of. Rudd et
al. (28).

The second point concerns the practical value of a know-
ledge of the angle 0. Due to the extensive scattering of
electrons this angle defines the directicn of the electron's
path correctly only at the very instant of emission. Because
the scattering is more pronounced at low electron energies, the
uncertainty about the true direction of the electron's path can
be expected to increase with decreasing initial electron energy.
From the point of view of energy deposition around the ion's
path, the effect of electron scattering is seen to be mcsc harm-
ful for electrons ejected at small angles relative to the ion
trajectory. Thus it can be expected that a theoretical energy
dose distribution based on a kinematically correct angular
distribution,but utilizing electron energy dissipation data
based on normally incident electrons' penetration of thin slabs
of material, will come into greater and greater disagreement
with experimental dose distributions, the lower the ion velocity
is. This effect has been observed by Mathiesen .in an earlier
study (15). In this study it was found that a model based on
the angular distribution derived from equation (17) was unable
to predict the profiles of iron tracks at 8 < 0.4 whereas a
much better fit was obtained if it was assumed that all electrons
are ejected at right angles to the ion's path. In view of the
result of this earlier work we have in the present study approxi-

mated the angular distribution with a &-function at pal,
rA

A.3 The electron energy dissipation

The dissipation of electron energy around the path of the
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heavy ion can im principie be obtained by solving the transport
equation for a line source emitting monvenergetic electrons at

a fixed angie to the !ine. However, as shown by Spencer (29},
the solution of the transport equation is extremeiy complicdteu
atready for a ypianc perpendicular souvce, ana te our knowledge

no solution for a line source has been worked cut. Therefore

the electron energy dissipation is usually based on data

obtained from the plane perpendicular gecmetry. For this geometvy
‘Kobetich and Katz (7) have devised ar empirical formula accordiri
tc which the energy dissipated per unit length 3t a distance 2
irom the source is given by

=
H

E(t,w) = g7 [n(t,w) Wiew)| (21)

where n = the probability that an electron of initial energy w
will penetrate the thickness t, and

W = the residual energy at that distance.
Boih » and W depend con the atomic number of the absorber with
the functional dependence being determined from experimental
data in the slab gecmetry. The diffrrentiation with respect
to t can be carried out enalytically.

Within the limigations stated in reference‘(7), equation (21)
should be reasonably accurate for electrons ejected normaliy
to the ion's path. According th Section A.2 this simplifying
assumption has been made in the present calculation. Conse-
quently the electron energy dissipation has been estimated
from equation (21).

It can be anticipated thst equation (21) would become less
accurate the smaller the ejection angle is. Therefore, when
it is attempted to use a more realistic angular distribution than
that of the present study, the electron energy Jdissipation

should be calculated from & model which explicitly. considers the



(2
jo 73
.

transport of electrons ejected at oblique angles to the ion's
path. One very promising possibility would be to uze the set

of Monte Carlo calculations presented by Berger (30), especiually
if such calculations become availahies also for higher electron

energies.

A.4 The point dose distribution

Combining the cross-section dov/dw with the probability =
and the residual energy W defined in Section A.3, the energy <
transported through a cylinder whose axis coincides with the

ion trajectory is seen to be

“max do
= j \ In _’ 3
€ 2 Ng i n(t,w) Wit,w) I dw , (22)
0

vhere t is the radius of the cylinder and i its length, and

Ne is the volume density of electrons in the absorber. The
lower limit of the integration, B, should &~ chosen at suffi-
ciently high energy to justify the close collision approximation

of do/dw. However, following the procedure adopted bhy Katz

#nd Kobetich (8), we have put W

. equal to the mean excitation

potential for nuclear emulsion, I = 320 ¢V, The error committed
in doing this seems to be negligible, hecause even a much higher
value of w  would yield E(t)»ﬁo in the vicinity »f t*e track
axis for all g and Z in the present work, i.e. <n(t)> = n, accord-

ing to equation (1). The relation between w and the initial
kinetic energy w of the electron can according to Rudd et al (28]
be approximated by w = w + I.

The point dose distribution E(t) is finally found by

differentiating equation (22) with respect to t,

N

1 de e
E(t) - T ° - Tot

max
£(t,w) £ do. (23)

- E
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Approximations to equation (7)

Table 11

Values {assumed or) obtained in the fit

Approximation of 1-7

in terms of 1-1p a, 2, a, square-sum

{(a) a](l-Tp) (92) 0.83 - 0,195

(b) 1=t ¢ az(1~1p)2 (0) (1) }-0.22 G115
1 v

(¢ 1 a, (1-7p) 0.03 U.78 - 0.129
v=0
2

(@ I a-1)” 0.015 | 0.93 |-0.10 0. 1%
v=0
2 v

(e) ) av(larp) 0.003 1.17 |-0.84 0 n.092
v=0

-

el




Fitted values of E,, a and a based on a limited number of

Table IIl

experimental protiles

Profiles used for the fit

of the

fitted parameters
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Figure captions

Fig. 1.

Fig. 2.

Fig. 3.

Fig. 4.

Fig. 5.

Fig. 6,

A schematic diagram of the photcme.er.

Experimental data points (circlies) and smoothed
transmittance preofile (curve) for Z = 20 and B = 0.5,
Also shown are condensed data points (crosses) oub-

tained after additional smoothing in the B direction.

The effect of the smoothing of average transmittances
along the B direction for Z = 20 at four different

lateral distances y from the track axis.

Experimental absorptance profile for Z = 26 and
B = 0.3 (dashed curve) and corresponding theoretical
profiles (full curves) calculated for a parallel

beam of light for five different ratios of a/kL.

Comparison between experimental and theoretical
absorptance profiles for the full range of 7 and 8
values investigated in the present study. The
theoretical profiles are ca.culated using approxi-

mation (d) in Table 1I.

The ratio R; of the i-th Born approximation cross-
section (cla/dm).1 to the exact Mott cross-section
(dc/dm)M as a function of the electron energy w in

units of the maximum electron energy w The ratio

max’
Ri is found from Ri = n - n/4 where n is the ordinate
and n is a displacement factor displayed in the
Figure. i = 0 (Rutherford cross-section; dotted
curve), 1 = 1,2,3 (first to third Born approximations;
dashed, full, and dot-dashed curves). Calculations

are for Z = 14 and 26 and 8 =~ 0.42, 0,6 and 0.8.
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Fig. 7. The second order Born cress-section \dd/dﬁ)z .
differential in the s0lid angle @ of the emitted
electrons, as a function of cosinus for the emission
angle 4, for an assumed classical relationship betwecn

5 and clecirun energy w {cqualion i

K 1

o % 1 - - .
LM, Uadpud Lurvi

and the corresponding relativistically correc

i ]

rela~
tionship (equation (17}, full zurve). Calculations 3.
made for 3 = (0,2, 6.4, 0.6 and ¢!.8. The positions of

w = 1, 10, 100 and 1000 keV are indicated on the cur vs.
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