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A. Dosimetry and Tracer Kinetics
1. Methodology
8. Hardware Development
1. Whole-body Scanning Bed

The collection of data required for extensive dosimetry investigations and
surveys from routine clinical patients is complicated by the time and inconvenience
involved in repeated measurements on often very i1l people. In order to
increase the number of patients with various forms of pathology in whom we are
able to assay the isotopic distribution we have designed and beagun the implementa-
tion of a computer controlled scanning bed/scintillation camera data collection
system. Figure shows a block diagram of the system. This data coilection
system was developed around a CAMAC module crate interfaced to the PDP/9
computer (ref. 1974 AEC Report). The scanning bed allows the effective field
of view of the scintillaticon camera to be increased to that requried for a total
body image. The scanning bed system consists of two parts, i.e., bed control
and camera data acquisition. The camera data acquisition system consists of the
standard scincillation camera, a commercial ADC for digitization of the position
signals and a CAMAC input register module. The ADC is designed to ailow the
collection of images using two photopeak energies. The image information is
transferred from the input register into the computer by program control. While
this is slower than direct memory access count rates observed in clinical studies
(~1000cps) can be collected with less than 3% data loss. The bed control subsystem
consists of a CAMAC output register module and an in-house designed module
containing line drivers, status register and level converter. The bed can be
scanned with a positional accuracy of .01 inch. The computer can control the
direction and motion of the bed but the scanning speed is determined by the motor
controller on the bed. The maximum scan size is approximately 75 inches py 30
inches and requires a minimum of 10 minutes for a 4 1ine 75 inch scan. During
collection of a whole body image the bed with the patient is scanned along the
length of the bed. When the end of the scan line is reached tha bad indexes side
ways 6 inches and returns along the length of the bed.

Data from the camera is combined with that indicating the bed position and
stored in 1ist mode on either disc or magnetic tape. This data format allows
the reconstruction of the image or any subsection of the image with high
digital resolution. A1l ‘image data are stored with a resolution of 256 x 256
which is more than adequate for the scintillation camera.

Figure 2 shows the anterior and posterior yiews of a Tc-99m polyphosphate
whole body scan acauired with this system. Each view consists of 3 scan lines
separated by 8 inches. Each of the 65 inch scan lines required approximately
5 minutes to collect for a total of 15 minutes per yiew. The image reconstruction
and photo generation also requires approximately 10 minutes per view. Thus
a total time of 50 minutes is requried for this study. This is compared to the
13; to 2 hours required for a comparable study performed with the rectilinear
whole body scanner. These images each contain about 300 K counts and are
comparable in information content to those obtained from the scanners. The
images shown here are.in a 128 x 500 digitai array. It is possible to rebvild
subregions of the image with higher digital resolution thus providing a "close up"
view of any region of interest. The images may also be manipulated by a soft-
ware package we developed to provide contouring; smoothing, and foreground-
background erase. It should be noted that the computer controls the scanning
process and thus allows one to scan any smaller region than the entire body if
one wishes and conseguently not spend time imaging body reigons not of interest
to the current study.



The dual isotope capability of the camera acquisition subsystem can be
used with the scanning bed to allow us to do dual isotope imaging. In this
case however the 256 X 256 resolution is degraded to 128 x 256 to allow cne
data bit to be used as an isotope flag for image reconstruction.

The scanning bed imaging system will be used in the investigation of the
dosimetry of Tc-99m labelled pyrophosphates. This radiopharmaceutical is
rapidly gaining popularity for clinical whole body bone imaging but as yet there
has been little quantitative dosimetry performed. The scanning bed will allow
us to obtain data on the distribution of Tc-labelled pyrophosphates (and related
compounds used in our clinic) in a large number of patient studies. In this
instance the scanning bed has several advantages over the dual probe whole body
scanner. These are:

1. decreased scanning time

2. the response of the camera is more depth independent than the focused

collimaters of the scanner

3. finer digital detail is available.
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2. CAMAC: Design of an Autonomous Crate Controller

Experience with the CAMAC instrumentation system continues to demonstrate
to us that such standardization and modularity benefit medical systems by
enabling them to become operational sooner and to be both more reliable and
more easily repaired than those containing special purpose electronics. CAMAC
is supported by a crate which conforms to AEC specification TID-25875. This
crate is connected to one of the PDP-9 computers by means of a dedicated
controller adapted from an Argonne National Laboratories design.

Funds were requested by not granted last year to bring this system into
conformity with AEC specification TID-25876. The reasons for this request
remains with us:

1. In developing new diagnostic techniques, such as scanning bed
tomography, multiple energy camera studies, etc. it becomes necessary
to test new devices and concepts without jeopardizing operational
systems.

2. Higher data rates are rapidly saturating the capacity of our
home-made controller.

3. The need to share results with other medical users of CAMAC, such as
the Meson production facility at Los Alamos, suggests a level of
standardization which is independent of the computer used. The
addition of a second PDP-9 computer has provided its own pressure
for a parallel CAMAC system, both for back-up and through-put.

In the absence of funds, CAMAC components were borrowed from the experimental
inventory at Fermi National Accelerator Laboratories to test specific concepts
before the CAMAC hardware was returned to Fermi. We remained in contact with
the several national Taboratories using CAMAC and participated in the review
of a Fermi-designed autonomous crate controller, which is comparable in
price but promises to be higher in performance than a full-blown TID-25876
branch highway CAMAC system. Test results are anticipated by the end of June.



. 3. Integrated Anger Camera-Stationary Scintillation

We are currently investigating the utility of data collected from the
same subject simultaneously, by an Anger Camera and stationary probes. This
technique will be used to collect data in studies where the Anger Camera alone
ylelds inadequate data for analysis. These include liver, lung, and renal
function studies where the field of view of the camera is inadequate to capture
all of the pertinent regions of interest. Data presented in the section on
I-131 Hippuran dosimetry demonstrates the potential utility of the collection
system. In these studies, the camera is capable of monitoring the kidneys
but frequently the bladder is not visualized. Typically, the camera provides
marginal data on the blood pool clearance. The addition of a two probe
system would yield data on all of these regions of interest simultaneously.

In our present configuration the camera data are collected off-line in an
Intertechnique cine-scintigraphy system while the probe data are collected
directly into the PDP-9 via CAMAC modules.

A block diagram of the integrated camera/probe data acquisition system
is shown in Figure 1. Figure 2 shows an example of the data obtained from
the integrated system from a patient receiving a renogram at day 10 post-
transplantation. ;
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b. Software Development
1. Simulation and Modelling

We are continuing to develop and test new kinetic models in an effort
to understand better the total body and organ retention of medically
administered radiocactive materials. Solutions to these models have been
sought generally through the use of Berman's SAAM 25 computer program. Our
efforts are being directed toward improving model accuracy through the use
of external quantitative measurements as supplemental to routine kinetic
data. Models are currently being used to analyze data from studies of iron,
I-131 hippuran, pyrophosphate and iodine kinetics in addition to a number of
new radippharmaceuticals. The details of these models and model calculations
will be discussed in the following sections dealing with the specific material.



2. Multi-instrument Executive for Data Collection

The executive for operating multiple instruments concurrently and
asynchronously received routine use and was also extended in capability.
This is important to our research since, for instance, routine use of the
Tow level counting facility with the computer, places a relatively low
. ayerage data rate burden upon the PDP-9 computer yet requires rapid
.response from the computer to control the position of the scanner without
introducing positional skew due to dead time. Similar situations occur
with other devices, whether the data acquisition and display instruments
are interfaced through the AEC standard CAMAC system or through dedicated
pre-CAMAC hardware.

Presently running under the “"Background-Foreground Monitor" (supplied
by Digital Equipment Corporation), this substantial program (the executive
is over 4500 lines of source code, much of this in "macro instruction")
permits the simultaneous utitization of the following devices:
1. Thg Tow Tevel whole body counting facility in a rectilinear scanning
mode.
2. The electrical storage tube video buffer for local and remote graphic
and image display.
3. A multichannel analyzer in a frame mode of image acquisition.
4. Via CAMAC:

a. Position encoders for two independent and autonomous rectilinear
scanners.

b. Event sensors from remote locations, such as QRS-complex discrimi-
nator or beginning-of-procedure indications from the Cardiac
Cathetherization Facility.

c. Multiple scaler/counter units which capture physioiogical informa-
tion from the patient under study.

5. Transfers of cinescintigraphy system to:

a. Industry standard magnetic tape (available on one PDP-9).

b. Proprietary DEC tape which is avaiiable on both PDP-9s.

c. Directly to the second PDP-9.

The PDP-9 system upon which the executive was first made operational
was expanded to include 1 million words of head-per-track disk. Suitable
modifications were made in executive so that this high~speed medium is now
the primary data collection buffer, with the slower DEC tapes serving to
record the data without the pressure of real-tim: acquisition.

The executive program is very modular in architecture so as to facilitate
new requirements. Extensive use is made of the CAMAC macro instructions to
enhance the initjal programming task, to guard against obsolescence, and
to promote the sharing of technology. It is anticipated that additional data
acquisition and display capabilities can be added readily. Documentation of
the executive is complete and reports on these systems will be presented
annually to the Oak Ridge Symposia on the Sharing of Computer Technoilogy in
Nuclear Medicine.



3. The Sharing of Computer Programs in Nuclear Medicine

During the past year we have received and distributed numerous computer
programs for the quantitation and analysis of radioisotopic spectral and
image data. We have continued to work with Dr, Berman and Mrs. Weiss to help
distribute the NIH Simulation and Modelling Program package (SAAM) to users with
32-bit computers. During the past year we have supplied copies to two medi-
cal centers (University of Wisconsin-Milwaukee and the Orange County Medical
Center - California). We will continue to help introduce new users to the
capabilities of the SAAM programs for the analyses of kinetic data and the cal-
culation of radiation absorbed doses.

Recently we have received a program called CAMIRD (Computer Assisted Medical
Internal Radiation Dosimetry) from the Cincinnati General Hospital. CAMIRD
computes absorbed doses to specified organs in a standard man from internally
administered radionuciides according to the MIRD schema. We are in the
process of implementing this program on our Sigma-7 computer to aid us in our
continuing dosimetry caiculations.

As part of our continuing effort to promote the sharing of computers programs
in nuclear medicine, we co-sponsored the Fifth Annual Symposium on the
Sharing of Computer Programs and Technology in Nuclear Medicine. The symposium
was held January 15-17, 1975 in Salt Lake City, Utah and resulted in the forma-
tion of a number of a number task groups assigned to investigate significant
problems in the analysis of radioisotopic data. We continue to take an active
part in the standardization of computer technology (both hardware and software)
in nuclear medicine.



c. Correlation Studies between Calculated and TLD Measurements
of Radiation Dose - Appiied to Tc-99m Sulfur Colloid Liver
Scanning

The position average dose D to a target region due to a source of
activity A(t) can be calcuiated from

ta
hgtons 4
D= { A(t)makﬁ-a—s:: s “;'?\‘&;','\‘ dt sec
)

(1)

or

ta
b= AR St. Al)dt

where tq and t, define the time interval over which the dose is computed.
This equation Ts equivalent to the formalism given in MIRD Pamphlet #1,
but is more convenient to use because the quantity R is computed for a
given radionuclide and source-target pair, whereas absorbed fractions are
computed only for individual radiation energies. The purpose of this pro-
ject is to measure the dose D and activity A(t) in patients, and check

for agreement between this measured dose and that calculated from (1)
using the value of R computed from the standard man mecdel of Snyder, et.
al.l” Thus we are making an evaluation of our methods of dose and activity
measurement, as well as the applicability of the standard man model for
internal dosimetry calculations.

For this, we are using male patients who have received Tc-99m sulfur
colloid liver scans. The source organs are the liver and spleen, and the
target region is @ 2" x 2" x 0.035" thick slab of LiF on the patient's
skin. anterior to and directly overlaying the liver. The dose measure-
ments are made with LiF TLD's, the activity measurements are made with the
Vanderbilt University Low-Level Counter, and R has been calculated by Dr.
J.W. Poston and his associates at ORNL.

In a study of this type, it is very important that the accuracy with
which D and A can be measured is known. The precision of TLD measurements
has already been discussed, so this section will concentrate mainly on the
accuracy of activity measurements., At the end, so:@ patient data will be
given.

The method of activity determination initially plannud was that re-
ported by Watts.2 We have previously discovered and reported3’4 that this
method does not take self-attenuation by the source into account; our ef-
forts this past year have been in analyzing the effects of the x-y dis-
tribution of patient activity (depth = z distribution) on our activity
estimates, since variable attenuation effects would be present here also.
Because the collimator field of view is larger than the scan cell size, it
is not clear what these effects are. In Watts' method, one is forced to
assume that these effects are the same for both calibration scans (“point"
sources in constant thickness water phantoms) and patient scans (distributed
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sources in the variable body thickness), which might not be true. In addition,
the geometric mean (GM) of the top and bottom detector responses is used to
calculate the activity estimate, but it is not clear whether one should com-
pute a GM point-by-point and sum these GMs over the scan image to get the

total source activity, or first sum the detector responses over the image and
compute the GM of these sums. In general, these two methods of data handling
will not give the same results (i.e., GM of sums # sum of GMs).

The investigation of these questions has been primarily mathematical,
although some experimental evaluation using patient data has been done.
The matheinatical details are given in Appendix II. In this section, emphasis
will be given to the assumptions used and conclusions reached reached from
the contents of Appendix II.

In order to set up the formalism, imagine the scan field to be divided
up into a large number of rectangles, or cells, as shown in Figure 1. The
length of each cell is equal to the distance moved by the scanner when counts
are recorded for one data point, and the width of each cell is ecual to the
distance between scan lines. When the detectors traverse the le.cth of a
cell, the counts accumulated in that time are recorded by a computer, thus
giving a data point corresponding to that cell.

To calibrate the scanner, a "peint" source of known activity is placed
in a constant thickness phantom and scanned. We define

_ counts recorded in data point 1 due to the source in cell 3
S'ij(d’z) - . . \2)
source activity

where d is the phantom thickness and z the height of the source from the bed.
In order that this be a well-defined parameter, one must have the cell sizes
much smaller than the area of the collimator field of view. Otherwise, the
precise x-y location of the "point" source within a given cell would be im-
portant.

_ There would be a calibration factor of the form of (2) for each detector.
To obtain a useful calibration function, one has two choices. Either sum the
factors for each detector over the entire image and take the geometric mean
of these sums, or else find the geometric mean poiht-by~-point over the image,
and add up these geometric means. The former is preferred, because it is
more nearly independent of 7 than the latter, especially if the value of z
is such that the collimator fields of view of the two detectors have unequal
areas. (This is due to the fact that if either top or bottom Sij; is zero,
then the latter method gives a zero contribution to the calibration function.
For the former, both top and bottom Sij must be zero to do this.) Also, the
major reason for using the geometric mean is to get a calibration function
that is nearly independent of z.

11
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Figure 1. The division of the scan field. The size of the cells is greatly
exaggerated for clarity. In this case, there are 56 cells in the scan field.
In the usual case, there are 409.

For a patient scan, the patient thickness changes from one cell to
another, as does the source thickness. The source thickness variation causes
1ittle problem because the source can be viewed, to a good approximation, as
a scries of adjacent cells each of which contains a constant thickness
source, which we know how to take into account.4 But the variable patient
thickness causes substantial problems. To begin with, the calibration scan
was done in a constant thickness phantom. So when one tries to write the
detector counts from the patient scan in terms of Sjj» it is unclear what
patient thickness value should be used. Next, one must sum over the patient
image before taking the geometric mean of the detector counts in order to be
able to write the detector counts in terms of the calibration function. This
geometric mean is then divided by the calibration geometric mean for some
sort of average patient thickness, which remains to be determined. Then,
even if one gets around these obstacles, the resulting expression is too
complicated to evaluate directly, because it contains products of terms in-
volving the source thickness and patient thickness for each cell. Since
these thicknesses were obtained with different instruments (source thickness
from ultrasonic scans and patient thickness from transmission scans), they
are not correlated, and accurate correlation is difficult to do. An ap-
proximate method of calculation is developed which removes the need for this
correlation, but which introduces a geometric condition on the relation
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between the source shape and the patient shape. The interpretation of this
condition leads to the conclusion that the patient geometry must show some
symmetry (but not too much), which probably would not occur for ail patients,
and might not even occur for any. Despite these problems, it is shown in
Appendix II that, with a reasonable assumption, this geometric condition is
adequately met because the validity of the equations is not very sensitive
to it. This is further demonstrated with patient data, and applied to three
cases. Also, a means of checking the self-consistency of this method is
given, so that with one simple (if a computer is used) test using the trans-
mission scan data and calibration data, one can check the validity of the
approximate calculation. This method has the further advantage of being
somewhat general, so that it could be tried for isotopes other than Tc-99m.
If it were going to fail in these cases, the test above wou'id probably show
this failure. Another advantage is that the equations explicitly show the
effects of variable source and patient thicknesses on the activity estimate,
making error analysis easier (repetitive scans are often impractical) and
giving a researcher a starting ptace from which to arrive at his own tech-
nique, if all the assumptions here cannot be met.

The reasonable assumption referred to above deserves comment, because
if it is not met, most of the material in Appendix II is dirrelevant. To
see what this assumption is, consider a uniform source of varying thickness
in a phantom of varying thickness. The counts in data point i due to the
activity in cell j would be given by

ci= (1) T g (7,2;) 4
Z J
3
where
Aj = the activity in cell j
tj = the source thickness in cell j
zj] = the height of the bottom ¢ the source in cell j from the bed
zjz = the height of the top of the source in cell j from the bed

? = the indication that the pahntom thickness, to be used is unknown.

In general, the C;; would depend upon the thicknesses and locations of all
the cells in the }Qe]d of view, because of scattered photons. The as-
sumption is that C;; depends only upon qj, the phantom thickness in cell
J, even if i § j. ?his is done, and seems reasonable, because

1. The effects of variable phantom thickness will be less for a phantom
whose thickness does not vary by too much from one cell to the next, even
though cells far apart may have very different thicknesses. For the
human trunk, the thickness does change rapidly along the sides, but much
less closer to the midline. Little or no patient activity will be
located along the sides, so the effects of these cells should be small.
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2. Photons of three types (see Figure 2) will be counted. Type A are
unscattered photons emitted vertically to a detector, and are attenuated
in the cell with thickness dj. Type B are small-angle scattered photons
and unscattered ones emitted at an angle to the vertical. Since the
thickness in adjacent cells is not very different, the attenuation of
these photons will be about the same as for type A photons. Type C
photons are everything else, If they are unscattered photons emitted at
a large angle to the vertical, they can be reduced by proper collimation.
If they are large-angle scattered photons, they can be reduced by pulse
height discrimination, because of their degraded energy.

Each part of the source along a scan line is in the center of the
collimator field of view precisely once during a scan, so that types A
and B photons are counted from all parts of the source.
4, The form of the calibration functions was observed to be exponential
with depth. If only type A photons were counted, this should be the case,
with u equal to the published value of the linear attenuation coefficient.
We observed p to be less than this, indicating that some type B, and pro-
bably a few type C photons were counted. If many type C photons had been
counted, the exponential atienuation would not have been observed.

The method of activity determination would involve the following steps:
1. Sum each detector counts over the desired organ image, without
regard to the various source and phantom thicknesses.

ToP
DETECTOR

A ¢
1 1
{

'J} cell of ac_ﬁv;'l'y
e .

\
Ve

BoTTOM
DETECTOR

Figure 2. Types A, B, and C photons
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If there is more than one source organ in the scan field, only those
organs which are resolved can be treated separately. Organs not re-
solved must be processed as a single source. Naturally, one must
subtract background counts from these sums.
2. Using the transmission scan data, compute the average patient
thickness (d) from " d‘/
-ud =M a4y [
erHR o 4 2 e )
where the d; are the various patient thicknesses, and m is the number
of cells co%prising the source. From a knowledge of the number of
data points in the image and the size of the collimator field of view,
d can be found accurately even if m is not exactly known. Notice that
d will be somewhat less than the arithmetic mean of the dj values;
this is important and is discussed in Appendix II.
3. Using the ultrasonic data, evaluate the exprassion

wm wm
E= i sm\\(,ut.;h) / g (Atjll) )
J J
where ti are the various source thicknesses and u is determined from

the exponential attenuation of the calibration data.
4, Calculate the estimate of the source activity from

A= (Cq Ca)ya / [GMH)' E],

CT = the sum of the top detector counts

where

CB the sum of the hottom detector counts

E

the expression from step 3

GM(d) = the geometric mean of the calibration functions for each
detector. This is assumed to be independent of point source
depth, although it does depend upon the phantom thickness.

5. The activity estimate just found will be, at worst, an upper limit
to the true source activity, provided that all the terms in the above
equation are accurately known. There are three checks which can be
run to assume that this upper 1imit is only negligibly different from
the true activity.
a. Check the approximations using the method described in Ap-
pendix II with the infinite series.
b. Since the Tc-99m sulfur colloid should be fixed in the liver
and spleen, check to see that the activity computed for each
organ decays with a six hour half 1ife (this will not uncover
systematic errors).
c. Extrapolate the activity estimates back to the time of in-
jection. If the value obtained is somewhat less than the amount
withdrawn from the sulfur colleid vial for the patient injection
(this number, rather than the amount injected, is recorded for

15



inventory purposes), then the activity estimate is probably
correct. If not, or if they are equal, the activity estimate
is probably in error.

Even if all these conditions are met, the activity estimate may still
be in error due to systematic errors. Also, some random error might make
the above tests difficult to interpret. These errors would include

1. the validity of the assumed thickness dependence on dj only

2. the accuracy of the assay of the calibration source

3. counting statistics

4. the accuracy with which the calibration functions reflect ex-

ponential attenuation

5. whether or not the activity distribution is uniform, as has been

assumed throughout

6. a possible error in the way the cell pattern is defined. For

the calibration scans, the distance from a given cell to another i3

a certain number of centimeters. For the patient scan, the distance

between these cells is the same number of centimeters, so if the

patient is not water-equivalent, this is a different number of mean
free paths. An error might resuit, although the fact that the image
is summed over might help minimize it. This possibility needs to be
checked using a non-symmetric, heterogeneous phantom, but the patient
data taken so far indicates that this is not an important problem.

Two of the patients used in this study were of about the same height
and weight as the standard man model used by Dr. Poston, while the third
was taller and heavier. For the first two men, the ratio of the dose cal-
culated from equation (1) to that measured with TLD's was 1.7, while for
the larger man, it was 2.6. This is a considerable difference, although
the calculated dose is larger than the measured (true?) dose. All three
of the checks on the activity determination weve made and appeared to be
adequate. The rate of activity decay implied a half 1ife of s1ightly less
than six hours (> 5.9 hours), the test on the infinite series implied an
error of about 1%, and the activity extrapolated back to injection time
was about 2.5 mCi. The activity withdrawn from the sulfur colloid vial
was 3.0 mCi in each case; the difference of 0.5 mCi may well have been left
in the syringe after injection (specific activity of colloid was approxi-
mately 10 mCi/m1). This lack of agreement with the doses was disappointing,
although the result for the heavier patient shows that the trunk size may
be quite important, and could be the cause of the disagreement. Still, it
was desired to make a further check of our methodology, using an 1rregu1ar,
but well-defined geometry, if practical. In particular, the photon energies
seen by the TLD's on the patients might not be near enough the same as
those seen on the cube face, and the activity estimates might be incorrect
due to a non-uniform distribution, etc.

A chance to do this occured when Dr. Poston informed us that a physi-
cal phantom had been built which closely approximates the mathematical
phantom described in MIRD Pamphlet #5. So we did a set of exposures with
this phantom at ORNL, using the cube problem to calibrate the TLD's. 1In
addition, a separate exposure was made to account for the fact that dif-
ferent TLD's have different sensitivities, i.e., each TLD was individually
calibrated. Two exposures were made at ORNL. 1In one, a group of thirteen
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TLD's was exposed to a known activity in the spleen. In the other, a
second group of thirteen TLD's was exposed to a known activity in the
liver. With these data, the value of R in (1) could be calculated and
compared to the computer calculation, giving the results of Table 2.

Table 2
Results of standard phantom exposure

R as_computed from TLD readings(rads/photon)

Liver 3.445 x 10714 + 113
Spleen 2.347 x 10-15 ¥ 13%

Computer Calculation{rads/photon)

Liver 5.305 x 10714 + 12%
Spleen 4.033 x 10715 T 26%

Ratio of R Values(Computer/TLD)

Liver 5.305/3.445 = 1.54
Spleen 4.033/2.347 = 1.72

As can be seen, the computer results were larger than the observed values

in this case as well. The uncertainties, which are due mainly to statistics
in the Monte Carlo calculations (cube problem and phantom calculations) had
to be extended to two standard deviations before the ranges of values over-
lapped. Further, the ratios of R values are not too different from those
observed with patients, suggesting a possible error in the computer calcu-
lations. However,we discovered a peculiarity in TLD readings which looks
like it might increase the R values, when corrected for.

This peculiarity was noticed when the TLD's were given a known dose of
Cs-137 radiation. The sensitivity of the TLD's in this case was found to
be 3 counts/mrad, while the cube exposure to Tc-99m gave a sensitivity of
4 counts/mrad. This should not be the case; these sensitivities should be
equal. The dose rate from the Cs-137 source has been checked by two inde-
pendent methods, and appears to be correct. However, the activity of Tc-99m
put in the cube was measured with a Squibb Model CRC-6A dose calibrator,
and might be in error. The readings of the dose calibrator seem to be con-
sistent (accounting for the earlier verification of the cube problem), but

.- . since the activity assays at ORNL were done by ORNL personnel using dif-
- -~ ‘ferent equipment, our assays might be inconsistent with theirs, affecting

the value of R calculated from TLD readings. We plan to do a cross-check
of assays with ORNL to see if this is the case, and make further investigation
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with Dr. Poston if better agreement between the TLD measurements and the
computer calculations cannot be found. In addition, several more patient
studies will be done to better evaluate (1).
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d. Positron Time-of-Flight Imaging System - feasibility study

We have undertaken, in co-operation with the Nuclear Physics Group of
Yanderbiit a feasibility study to determine of current state-of-the-art
radiation detection systems make time-of-flight positron imaging a clinical
positron annihilate they produce 2 annihilation quanta of approximately 0.511
MeV which by the Principle of the Conservation of Momentum must go in
directions at an angle of 180° with respect to one another. Therefore using
2 detectors and coincidence techrigues one can determine the line along which
the annihilation occurred uniqueiy. This property has allowed Brownell and
several other groups to develop rather <omplicated positron imaging systems.

If the annihilation does not occur equidistant from the 2 detectors, then
the photons ai]] have slightly different arrival times. Light travels in air
30 ¢cm in 1077 sec (1 nano sec). Therefore, if ones detection system is capable
of resolving time differentials of a few tenths of a nano second the spacial
resolutions will be adequate to do medical imaging of the positron distribution.
This technique is referred to as time-of-flight positron imaging.

We have performed a preliminary experiment to determine how accurately we
could determine the positron distribution for various source contigurations
using differential time-of-flight techniques. The experimental set-up 1is
schematically shown in Figure 1% The incoming quanta are converted to scintilla-
tion photons in the plastic (NE 111) scintillator and then converted to an
electrical pulse by the Photomultiplier tube. The constant fraction device then
relates the pulse to a time measurement and the two times from the two parallel
systems are then compared and converted to a voltage in the TAC. This can be
displayed on a multichannel analyzer. Each channel then corresponds to a
given time differential between the arrival of the two quanta at the detection
system. Signals are also taken off the last dynode after amplification and
put through a pulse height analyzer. By this energy discriminating one can
control the size of accepted pulses seen by a constant fraction device which may
then more accurately resolve the timing of the event. One then observes a
timing spectrum on the MCA whose position corresponds to the position of the
source and of width determined by the time broadening caused by the different
components of the detection system. We feel that the equipment we have
gathered for this preliminary experiment was true state-of-the-art equipment
although we also feel that due to the preliminary nature of what has been done
thus far, we should be able to improve our timing spectrum (timing resolution)
somewhat. .

In order to assess the medical utility of this system, we propose to carry
out a number of realistic phantom studies simulating, in particular, lesions
of the brain. If the phantom studies prove encouraging, experiments will be
carried out in animals with experimentally created lesions.

*The photomultiplier tubes are on loan from RCA; much of the electronics is
Ehe property of the Vanderbilt Nuclear Physics Group and the Oak Rige UNISOR
roup. .
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Block Diagram of Positron Time-of-Flight Imaging System
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2. Specific Projects . ]
a. Dosimetry of New Tc-99m labelled Lung Scanning Agents in
Abnormals

Results from a pilot study on patients receiving Tc-99m macro-aggregated
albumin for lung scans indicated that the biological retention of this material
in the Tung was much longer than previously had been believed. Since this
test is a widely used clinical procedure we decided to determine the radiation

dose associated with these studies by collecting quantitative data on
biological turnover.

During the last year we carried out studies on 12 normal volunteers. Each
volunteer was administered 500 uCi (one-quarter of the recommended dose) of the
Tc-99m labelled compounds. Whole body scans and blocd samples were talen at
1, 3, 6, and 24 hours post injection. From these data the radiation dose to the
total body, lungs and gonads were calculated. During the next year we propose
to continue these studies to include a group of approximately 12 abnormal
subjects following the same protocol as was used for normal subjects.

Figures 1 and 2 show the averaged biological retention data from the normal
studies. Figure 1 is for the group administered the commercially prepared
macro-aggregated albumin. The total body and lung retention data are described
by the following equations:

. - 0.693¢
Total Body: i) = jo0 &~ 377 (re-o.97)

. 0.693¢
Lungs: L{€)= H32.8 e ~ %% +0.50 (r=-0.96)

Figure 2 is tne data from the group administered the labelied aibumin
microspheres. The macroaggregate data for both the total-body and lung data
show behavior similar to the microsphere date:

- 0.693¢
Total Body: Q)= jooe 981 (F=:-0.92)

. - 0.693¢
Lungs: L{¢)= 525 € “%az + 0,40 (P-‘~O.90)

The data shown graphically in Figures 1 and 2 are shown in tabular form in_
Tables 1 and 2. The errors were calculated based on the spread in the observations.
We have made our dosimetry calculations assuming the radioactive.source to be
uniformly distributed in the lungs obeying the biological retention equations
shown above. For the activity not residing in the lungs, we have.assumed it to
be uniformly distributed in the total body and obeying the following equation:

~ . TB(A) = A(t) - L(t),

where A(t) is the equation describing the total body activity (including lungs)
and L(t) is the lung activity. The cumulative activity A(t) for the total

body and lungs for both radiopharmaceuticals are shown in Table 3. Table 4
shows the resulting dose equivalent mCi/day. Tables 5 and 6 show the results
of the dose estimates to the total body, lungs, ovaries and testes assuming
radiation sources in the lungs and total body.
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Upper 1imits on the self dose to the Tiver and spleen were estimated
assuming each organ to have a 5% uptake (the approximate mean of the observed
data) with Toss due to radioactive decay only. The estimated doses are as
follows:

Dliver Liver < 19.8 mrem/mCi administerd
DSp]een Spleen < 143.8 mrem/mCi administered.

The raw data derived from the quantitative whole-body scan are presented
in Tables 7 and 8 .
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Table 1

MACROAGGREGATED ALBUMIN (GROUP MEAN)

o~

Time Total
Shours} Body Lungs Liver Spleen 8lood
&5 2.3+ 0.6
1 100 .. 86,52 1.8 1.1:0.2 1.620.7 5.5 % 2.6
3 98.1¢+ .9 .79.6¢+ 1.8 1.5:0.2 2.23:0.7 5§.2+0.9
6 87.1+ 2.4 67.5: 1.4 2.2:21.4 2.8 £ 0.8 6.5+ 1.6
] 73.0£ 14,8 52.3:12.2 4.5:1.2 4.8%1.0 3.2£1.7
Table 2
ALBUMIN HlCROSi’HERES (GRQUP MEAN)
Total
(z:::s) Body Lungs Liver Spleen Blood
25 ) 2.3 £ 0.6
1 100 82.3: 4.6 1.9+ 04 1.6 £ 0.7 5.5 ¢+ 2.6
3 98.1 + 0.9 68.5+ 4.5 2.8:1.0 2.2 + 0.7 5.2 + 0.9
6 81.4 ¢+ 6.0 53.7 + 3.7 3.0:+1.0 2.8 +0.8 6.5 1.6
4 70.4 & 12.0 45.1 £ 6.5 6.8%29 4,8 £1.0 3.2:1.7
Table 3
Cunulative Activity
mCi Days
Administered Dose in mCi
Total Body Lunas
[Te=99m Albumin Macroagaregate 0.074 0.248
Tv-99m Albumin Microspheres T 0.169
0.177
A ]
Table 4
-~ m rem
wCl day
Te-99m
source
Target Jotal Body Lungs
L’ota! Rody 46.8 48.5
ungs 47.0 1260.0
aries 57.2 b 22.7
estes 9.8 .019
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Table 5

mn rem
wll Administered

Tc-99m Albumin Macroaggregate

Source
[Target Total Bodyv Lungs
Total Gody 3.47 12.03
 ungs 3.48_ 312.48
Dvarfes .23 5.63
estes . «0047
2.95
Table 6
M rem
nl1 Administered
Tc-99m Albumin Microspheres
Source
arqe Total Body Lungs
8.30 8.20
.32 ‘212,94
15.12 3.84
co * 0032
7.04

26




Table 7

ALBUMIN MICROSHPERES
PERCENT OF ADMINISTERED ACTIVITY

1 . Bod Lun Liver Spleen Blood
Patient (hTo]u"r‘-es ) T y 9s p
M.S. .25 100 - - - 10.5
1 100 84.7 2.0 1.0 16.0
3 92.9 73.6 3.2 1.5 15.9
[ 80.7 59.2 3.1 1.6 14,3
24 69.2 48.7 7.1 2.7 7.1
M.C. 25 100 - - - 8.51
1 100 86.3 2.5 1.0 12.25
3 96.3 70.7 4.0 1.7 14,9
6 73.4 51.3 4,2 1.9 14.9
24 71.8 45.3 10.7 4.9 1.6
V.8, 25 100 - - - 9.5
1 100 76.6 1.7 1.9 12.9
3 95.0 63.7 2.1 2.9 15.7
6 87.7 53.2 3.0 .7 13.8
‘34 85.2 50.6 5.5 5.0 8.5
P.C. .25 100 - - - 13.7
1 100 80.7 1.5 1.7 12.7
3 91.3 65.8 2.0 2.1 21.5
6 83.6 55.1 1.8 2.8 19.1
24 56.3 35.9 4.0 2.6 10.5
Table 8
MACROAGGREGATED ALBUMIN
PERCENT OF ADMINISTERED ACTIVITY
Pattent Time T. Body Lungs Liver Spleen Blood
{hours)
FE. 25 100 - - < 2.7
1 100 82.6 .09 1.0 4.6
3 97.¢ 81.4 1.5 1.5 6.0
6 84.8 68.2 2.0 1.8 7.7
24 82.% 62.4 3.4 3.6 5.6
B.C 25 100 - - - 2.9
1 100.0 86.0 1.0 . 1.3 4.7
3 99.0 80.7 1.3 1.8 5.2
6 86.2 67.4 2.1 2.6 7.1
24 77.7 83.2 4.5 5.8 3.4
J.P. .25 100 - - - 1.9
1 100 88.2 1.2 1.5 3.5
2 97.8 71.7 1.7 2.6 5.5
6 86.7 65.7 2.6 3.7 4.7
24 50.9 34.9 4.0 4.6 1.8
D.R. 25 100 - - - 1.7
1 100 84.2 1.3 2.5 9.2
3 98.4 78.5 1.5 3.0 4,0
[ 90,5 68.8 2.0 3.2 -
24 80.7 58,5 6.1 5.3 241
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b. Fe-59 Dosimetry -~ Abnormals

Recognizing the need for dosimetry data for apnormal gubjects, we at Vanderbilt
are using our fund of abnormal patients combined with c]1q1ca] and research
instrumentation designed to collect quantitative information to obtain organ
retention data by external counting. These studies are very difficult to
conduct, especially in very i11 patients; however, these data are badly needed and
significant effort is devoted to these studies.

The MIRD Committee in the United States is collecting data from laboratories
doing dosimetry studies and analyzing the new data along with well~-documented
literature data. In the past we have supplied the MIRD Committee with extensive
data on a number of radiopharmaceuticals and are continuing our relationship.
Currently we are a member (R. Price) oFf the task group charged to collect data
on Fe-59 and I-131 iodocholesterol. Data collected at Vanderbilt will be meraged
with data from the University of California (Donner Laboratory) to create a
single data base. The current plan of the task group is to use the Vanderbilt
SAAM-25 Iron kinetics model for the calculation of the cumulative organ activity
for the compiled data.

The Vanderbilt SAAM-25 model was presented in last years' report. The flow rates
and the derived dose estimates for normals and a number of selected abnormais
were also presented. A more complete report of the kinetic model parameters are
presented in an IAEA publication which is included as an appended document. In
cooperation with Dr. Krantz in the Department of Hematology we are continuing to
study a variety of patients with various hematologic diseases. We propose to
continue these measurements during the next year in order that a more comniete
sampling of the radiation dose distributjon may be obtained. Dose estimates
for abnormals have shown large variations from the normal values.

In our calculations we have included the source organs and target organs
shown in Table 1. We have taken the blood source distribution to be identical
to the total body. 1In order to calculate the blood self-dnse we have ignored
the effects of penetrating radiation and assumed the primary dose contribution
to be from nonpenetrating radiation. In those studies where measurements were
made for periods < 45 days, the organ effective half-life was taken to be equal
to the physical half-life.

Table 1 was extracted from ORNL Report No. 5000 entitled "A Tabulation of
Dose Equivalent per uCi-day for Source and Target Organs of an Adult for
Yarious Radionuclides by W.S. Snyder, et. al.

Table 2 is a summary of Sur results for a group of abnormals and our average
normal. The table is subdivided so that the fractional dose to each target organ
from each source organ may be found. The total target dose resulting from all
sources is also recorded.

Table 3 cont2ins the list of the working diagnosis of the patients presented

in Table 2. 1In addition the range of these dose estimates are compared to the
1973 report from the Free University of Berlin.
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Table 1

Dose Equivalent/Microcurie-day

(rem/uCi-day)

- SOURCET— CIVER SPLEEN MARROW TOTAL BODY
TARGET
LIVER 8.13x 1073 | 2.13x197% | 2.01x 1004 | 4.25 x 1074
- - -4 ]
SPLEEN 2.12x10°% | 5.77x10% | 2.02x 10 4.11 x 10~
R MARROW |1.97x 100% | 215 x 10* | 474 x 1073 | 3.91 x 107
-4 - - -4
OVARIES 1.73 x 10 1.15 x 1077 | 5.81 x 10 3.98 x 10
TESTES 4.36 x 105 | 2.42x 10° | 6.68x 1075 | 4.14 x 107
TOTAL BODY 4.13 x 1077 | 4.12 x 107" 3.94 x 1077 | 3.66 x 1072
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Patient

RCGUIMITOHTIMOOT I

Table 3

Diagnosis

Pure red cell aplasia

Red cell aplasia (in remission)

Red cell aplasia (in remission)
Suspected red cell aplasia

Suspected red cell aplasia

Suspected red cell aplasia

Suspected red cell aplasia

Refractory anemia

Refractory anemia-marrow storage disease
Refractory anemia-liver storage disease
Normal

Summary (mrad/nCi)

Liver Spleen Red Marrow Gonads Blood Total Body

Vanderbilt

77-426  173-395 +10-195 2-32 1-53 12-30

Berlin (1973)

160 130 - 27 22 22
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c. Dosimetry of 1-131 Hippuran in Bi-lateral and Transplant Renograms

The I-131 labelled hippuran renogram has been a routinely-used clinical
test to assess renal function for a number of years. We have been investigating
the calculation of the radiation dose associated with these studies for patients
with two kidneys (bi-lateral) and transplant patients. The transplant patient
presents a particularly interesting problem in that renal function may vary
dramatically from essentially no function to normal function within a matter of
a few weeks. At Vanderbilt Medical Center there is a very active transplant
program with an average of 4~6 in-patients under constant study and observation
at any time. As a part of the post operative procedures, the transplant
patients have 1-131 hippuran renograms performed every other day until the acute
rejection period is passed and then less frequently for an extended period on
an outpatients basis.

In order to carry out these studies we have employed a mathematical model
to fit the data from the patient studies and to simulate the hippuran kinetics
in situations where the renal function varied from no function to completely
normal function. Using these calculations we are continuing to make dose
extimates on specific patients and are making dose estimates as a function of
renal function from the model simulations.

The model we have chosen was adapted from the model suggested by Lindmo,
et. al. and is shown schematically below:

1: Plasma

2: Extra vascular tissues f;
3: Tubular parenchym

4: Tubular lumen

5: Bladder

Patient data were collected by means of an Anger Camera placed anteriorly
over the kidneys and bladder. In addition a stationary probe is placed over
the heart to monitor the blood pool activity. A second probe if needed is
placed over the bladder catheter when one is present in order that the total
bladder activity may be measured.
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Using the flow parameters shown in Table 1 for normal renal function, the
values of the renal uptake (A31 + A41) and excretion ( A54) rates are slowly
varied and the resulting renograms were generated.

Two such simulated renograms are shown in Figure 1. The upper curve is
for the extreme case where the kidney retained a normal extraction or uptake
while the excretion capability was completely lost. The lower curve displays
a normal function. The radiation dose derived from these two simulations is
shown in Table 2. Although the maximum dose of 45 rads is possible, none of
the transplant patients we have ineasured have estimates greater than S rads.

In the clinical environment the transplant patient is studied every other
day until normal or a clinically adequate function is reached. A set of
typical transplant renograms covering a two weeks period is shown in Figure 2.
For each patient flow parameters are computed and tne radiation dose is
calculated from the 30 minute renogram data plus the measured ‘residual activity
prior to each succesive study. Figure 3 shows the comparison of the computer
model calculations to the observed data shown in Figure 2 at Day 10. As part
. of the model calculations, the computer utilized data for the blood pool
clearance of the I-131 hippuran as monitored by a probe positioned over the
heart. These data are shown in Figure 4.

Nata from each patient was summarized as a function of time post trans-
plantation and the average radiation dose to the kidney was calculated. A
typical plot of kidney dose versus time after transplantation is shown in
Figure 5. The upper curve corresponds to a case wnere .the kidney responded
very slowly and consequently resuited in continued large kidney doses finally
converging to the normai radiation dose of approximateiy 60-80 mrads. The
lower curve was obtained from a patient who resoonded rather quickly and
approached normal function within 12-14 days. Difficulty-arose in estimating
the excretion parameter which corresponded to washout half-time's from 2-8 hours.
For these studies the 30 minute renogram was inadequate to determine a non-
zero washout rate while the rates were in fact fast enough to bring the
residual to <1% of the injected dose when measured at the 48 hour renogram. For
these cases we have estimated the mean dose to be: 1.0 + 0.6 rads

The range of radiation doses to the kidney during the first 1-3 days
usually ranged from 1-8 rads. After this time, dose estimates ranged from
0.1 or about normal to the maximum for those kidneys which failed to function.
Dose estimates to the gonads and bladder are also being calculated. These
studies will be extended to an extensive study of patients viewing bi-lateral
renograms in order to relate the absorbed dose to function impairing kidney
disease as well as to renal cbstruction.
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Table 1

TRANSPLANT KIOHEY MODEL PARAMETERS
FOR NORMAL FUNCTION

A1z
a1
a1
Na3
Ass

0.095/min
0.072
0.092
0.388
0.500

Table 2

I-131 HIPPURAN RENOGRAM
(504C1 Dose)

Dose in rads to the kidney
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. 0.078

ilo Excretion

44.9

1 :
. LN )
“ee®
L]
RIDNEY ACTIVITY o
W EXCRETION .
- e
L]
o -
. L )
.
.
. . .
. - . [
-
.- .
L]
-
-
- .
- 4.
'l * . '
b 103
! se® e e s e ac® 0o s a'o
5535 =357
R EE S
I sgzﬂg
- 'l\---...-“.x.'n.s.u.i.u.i.“.-.ﬂ.1.11. JIT P PLT

KIONEY ACTIVITY
G e 0% o e NODWL RACTION o
. . . 0
- R 'l-. .
. ' ** .oy
. ®e .
.
l . - .
i {
.l.----'-.'-.’lu'..'--‘o.o-.-.-o.

-, - . SO e e m—na

EE:iE;ii:ii;iiiiiiSi:
e ¥ N !E_ = !‘.! -
AR LR RREHE Y

u ldl

- 11--.-...\\.1.“.1-1\.\-“.1.-\s.\.“.\..............

gy
Asmict tids

Figure 1.

34




KIDHEY

BLADDER

) M-. ,;-\r\'\. ‘\l‘\ oA ]”M

" paAy 12

e R e ey Y e X S

- .
T reseTe Tyt =l

v 7

Transplant Renograms

Figure 2.

*0ATA

" KEDNEY

g ot ]

18 XN
20 WINE
18 01188

CLIFCEE
8 xrene
20 Jaray
29 33z0302¢
2% Qe
8 JavI00E

0 T
20 R2:191°

20 229351
9 Je10008°
TP Jorrag
W Jee”

70 221030
10 0098

UL 100 o
19 Jecceee”
10 o0
e Jurraee°
e s

18 J72108R°
18 3s30208°

BLADDER

+MODEL.

8 sowew

LBl

S8 0012
8 Wewise
20 s’
20 Xeeed’
30 JnIrNs”
28 22rr0%°

29 JPITNY
0 unt®

e it
L L
0 Jerety”
20 Jeredds”

0 J 818
70 3303098°

10 2000098*
19 Je0e0w*
10 Jone*
10 Jesevey*
10 Jeosees’
8 Jensven*

4.
0 eI

0 X23300

LR ettt

Figure 3.

35



RADS/STUDY

 STATIOMARY PROBE DATA
CORRESPONDING 10 PREVIOUS FIGURE

34
3

it - DOSE IN RADS/STUDY

1
|
1

T0 TRANSPLANTED KIONEY

Figure 5.



d. Dosimetry of Tc-99m Labelled Pyrophosphates

Much interest has been shown recently in Tc-99m Pyrophosphate as both a
new bone scanning agent and as an agent for assessing myocardial infarctions.
Initial data indicate that the blood to bone ratio may be improved for Tc-
pyrophosphate relative to the more routinely used agent Tc-polyphosphate.
Initial data on short term biood glearance and urinary excretion exist; however,
long term biological retention data are not available. We propose to study 2-10
volunteers during the next year according to the protocol shown in Table 1.
These volunteers will be selected from patients referred to the Division of
Nuclear Medicine for routine bone scans. After informed consent has been
obtained the patient will be followed for 48 hours post injection using the whole
body counter, whole body scanner, blood samples, and scintillation camera
images. Preliminarily results from a pilot study are shown in Figures 1 and 2.
These data reveal a multi component blood disappearance curve and a total body
.curve consisting of at least two components. The shortest of the two components
-for the total body has a T% of 3-6 hours while tiie longer is > 72 hours.

Although both of the two preliminary studies showed similar behavior as to
the number of exponential components or compartments and the sizes of the
washout rate constants, the initial distribution of the pyrophosphate appears
to be different. The fraction in the rapid compartment was 0.75 in one study
while it was found to be 0.55 in the other. Similarly the slow compartments
showed 0.25 and 0.45, respectively. Preliminary dose estimates assuming the
radioactivity to be uniformly distributed in the total body dose of 75-90 mrem/mCi
administered or 0.75-0.90 rem per study with an administered dose of 10mCi.

These studies are just beginning and as more data becomes available the

radiation dose to the gonads, skeleton, biadder, red marrow in addition to the
total body will be determined.

TABLE 1

PYROPHOSPHATE PROTOCOL

Step 1. Determine plasma volume with I-125.

Step 2. Inject 9ngc-pyrophOSphate (15 mCi) and collect data as per
protocol below.

A J

TIME BLOXD SAMPLE W.B. SCAN W.B. OOUNT PIN-HOLE CAMERA
THYROID & ANKLE

15-20 minutes X X
2 hwurs X X

6-8 hours X . X

24 hours X

48 hours X X
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* e. Neutron Dosimetry from Fluorescent Thyroid Scanning

Fluorescent scanning of the thyroid has been performed routinely in our
department for several years. In this technique the thyroid gland is irradiated
point-by-point by an external source of radiation {Am-241) and the characteristic
x-rays of iodine produced in the thyroid are counted by a high resolution
Vithium-drifted silicon detector. The resulting image obtained is an intensity
map corresponding to the stable iodine distribution of the thyorid. One of the
primary advantages of this system is the low radiation dose to the patient
(50 millirads to the thyroid and 11m1}ed to the neck region). However, it has
been pointed out by Robinson, et. al.* that there may also be a neutron dose
associated with the scanning procedure. This is due to the fact that the Am-241
used in such studies is usually encapsulated as a pellet of americium dioxide
compressed with powdered aluminum as a binder. Thus the a]uminu? present§
target for the o-particles emitted from Am-241 for the -reaction ¢7A1(x,n) Op.
Our fluorescent source consists of 15 disk sources each 0.75 inches in diameter
doubly encapsulated in stainless steel. Each source contains 1 Ci of Am-241.

We were concerned about the possibility of a neutron exposure hazard from this
system and sought to detect the presence of a nuetron flux and to measure the
magnitude of the resultant exposure.

A BF. proportional counter (Deuter Stokes Model RSN-44A) was used for the
detect1o§ of the neutrons as a Rem counter was not available. This counter has
a thermal neutron sensitivity of 28 counts/sec per unit thermal flux. The
produced neutrons will possecs a spectrum of energies up to about 10 MeV. For
fast neutrons, due to the increasing KERMA with eneray and decreas1n quality
factor, to a good approximation, a fluence of 3 x 10 n/cm is quzva]ent to a
dose of 1 millirem. Therefore a fast flux of approximately 8n/cm¢/sec is
equivalent to 1 millirem/hour.

We observed a miximum count rate with with our BF3 detector 20 cps at
~17 cm from the Am-241 source (The eyes are normally about 20-23 cm from the
source). Approximately 5 cm of wax was used to moderate the neutrons. As the
detector was rather large (12" active 1ength 2 inch diameter) there are some
prob]ems with geometry. However, assuming only 3% of the nuetrons are thermalized,
the patient dose to the eyes for a 20 minute scan is less than 1 mrem.

This number is consistent with the results of Robinson for our different
source configuration and strength, and is well w1th1n the safe region of
exposures.

1 pobinson, E.L., Hannal, B.O., Bass, W.B., and Wills, E.L. Health Physics
26 (April) pp 301-306.
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f. Integration of Ultrasound with Scintiilation Images

We have previously reported an error due to self-attenuation of a depth-
distributed source which occurs when one tries to regard the source as being
equivalent to (i.e., gives the same detector count rate as) a point source
of the same activity at an "effective" depth within a scattering medium.

For an assumed distribution of activity, such as a uniform distribution, the
correction for this error requires a knowledge of the source thickness. This
can be found from emission scan data if the radionuclide being counted emits

at least two strong, well-resolved photopeaks that are counted separately;
however, Tc~99m emits only one. Therefore, ultrasonic scans were used to
determin§ the source thickness for this particular study (Tc-99m sulfur colloid
in Tiver).

The scanner itself (Unirad Corporation) contains both the wave source
and detector in the same probe. The ultrasound is emitted as pulses which
enter the body, and those reflected back to the probe are analyzed (by the
scanner electronics) by measuring the elapsed time of the round trip for a
particular pulse. From this time, the scanner determines the distance from
the probe to the reflection point, and also records the direction in which
the probe is pointing. 38y moving the probe in a plane across a patient,
one generates a cross-sectional picture of the reflecting structures, which
is displayed on a storage tube and photographed for later analysis.

The probe is mechanically constrained to free movement in a plane only,
although one can pick whatever plane is desired. For this study, a set of
planes transverse to the body and intersecting the liver were used, Thus
each picture gave a cross-sectional view of a portion of the liver (see
figure 1), and from the calibrated scale on the storage tube, an estimate
of the liver thickness as a function of position was easily found.

Skin and Ribs

Thickness

Location

Figure 1. An ultrasonic scan of the liver is on the left, and
an interpretive sketch is shown on the right. A
distance of one centimeter on the picture corresponds
to four centimeters in the patient.
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Since the distance from the probe to a reflection point is determined
from a time measurement, the distance determination depends upon the speed
of ultrasound in the reflecting medium. This, in turn, will vary from one
medium to another. Our scanner is calibrated on the assumption that the
ultrasound traveled through water, and so would give erroneous results for
media having a different propagation speed. To illustrate this, solid
lucite cubes of different thicknesses were scanned, and gave the results
shown in Table 1.

Table 1.
True Thickness (cm.) Measured Thickness (cm.) True/Measured
2.54 1.4 1.8
2.9 1.7 1.7
3.2 1.8 1.8
3.9 2.2 1.8
5.0 3.0 1.7

Average = 1.76 or 1.8 cm.

Here, the first column is the actual cube thickness, the second is that measured
from a scan picture. and the third is the ratio of the first two, to two
significant digits. Since the speed of ultrasound in lucite is about 2680
m/sec., and only about 1480 m/sec. in water, for a ratio of 1.81, the error
above is mostly due to this speed difference. So, to obtain accurate liver
thicknesses, one must multiply the scan-deduced thickness by the ratio of

the speed of ultrasound in liver (1549 m/sec.) to that in water, a correction
of only 4.8%.

The generation of ultrasonic pictures of suitable quality caused some
problem because of the complex reflection geometry of the body and the attenua-
tion of pulses as they traveled through the body. Reflections from the front
of the 1iver tend to be obscured by the many strong reflections from skin and
ribs. Reflections from the back of the liver have to cross several acoustic
interfaces (including ribs and skin), which makes them both weak and few in
number. The amplitude of the emitted pulses can be varied to give fairly
strong pulses from deep in the body, but this also increases the interference
from rib reflections and multiply-reflected pulses, and does nothing to in-
crease the number of pulses from reflections deep in the body. However, the
scanner also has the ability to discriminate against pulses on the basis of
arrival time, so that interference from surface structures (ribs) can be
minimized. This discrimination is done only on the basis of arrival times
shorter than a set time, so multiply-reflected pulses can still be a problem.
Thus, one must manage between the extremes of obtaining few pulses from
reflections deep in the body, and a "washed out" picture from internal reflec-
tion in the organ being imaged. The former shows little in the way of liver
shape, as does the latter.
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Trial and error was used to obtain pictures of suitable quality. This
was facilitated by the ease of generating a picture ('s 30 sec.) and lack of
patient discomfort. As more experience was gained by the operator, less time
was required to produce acceptable pictures.

To illustrate the effect of multiple reflections, a scan of a water
phantom was made, taking care to keep the probe normal to the bottom of the
phantom. The resulting image is shown in Figure 2, along with an interpre~-
tive drawing.

Phantom
= =.=.~e=2-Probe Position
J

\
\ ’

\. ——&5~——Singly Reflected

e &—~Doubly Reflected

e @~ Triply Reg ected
LOCATION

Figure 2. A "good geometry" ultrasonic scan of a water phantom, showing
the presence of multiply-reflected pulses.

As can be seen, multiply-reflected pulses were detécted, which due to their
longer arrival times, are displayed farther from the probe. The singly
reflected pulses are those vthich made only one round trip from the probe to
the bottom of the phantom and back before being detected. The doubly reflected
pulses made two roundtrips before detection, and are recorded as being from

a structure twice as far away. Similarly, the triply reflected pulses are
recorded three times as far away. The multiply-reflected pulses could be
minimized by changing the scanner settings, as shown in Figure 3a. In

Figure 3b, the same scanner settings were used as in 3a, but the probe was
rotated to create reflections from the sides of the phantom.
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PE?ntom Phantom

‘: it R,:'-Probe Position ‘; = "\'.'/'g_._llProbe Position
\ ] A\ ]
\ ! . ) /
b o &I~ Singly Reflected - —an & Singly Reflected
e «——Doubly Reflected " .g:::-"DOUb]y Reflected
\Kf\e__.;Artifacts
(a) (b)

Figure 3. Water phantom scans, showing minimization of multiply reflected
pulses (normal incidence) in (a), and the presence of artifacts with non-
normal incidence in (b). Both scans were made with the same phantom and
instrument settings.

Here, singly reflected pulses were recorded only when the probe was normal
to the bottom of the phantom, as one might expect, but several artifacts
were produced for other orientations. Since the artifacts are located be-
yond the phantom, they must be due to complex multiple reflections. For
liver imaging, the ultrasound must pass through different media of irregular
shape (skin, muscle, ribs, liver tissue), s¢ artifacts due to multiple re-
flections from ribs and the anterior liver wall might obscure the image of
the liver boundaries. In judging a picture for acceptability, then, one

- should be suspicious of equally spaced or concentric image features, as well
as requiring suitable contrast. Just how much these factors affect the mag-
nitude of the self-attenuation correction is unknown, but the correction
itself is expected to be in the range of 10% to 20%. This corresponds to an
average liver thickness of 5" to 8", so that ultrasonic data should give a
reasonable correction.
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g. Solid State Dosimetry

The dosimeters used in the Tc-99m sulfur colloid studies are LiF TLD's
(TLD-100, 1/8" x 1/8" x 0.035"). Since these are not absolute-reading
dosimeters, it is necessary to calibrate their 1ight output per unit dose
by empirical means. The geometry choser for this calibration was a uniform
cube source of Tc-99m, with the dose being computed to a 2" x 2" x 0.035"
thick slab of LiF placed concentric to a face of the cube (2" square slab
on 3" square face). The dose computation was made with the same Monte
Carlo technique that was used to calculate patient doses, thus allowing a
more direct calibration than would be obtained with ionization chamber
readings. To check the accuracy of these cube calculations, we compared
the TLD output/dose for the cube problem to that from a “"point" Tc-9%m
source and ionization chamber readings. As reported last time, these two
results were a factor of three apart.

We consulted with Dr. J. W. Poston of the Health Physics Division of
ORNL about this discrepancy, and he led investigation of the accuracy of
the computer calculations at ORNL while we investigated the accuracy of the
TLD readings. As a result, the causes of the discrepancy were discovered
and satisfactory agreement between the cube results and "point" source
results obtained. The difficulties were caused by a subtle, but large,
error in the computer calculations, and a smaller, but still significant
error in‘:the TLD readings.

Basically, the computer calculations were in error due to a modification
designed to reduce the time necessary to get good statistics for the thin
LiF target region. [onte Carlo methods were used to find the flux across
the target region, from which the dose was calculated by analytical means.
After much discussion, it was decided to do a calculation in exactly the
same manner described in MIRD Pamphlet #5, i.e., calculate the dose from
interactions which occur within the LiF volume. This would serve as a check
on the dose calculated from energy fiux, and gave the results shown in Table 1.

Table 1
Dose from energy flux calculations 1.059 X 10'13 Rads/photon
Dose by MIRD #5 method 2.132 x 10”13 Rads/photon

A )

Dose inferred from earlier “point" source

TLD readings “n2.8 x 10713 Rads/photon

Clearly, the energy flux calculation was greatly in error, with the direct
(MIRD #5) method giving results more in accord with the TLD readings. The
reason for this error is not clear, but in all later calculations, the direct
method was used.

At the same time, we discovered an error in the TLD readings which ac-
counted for the remaining discrepancy. OQur investigation began with the ob-
servation that whenever a large group of TLD's (> ~50) was read out, the last
few would read appreciably lower than the first few by 10-20%. This was true
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regardless of the order in which they were read, so this decrease was not
due to the TLD's themselves. Then a group of ten TLD's was annealed, ex-
posed to 137-Cs y-rays, and read out, with this cycle repeated twice more.
The results are shown in Table 2.

Table 2
True Exposure Exposure from Average of TLD Readings
First Readout  580.8 mR 580.8 mR (calibration exposure)
Second Readout 33 mR 31 mR
Third Readout 33 mR 29 mR

Just as inte :ting as the steady drop of the TLD-inferred exposures was
the fact that the standard deviation of the TLD readings was ¥3' mR for
both the second and third readouts, suggest<ng that the problem was not
due to the low light levels resulting from 33mR exposures. The suspected
cause was the silver heating pan of the reader, since visual inspection
showed it to be dirty. This was first checked by thoroughly cleaning the
pan, and then inspecting it during personnel badge readout by the Radiation
Safety Office. After the first TLD was read, a faint imprint of exactly
the same size and shape of a TLD could be seen on the pan. The next few
TLD's were placed over this imprint, which became steadily whiter. By the
time all the personnel badges were read (~ 200), almost all of the pan was
covered with this white material. Evidently, each TLD was chemically re-
acting with the silver pan, producing a substance (probably AgF) which
reflected less light than the shiny silver. Since some of the detected
light would be reflected off the pan, this increasing dirtiness would tend
to lower TLD readings as more of them were read.

The results in Table 2 indicate that this change is rather small, and
approximately linear, for a group of ten TLD's per readout. So it was
decided to correct for this effect in the following way:

1. Read out two "standard" TLD's (given a known dose) in a clean pan.

Then all other readings would be corrected to this "standard" pan.

2. Before reading out a group of TLD's, clean the pan if necessary.

3. Read out the first "standard" TLD.

4. Read out the group of TLD's. »

5. Then read out the other "standard" TLD.

The reading obtained by #3 would give the pan reflectivity, as compared to
the “"standard" pan, before the group was read, while #5 would give similar
information after the group was read. Then assuming that the pan refiectiv-
ity changed at a constant rate, a correction for each TLD in the group
could be made, provided that the "standard" pan did not get appreciably
dirty for the second "standard" TLD reading.

This correction method was checked using a group of calibrated TLD's
exposed to 33 mR. The correction implied by #3 above was 4%, and the pan
reflectivity was calculated to be decreasing at the rate of .15% per TLD
read. The corrected TLD-inferred exposure was 33.3 mR (1% error), with a
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standard deviation of 1.7 mR ( ~ fglmR again). Had the correction not been
made, the TLD-inferred exposure would have been 4% in error, because of the
pan cieaning. So it appeared that cleaning the pan and making a correction
based upon #3 is the most important factor, especially if correlations ne-
tween TLD readings made several days or weeks apart are tc be made.

The cube problem was then run ¥sing this correction. Thre dose implied
by the TLD readings was 2.325 x 10~!3 rads/photon, only 9% different from
the computer values found by Dr. Poston, and when the uncertainties were
considered, these results were within a standard deviation of one another.
This is felt to be satisfactory agreement.

Next it was decided to make a more detailed investigation of the re-
producibility of TLD readings, because a knowledge of the reproducibility
would be very important in the Tc-99m sulfur colloid study. In addition,

a more direct check of the assumed linear rate of reflectivity change would
be desirable.

Difficulties appeared immediately, with unusually large pan corrections
being made (~ 10% to 30%), although the corrected TLD readings were usually
reproducible to within +2%. However, an unexplainable 10% error was seen
on occasion. The effects of the exact position of a TLD in the pan were
investigated (it made little difference) as well as the cleanliness and
optical clarity of each TLD (which appeared to account for most of the + 2%).
In further studies, the pan appeared to sometimes get more reflective as
more TLD's were read, rather than less, making the assumed linear rate of
reflectivity change suspicious.

To check this, three "standard" TLD's were used. The five steps shown
above were followed, with the third "standard" TLD read after step 5. From
this, two values of the rate of reflectivity change could be found and compared.
These never were the same, and often one was positive while the other was
negative (although both absolute values were 4% or iess of the correction
found from step 3). This was surprising, in view of the cube problem and
the 33 mR exposure results.

With three "standard" TLD's, and the assumption of a linear dependence,
it is not necessary to assume that the rate of reflectivity change is small-
there is enough information to compute the rate the "standard" pan changed
and the rate the pan changed when reading out a group of TLD's, as shown in
Appendix I. So a group of five TLD's was read out, with the first, fourth,
and fifth being "standard" TLD's. The readings implied that the "standard"
pan had gotten less reflective at a rate of 26.9% per TLD read. Consequently,
the linear assumption is wrong (the correction goes negative after four read-
ings), but note that the rates for these two readouts are nearly the same.
Apparently, this was the usual case, giving the 2% reproducibility seen
earlier. But if this did not always happen, it could explain the 10% errors
sometimes seen. This point was not checked, since a different correction
method was going to be devised anyway.

Before discussing the new method, first consider the chain of relation-

ships involved which comprise the relationship between a TLD readout and the
TLD dose. One has the TLD dose -+ light emitted by the TLD + 1ight detected
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by the PM tube -+ total charge delivered by the PM tube (the number obtained
from the readout process). In order to have good reproducibility, one
clearly must be able to correct for changes that may occur along this chain.
The first part depends upon the inherent properties of each TLD as a phos-
phor, as well as its optical clarity, cleanliness, and the type of heating
cycle used. The next part depends upon the pan reflectivity and the geom-
etry of the pan, TLD, and PM tube setup, while the last part depends upon
the PM tube gain and the performance of the other electronics of the reader.
With our reader (model TLR-5, Eberline Instrument Company), an internal
light source is used to easily check and correct for variations in this
last part, so the correction method is primarily intended to check the
other parts of the chain.

To so this, one simply reads out a "standard" TLD between each TLD
of the desired set. For the calibration readout, one first reads the first
"standard" TLD, then the first TLD being calibrated, then the second "stand-
ard" TLD, then the second one being calibrated, and so on until all the
TLD's of the set have been read, followed by the last "standard" TLD. To
determine a dose with these calibrated TLD's, the same readout process is
used, with the same TLD's being read in exactly the same order as before.
Comparison of corresponding "standard" readings would give correction
factors for differences in the chain of relationships, and the interpolation
of these correction factors would give estimates for correcting the reading
of each calibrated TLD.

In order for this method to be effective, changes in the chain must
occur in a smooth, continuous fashion. However, the buildup of dirt on
the TLD's and brief fluctuations in 1ine voltage might not meet this con-
dition, so special care was taken to keep the TLD's as clean as practical,
and if opaque spots were noted on a TLD, it was always placed with the
same side down against the pan. The line voltage was also monitored, and
observed to fluctuate unpredictably between 110 v. and 120 v., which was
enough to affect the heating components of the reader and its cooling fan.
Since this might also affect the charge-collection and counting electronics,
a variable power transformer was used to keep the reader voltage between
119 v. and 120 v. This seemed to be significant, because before the trans-
former was used, the reader would sometimes cut off prematurely (about once
every 100 readings). Since the transformer has been used, no premature
cutoffs have occurred (about 300 readings to date).

To test this method, as well as to check for the effects of the TLD's
becoming dirty, a group of five TLD's was exposed and read repeatedly (and
pre-annealed for 1 hour at 400° C each time). The pan was cleaned for the
calibration readouts, and the results of the succeeding readouts are shown
in Table 3. The first, third, and fifth TLD's were used as the "standard"
TLD's, while the second and fourth were the ones tested for reproducibility.
The table entries are the percent error of the TLD-determined dose from the
actual dose.
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Table 3. Percent Errors from Calibration Exposure

Corrected Readings Uncorrected Readings
Trial # TLD #2 TLD #4 Dose (mpad) TLD #2 TLD #4 Cleaned Pan?
1 + .46 + .28 430 -3.5 -3.7 No
2 + .58 - .91 488 -1.4 -3.0 No
3 + .39 +2.8 32 +2.4 +4.8 No
4 -1.2 +5.5 523 + .8 +7.5 No
5 - .33 +2.7 412 +4.7 +7.7 Yes
6 -2.2 + .08 463 +2.8 +5.1 No
7 -2.3 +1.5 522 + .7 +4.5 Yes
8 - .69 + .28 355 +2.3 +3.3 No
9 .00 +1.1 507 +5.0 +6.1 Yes
10 - .74 +4.0 35 +2.3 +7.0 No
Average .89 1.9 2.6 5.3 -
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On the whole, the corrected readings were less in error, and the largest
errorrs in the corrected readings tended to occur when the pan was not cleaned.
Trials 1-4 show that the error gets worse as the pan gets dirtier, partic-
ularly for TLD #4. Further, note was made of the dirtiness of each TLD each
time. 7LD #2 was relatively clear, while TLD #4 was not. The dirt spot(s)
on TLD #4 varied in size and color (black <« white) from trial to trial,
probably because of the effects of the 400° C anneal. This is probably why
it had a larger average error, whether corrected or not. The size of the
dose does not appear to make much difference, although more trials in the
30 mrad range will be done to check this. For the last three trials, the
TLD's were rinsed in acetone before annealing, which seemed to improve the
accuracy of TLD #2's corrected readings. Inspection of the uncorrected
results shows a striking effect - for the first two trials they read low,

as expected, but thereafter, read high. It may be that some silver-con-
taining contamination from the pan also has thermoluminescent properties,
and that this contamination is partly absorbed into a TLD during anneal,
creating the high response after a few trials. In any event, this effect
would occur with all TLD's read, so that a correction based upon the "stand-
ard" TLD's would tend to take this into account.

This correction procedure, although greatly increasing the number of
TLD's read to make the dose estimates, and requiring individual labeling
of the TLD's, gives a means of checking the overall performance of the TLD-
reader dosimetry system. It seems that any researcher using such a system
should make this type of study at least once, just to see how reproducible
his results are. Then, if deemed necessary, this procedure could be used
as needed. Based upon Table 3, even uncorrected readings were never more
than 104 in error, and this may be an acceptable precision in many applica-
tions. Further, silver is more reactive (especially with fluorides) than
some other pan materials (e.g., Pt), so other researchers using different
phosphors and/or pan materials might not observe these effects.
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B. Clinical Applications of Activation Analysis
1. Measurement of Deuterium ard Deuterium Labelled Compounds Using
the (y.n) Reaction

One of the more imprtant tracers used in medicine involves the isotopes
of hydrogen. Although deuterium is stable and several commercially available
detection systems are currently in use, tritium is often the preferred isotope
due to the relative ease of its detection. Tritium is radiocactive, emitting
a low-energy Beta and possessing a haif-life of approximately 12.5 years.

We believe that deuterium would be used more routinely by many more
institutions if a convenient counting method were available for its detection.

Several groups have suggested the use of the D{y,n)H reaction as a possible
method for the detection of deuterium. We intend to pursue this idea and
develop 2 clinically useful system that will allow its use in routine studies
and stimulate further development of Deuterium Tracer Kinetics. This method
looks like a particularly promising photo reaction as the threshold eneragy is
very lTow (2.23 MeV) and therefore one may easily vroduce this reaction bevore
other photoneutron reactions turn on. Thus, background neutrons should not be
a problems.

If one chooses to count the neutrons produced, then the variable parameters
are the source detectors and geometry.

We have done some preliminary investigations into these parameters.
A. Sources:
Several sources exist which emit photons of energy greater than the thres-
hold energy. Table 1 lists these with some pertinent characteristics. A
bremsstrahling source would appear at first to be the natural source in a
hospital environment as many large hospitals possess these type sources in their
Radiotherapy Center. However, several disadvantagas are apparent.
1. Higher energy linacs activate most everything
2. The useful flux from lower energy clinical linacs is lower than isotcpic
sources.
3. Although physically nearby, they are not always available in a busy
radiotherapy department.
4. It is sometimes difficult to use "borrowed” equipment.
Na-24 would appear an ideal source excapt for the verv short half-life. High
. activity sources are very easy to produce with a reactor. Therefore it is
possible to consider having a facility in the immediate reactor vicinity. This
?:s been prcoposed by others and we have done som2 preiiminary work along these
nes . L
Ga-72 is notably more difficuit to obtain than Na-24 and also has a short

T *

% Th"C" (from a natural decay series} would be very expensive if not

impossible to obtain in the quantities required. .
C0-56 would also appear unreasonable at first as it is not reactor produced.

However, it may be possible to produce significant size sources caused in the

(p,n) reaction on iron near large accelerators., and _AMPF is considering making

it available. Having a 77 da hal¥-life it would appear much more attractive than

Na-24 although it emits many other y's besides the useful ones. tlie are in

contact with LASL concerning the possibility of their producting this type source.
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B. Detectors:

Our requirements on detection demand high efficiency and low y-sensitivity.
Several type neutron counters are available. Regardless of the type, all high
efficiency neutron detectors require that the neutrons first be thermalized
(as thermal neutron crossections can be 4-5 orders of magnitude larger than
fast neutron crossections). The only reasonable moderator is a hydroganous
material. A1l other moderators would require so much material as to significantly
lower the geometric efficiency. Of course, all hydrogenous moderators will
contain deuterium 10.015% natural abundance). This could lead to a large
background number of neutrons if the moderator is placed in a large flux high
y-energy fiald. Solving this problem should also reso]ve any problem concerning
y-sensitivity of detectors.

We have done some preliminary work with indium fo11s, and although the
efficiency of these foils is very large, due to the inconvenience of having a two

step process (activating then counting), we have for tiie moment discontinued
exper1ment1ng with them.

The two other most common neutron detectors are BF; and He proportional
counters. lle feel either would be appropriate. Helium counters are more
efficient; however, they are more expensive and more y-noise susceptible.
Therefore, we are currently working with BF3 proportional counters. .

C. Current Design Ideas

We Are currently of the belief that the best way to obtain a maximum
sensitivity facility is to use as large a y source as niay be safely produced
and used with the sanple nositioned next to the source. This would ali be in
a lead cask of sufficient thickness so as to reduce the y~flux to a toierable
Timit. As the produced neutron, f]ux is being reduced by l,ni and the y-flux
is being attenuated by both 1/R¢ and exponent1a11/, by using severai counters,
we should be able to overcome any !oss in geometric efr1c1ency
D. Preliminary Experiment:

We have conducted a preliminary experiment in co]laborat1on with the
Isotopes Technology Division of ORNL. They have modified a lead cask 80 cm in
diameter so a large (-200Ci) Na-24 source may be placed in its center and a
test tube may be positioned next to it. A BF, proportional counter 2" diameter -
12%" Active length) borrowed from the Analytical Chemistry group at ORNL was
used on the cutside of the cask. A 1-3/4" thick block of paraffin was used as
moderator. Positioning of the deuterated water samples was the major source of
error leading to uncertainties much larger than statistics. However ve were anle
to determine an approximate sensitivity of 70 cpm/mg of D20. We believe that
we can improve this by a Tactor greater than 20 by optimizing moderator
thickness, pulse height discrimination and using moxe detectors. Backgrouna:
counting rates in a neutron free area is -7 cpm. Therefore, we feel. that these
sensitivities will allow us to conduct several experinents,

1. We intend to first attempt total body water dilution studies on animals

and then people. We expect samples to be in the milligram of D,0
range and therefore straight forward to do.

2. Recent papers have suggested that Deuterium can be used in bile salt

metabolism in infants. We will need npg sensitivity. here.

3. Possible other studies including Lipid or fatty acid metabolism stud1es,

and kidney function studies might be possible.
Although it is envisioned that a large Na-24 source facility could enly be
available near a reactor, thereby not being available for emergency studies, this
facility would allow routine studies of various nature to be done with llttie
difficulty and excellent sensitivity.
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2. Cf-252 Yeutron Activation Facility - feasibility study

We are investigating two different techniques to measure bone mineral con-
tent., The first, which we now have operational, is the dual isotope trans-
mission scan using 153-Gd. This method allows us to measure the total min-
eral content (calcium and phosphorous) of the bone. The other technique is
in-vivo neutron activation analysis. Using this method, the calcium content
of bone can be measured by activating Ca-48 and then counting the vy-rays given
off by Ca-49. We propose to use both methods on the forearm to find the cal-
cium-to-total mineral ratio. If a total body transmission scan is also done,
the total body calcium content can then be calculated.

We also plan to use the activation facility for in-vitro activation and
neutron radiography. Our present design of this facility is shown in Figure 1.
We plan to use six 2 mg. sources of Cf-252, <{Calculations have shown that in
order to obtain the maximum thermal neutron flux at the center, the sources
are arranged in a ring (radius = 2.5 cm.) and are surrounded by a polyethylene
sphere (4.5 cm. radius) which acts as a moderator. This is then surrounded
by a 35 cm. radius graphite reflector with 1ead and borated polyethylene shield-
irng on the outside. The whole facility will be located beneath the floor to
provide additional shielding.

A collimator with its inlet at the center of the ring of sources and axis
perpendicular to the plane of sources will provide a beam of neutrons which
will be used for arm activation and neutron radiography. A tube may be in-
serted into the collimator for activation of samples in-vitro at the center
of the sources where the flux is a maximum and uniform. Additional tubes may
be placed around the outside of the ring of sources for long-term sample
activation.

We have been investigating the possible use of stable tracers to help
diagnose various diseases and monitor their progression. In this method a
stable isotope that is not normally found in a biological system is adminis-
tered and a sample of the biological system is obtained. The sample is then
activated and the quantity of the tracer in the sample is measured by count-
ing the y-rays given off Lty the sample that are characteristic of the acti-
vated tracer. We have performed cezlculations to determine the amounts of
various isotopes we would be able to detect on a sample. The results of these
calculations are shown in Table 1.

1)
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Figure 1 Proposed Cf-252 Neutron Irradiation Facility.
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Table 1
Mass of Various Elements that may be Measured In-Vitro with

Proposed Neutron Activation Facility

1S0TOPE] MASS (mg)? 1SOTOPE! MASS (mg)?
Ne~22 3,0 Ag-107 5.0
Na-23 0.7 Cdel116 0.3
Mg-26 4.0 In-115 0.002
Al-27 3.0 Sn~122 0.3
$i-30 1000.0 Sb-121 1.0
S-36 5.0 Te-130 0.4
C1-37 0.6 [-127 0.1
Ar-40 0.2 Xe-136 10.0
K-41 4.0 Cs-133 0.3
Ca-48 0.5 Ba-138 0.7
Sc-45 5.0 La~-139 0.7
Ti~50 0.7 Ce-~142 3.0
V-51 0.1 Pr-141 8.0
Cr-50 7.0 Nd-148 0.09
Mn-55 0.01 Sm-154 0.02
Fe-58 100.0 Eu-151 0.002
Co-59 0.1 Gd-160 0.6
Ni-64 0.3 Tb-159 6.0
Cu-65 2.0 Dy-164 0.003
Zn-70 20.0 Ho-165 0.02
Ga-71 0.2 Er-170 0.08
Ge-74 2.0 Tm-169 30.0
As-75 0.5 Yb-168 0.006
Se-74 3.0 Lu-175 0.08
Br-81 0.8 Hf-178 0.8
Kr~84 1.0 Ta-181 3.0
Rb-87 10.0 W-186 0.3
Sr-86 0.1 Re-~187 0.1
Y-87 80.0 0s-189 30.0
Nb-93 200.0 Ir-193 0.1
Mo-100 1.0 Pt-198 0.2
Ru-104 2.0 Au<197 0.05
Rh-103 0.003 Hg-~196 0.02
Pd-108 2.0

1If the natural abundance of the isotope if less than 90%, it is
assumed that it is enriched to 90%.

2Mass that could be detected when irradiated for 1 hour and counted

for 1 hour assuming 10,000 counts collected with no interference
from other isotopes.
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Appendix I. The Linear Pan Correction

The dependence of the observed TLD reading will be assumed to have
the general form

TL= & D (horn &) (1-1)
where

TL = the observed TLD reading

D = dose to TLD

k; = the TLD-dependent constant relating the dose and emitted light

ky = the TLD-independent constant which indicates the pan reflectivity
at the start of a readout

k3 = a TLD~independent constant which indicates the rate at which the
reflectivity is changing

n = an integer showing when the TLD was read ( n = 0 for the first one,
n = 1 for the second, etc.)

Thus the term in parentheses in (I-1) describes the change in pan reflectivity
and is Tinear in n.

When three "standard" TLD's are read in the "standard" pan, one has

Rl = TL|/ D = *" k?. (1-2)
Rg = TLy/D = '411 (-ka‘hpg) (1-3)
Re3= TL3/D = Ry { *a*i’%) . (1-4)

These TLD's are then annealed and dosed again so that a set of TLD's to be
read can each be corrected for pan changes. For this readout, one has

R= 4 & -

(part of desired TLD set)
(]

Ry = A (Ia"’ m Ez ) (1-6)

H
(rest of desired TLD set)

E; < :‘313 (I:‘I th -ﬁ; ) (1-7)

Equations (I-2) through (I-7) can be solved for the ratios k3/kz, Eé/kz,
and k3/k2 in terms of the known readings.
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From (I-2) and (I-5), one immediately has

I; /’ka = .R-| IRl . (1-8)
From (I-3) and (I-6), one has, using (I-8),
Ea IR& = [-E./RI + "‘(Isl‘al)] / () + *3/‘&1)‘, (1-9)

and from (I-4) and (I-7),
Ry /R = ['R-,IR, + n(&, M’a.)] f(1+ 2 Rsfhy). (1-10)

Solving (I-9) and (I-10) for kg/k, and T<'3/k2 gives
n(a-a;)- m (a3 ~1,)

Ry R = Amaz - nay (-31)
Ry (&)-a3) -~ a5 (a,-23)
R, 1%, = Ama, ~hag ) (1-12)
where

Q= R-.—i IR; J A= ﬁglRl ) and Rq7% ﬁ3/R3.

When the experimental values of a, (1.0151), a, (1.0205), a3 (0.99095),
m(4), and n(5) are used, one obtatns

Ry)hy= -0 265 2, [k = - 0.2¢9 . (1-13)

To see how to use these values to correct a r:eading for pan changes, note
that the reading of a TLD in the desired set would be described by

TL=R D(H+U K), 10

since it was read out between equations (I-5) and (I-7). This can be rewritten as

TL= 4Dk, ( L/« 4 T/k,), (1-15)

so that if one divides (I-15) by the term in parentheses, the resulting
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expression should be equal to what this TLD would have read under the "standard"
pan conditions of the first “standard" TLD. That is, dividing (I-15) by the
quantity 1n parentheses gives the right side the same form as (I-2). Further,
the readings from the “standard” TLD's can all be corrected in the same way.

The values in (I-13) are so negative, however, that the quantity in
parentheses in (1-15) will be negative whenever 1:5. For smaller values of 1,
it becomes so small that the corrections for pan changes are unreasonably large
as well. Thus, the assumed form of (I-1) is probably incorrect.
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Appendix 1I
The Method of Activity Determination in Patients

In order to set up the formalism, imagine the scan field to be divided up
into a large number of rectangles, or cells, as shown in Figure 1. The length
of each cell is equal to the distance moved by the scanner when counts are
recorded for one data point, and the width of each cell is equal to the distance
between scan lines. When the detectors traverse the length of a cell, the counts
accumulated in that time are recorded by a computer, thus giving a data point
corresponding to that cell.

KR — svee (Topvied
N
A
WY
N\
il
} ‘lz:ms'l‘k
—
cell
width

Figure 1. The division of the scan field. The size of the cells is greatly
exaggerated for clarity. In this case, there are 56 cells in the scan field.
In the usual case, there are 4096. *

To calibrate the scanner, a "point" source of known actiyity is placed in a
constant-thickness phantom and scanned. We define

4 covvs recorded in data point | dve to achivity in el ()
S, (42) = activity m cel |

where d is the phantom thickness and z the haight of the source from the bed.

In order that this be a well-defined parameter, one must have the cell sizes much
smaller than the area of the collimator field of view. Otherwise, the precise
x-y location of the "point" source within a given c2ll would be important.
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There would be a calibration factor of the form of (1) for each detector,

but wherever possible, an explicit distinction between top and bottom detector
functions will not be made, for the sake of brevity.

The calibration function for each detector is

£(4,2) = 5 iy (4,2) (2)

and there is an fy(d,z) for the top detector, and fg(d,z) for the bottom one.
Experimentaily, these functions are found by summing the counts over the scan

image, and dividing by the source activity. These functions were found to have
the form

Uy = a e2 49 fo= fle)= 64T @

where a, b, and p are constants. These fepresent exponential attenuation of the
photons being counted (see figure 2).

TOP
DETECTOR

Phan¥om 2 q\
/p&t

. Q—SOUVCQ i

z
Y
N\ \\\\W\X\i\\\ \ G LC‘L v

A

BoTTOM
DETECTOR

Figure 2. The coordinate system used. A point source at height z in a
phantom of thickness d is shown.
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Now consider the case of a uniform source of varying thickness located in
a phantom of varying thickness. This is assumed to be the case for patients.
The uniform source is assumed largely because a better assumption is not known,
but it should be adequate, especially for healthy patients.

The counts in data point i due to the activity Aj in cell j is given by
Ay (R e
Cip= (&) 5, Sip (1) 4 @)
3

where t. is the source thickness in cell j, and the ? means that the correct
phantomJthickness to use is unknown. In general, this would depend upon all

the cell thicknesses, because of Compton scattering, but it is assumed here that
d; (phantom thickness in cell j! is the primary factor. This should be a good
approximation because patient thickness does not change much from one cell to
another (except along the sides of the trunk, where 1ittle or no activity is
located), and the exponential form of (3) implies that not too much scatter is
being counted anyway. Then (4) becomes

c As 2j2

= (5) 5 Sk 4s;
AT

and the total counts in data point i is

" m A €2
;= 2% = 2(F) 0 S W)ty . @
J J 2‘.“

L

In order to write the scan results in terms of the calibration function given
by (2), we must sum (5) over the image of the source:

, 2j, 4
¢ = %Ci - %(%‘;) fu 2 S &y @
or
wm A 2ja,
C= ?(T‘:-) 53“ £(4,2) A=y (7)

where the fact that 1>n does not matter because the Si- which make the
major contribution to (6) are the same Sij which appeai in (2). Substituting
(3) into (7) gives

™ 2: tifa.  sinh (mti)  _ ud;
- i A' e'J‘ F1] MLy -/u' J
Cr=a T ¢ (u tifa) < (8)
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: " . ‘A%jl -Atill S;ML\ (M‘t;/&) )
Cg= b ’E Ajew Ve (s tila) (9)

for the top and bottom detectors, respectively. The apparent activity R is
given by

y fa
A= (Cr ca) 1L/ [‘c‘r (4,20) o MJ’%ﬂ (10

where z, is a dummy variable (the denominator of (10) is independent of it with
the functions in (3) ), and d is some sort of average phantom thickness to be y
a

specified. Using (8), (9), and (3), (10) becomes

" - )/ s'm\\!#ﬁh.) wd: m L —aRy -ath sinl\(,“{:;/;)
(.i et e G €T 2N TR T
-1
= (11)

A

— A
ex/:.

This equation is hard to evaluate, because the t. and d. are uncorrelated
(they are measured with different instruments), and bdcause the Z; are difficult
to find even with an ultrasonic scan. However, this equation can %e reduced with

the Schwarz Inequality:

™ 2 *.,2 ™ V. a ) ” . . .
? Xj ?YJ = (? XJ YJ) J l" f:- IS malepemleuf O'f‘ J (12a)

w o a " ™ x

2 xj 2 Yj > (?xj yi\ ) other wise . (12b)
] J .

With the definitions
X} = A: e® i 4t sikh (wti)  -udy
J ’ (mtifa)

y; = A e:-,uz,‘, e",utjll __S;hlu\ g'.«’“t-l./a)
(4“*414) )
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(11) and (12) give,

A= e."“/" 2 A S&kﬁ(;")tlh) é"“‘jh} if e'ﬂl’.ca’m;'e"‘t’. is
) Ha indelculent's{ J (13a)
dla " . siah(wtifa) -adifa ,
A > et ? A (#S::\Iﬁ e ) ctherwise. (13b)

This can be written in terms of the total source actiyity, since the source is
uniform:

Nt = A ZY, (A= 2A;)
which implies that

- adfn % mudjla (B sinh (utifa)
K= e Ze (?ﬂ) (atyla)

) if the same ratio is (14a)
independent of j

- wdla 3 —uﬂj/z(ﬁ ) sink (utjh)

(M.‘fj /a) ) otherwise. (14b)

Unfortunately, (14a) is also hard to evaluate, again because the d. and t. are
not correlated. However, d remains to be picked as well, and we will seedthat
the proper choice of d will lead to an accurate approximation to (14a). To

see what this choice is, consider the special case in which all the t. are the

same. For that, (14a) would be J
_ o udfa (L e ~udyln sink (#t/a.)

which will reduce to the seif-attenuation correction (the last term) if d is
chosen so that

n .
e = % g "™ (s)
This expression for d will be used for the source of varying thickness as weill.

To obtain a suitable approximate expression from (14a), the exponentials
are combined and expanded in a power series:
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KA = ( ) sinh ( utjfa) ud % (l' )(:_-!__) 5;"“(“*;,3)

(«tiizy  ~ % (#72)
N LAy 2 siwh (1 tj/a) 3 (16)
+ (&) a!?(‘f‘o( )W-(‘%)SL'

w14 STAN [u‘ti/a) al s d; 4, 4, sinh t/a
Ji( ) (E-z) (ntih) Qu "5'— ,i 1) (:i") (Mtj(;)’ =

The first term is easily evaluated with ultrasonic data, but the other terms

still require correlated ultrasonic and transmission scan data. The approximation,
then, is to ignore these other terms, and replace the entire series by the first
term only. To see if this is valid, first note that all the values of

sinh (pt./2)(ut:/2) will be in range from 1.0 - 1.3 for the values of ut to be
encounteﬂed herg so to within an order of magnitude, and maybe even better, this
series becomes

T~ Sinh (utfa) 4 1 "‘ A
AlA Ut [!-%—MJ( ‘)4‘(}{)‘2 4 (17)

3] (F0)"-.],

. w4l A3 A
w4 | 3 . + (#2\ - L
FE - @ R EE () A %
)
where sinb (ut/2)/(ut/2) is an average of the individual yalues of this function,

Each of the terms in brackets was computed for each patient study done thus far,
and gave results similar to those in Table 1.

Table 1.

e

b'N\g

Computer calculations of the terms in (14) ¥rom transmission
scan data of patients.

d = 9.83" .
. jy d:
First Sum = 0.015 = m ?(-;“r—l)
! LI
Second Sum = 0.025 = "M g
[]
Third Sum = 0.00114 = T ?(-;’- -l)
[ Y "
Fourth Sum = 0.00161 = % & (Zt- l)q
j
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For this value of d, pd = 3, so that (17) becomes

- sinh 2
A~ (;jt}a;*’” (1- % (ca1s) + & Co25) - 2 (coomy)
+,~'%,—, (.001L1) - j
-NA ~ S_I'nl\(,l-tt/al

Wty L 1-:0335 +.0%8] —, 00044 +,000340 )

AA ~ sinh (uta) - )
L) [h-.oos:é | . 000301 ]

Evidently, this is a very good approximation, because the term after the 1 is
about two orders of magnitude less. This was surprising, since the standard
deviation of these d; values is about 15.4% of their average. To check this,
another calculation e:as done with the same data, only

m
d=(1/m) ] d,
jJ

was used in place of d. This gave

'K -~ iﬂl\(uf/,‘g) 29 %) -~
(A G [ |-0+ -18- (.0237) - 55 (,000025) e (.00147)-:

‘RI -~ S)h‘\(,utll) _
A @y [| + .0207 - .0000/27 +.0003(5 -..:])

>

indicating a somewhat larger, but still acceptable error in truncating the series.
More importantly, the value of d given by (15) has the advantage of being somewhat
less than d, so that the first two sums in (17) tend to cancel each other. With

d the first sum is zero, so th.s does not happen. Thus, d picked by (15) is a
better value to use than d, pecause of this cancellation effect.

Therefore, if (14a) is valid, it can be evaluated to a good approximation
by the expression.

. 2 (4 sinh (ut/a)
AN J(?—*J> (uti/a) )
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where d is picked from (15). But if {(14a) is not valid, the value of A computed
in this way will be an upper limit to the true activity, as can be seen from (14b).
Consequently, we turn our attention to the validity of (14a).

The condition which must be met is
"J"dj. %a}(éj‘ M't'
) -
e e e = K,

where K 1is independent of j. This is equivalent to the condition

-2%,-t = 4, (4% & &)

or (18)

(é i-?a) ,Q

To interpret this equation physically, imagine that the cells are so small
that d;, z; 1, and z., can be expressed as functions of the position variables
x and §' i » the Eglls are infinitesimal. Then dj = d(x,y), and similarly for
z59 and z_ j2° "so that (18) has the form

Aley) - { 206Y) + Zal(xy) ) = k.

Defining 2z (x,y) as the average of z; and 2y, this equation can be written in the
d1ff°rent1al form

d( A(x,y)] - 24d [zo(x,y)J = Q,

where d [ ] means the differential of the quantity in brackets. Using the
chkain rule, this becomes

3 A0%,Y) 4d(x,y) 3 2(xy) no(x,y)
ax dx + T 4* - 2 a * 2 y 0(\/

P A(")Y)

9 ?° ("JY) 9 A("Jy)
X A + (

o ?o("JY) )

2 - 2

dy = O

y ( U!,Y)-Q?o(x,y)) - dr = O

2
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where ¥V is the gradient operator, and dr = d + dyﬁ This last equation

states that the directional derivative of the phantom thickness must equal twice
that of the source midpoint, for a given direction in the x-y plane and given set
of (x,y) values. Further, this must be true over the entire extent of the source.
This condition is probably not exactiiy true for patients, although large organs
(such as the liver) may tend to follew the general body shape. So it 1s important
to see how sensitive (14a) is to this condition being met.

This has been investigated as well. The method of investigation is to
first examine the Schwarz Inequallty in a general way, and then make a ;pec1f1c
examination with the functions in (11) and (12). The first examination is fairly

simple, and will be shown here, while the other is more involved, so only an
outline of it will be given.

First, suppose that the condition for equality is violated by only a small
amount. That is,

X,':.: c‘,'J‘ + €

where ¢ is a constant, and €5 represents the violation of each term. Then

2x 2y = 2 (e 2%

A a [N
(c. éY +2c§y“e +§éj JZY 19)

c‘(lévf) +le & g jzvjl )

2
where the last step follows because e. will be negllg1b1e This represents the
left side of either (12a) or (12b). the right side is simply

= T m 2 - " N
(? Xj‘/l‘) = ( JS (cY+ ej) \/J-) = (gcyﬂ . géjy.)
= Q—g(% YJ *QC Zyl ié Y '}-(% 6;*)1 (20)

~ c"(% Y_;") + ¢ vin &Y 12‘/'2.
J J
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Comparing the last step of (19) to that of (20) shows them to be equal. So to
first order in €4 the Schwarz Inequality is still an equality. This is an
important resulty because it means that even if the condition for (14a) is not
exactly met, (14a) is still valid, i.e., the Schwarz Inequality is not very
sensitive to this condition. This gives hope that (14a) may be adequate for
patient estimates.

If one does not negiect the ejz terms of (19) and (20), there results the
condition

moLa T Y s (T g\
§Y¢ iél p (?YJG“) , (21)

where the equality holds if (14a) is true, and the > holds otherwise. For the
functions in (11),

x.‘- A e"«“‘j e:uf;/z. e-«i,’, sinh (utj/2)

- (wtifa)
Y2z g oAt sink (uti/a)
y - M€ e (mtyfa)
from which € = X; - C Y, can be found, and hence sjz. Substituting these
expressions into (21) finally results in

< (wtifa)

sk (wti) \ s [ 5y, -mdija sink (atif) \*
Q:t;m ) - ( § e (z«tj/:a)J )

;. cutis —wa:, sih(aitifa) p -ud:  ats .
( “‘.E A.l' e‘u "1 'ue“ (atify) ( .f Aj CJ‘ ! e‘u ‘Iz Bﬁ%“ 22
i (22)

At this point, use is made of (18), giving it the form

dj- Rey -t = h+ 4

where sj is the violation corresponding to €y Solving this for 249 and
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substituting into (22) finally gives

B —ud; & 8 inh (ut)/ -ud -S
<$AJ2M 32 e 32 (;.‘tjlstlll) (i A '“z/a m&3fa.

ahGER Y S £ . —adifa sinh (wtiR)
AR ) 2 (3 a gabh Zlati))

By using the definitions of the sinh and cosh functions, the exp(,uJ /a)
and exp(-m§fa) can be eliminated to give

(Z A -.u.ll/; sinh (atifa) cosh (,uSJ/a) )1

(J(tjl)
udila smh(utyl) o . o ‘\ )
( 2 A 3 ("“f.lll)“ sink (u Sj/a) ) ( i A o 2‘:*1/‘;;‘& = )

This is still not in the desired form. Each term on the left side of (23)
can be reduced by applying the Schwarz Inequality:

( EA -M‘l,)/.‘! (‘i:t"‘(/#)ﬁ’*) osko‘g/&))z _4_ Jg A '“‘-l (%%@) 2 cosl\a(ﬂsifa)
J

S . -adifs simh(ati) : A 2 —ud! [sinh (utyfa) T
(e 458 iean) € eS80 3 g,

A )

Because the left side of (23) is a difference of two terms, substituting these
expressions into it would lead to ambiguity, in general. However', we will make
these substitutions anyway, and then show that this procedure is actually

correct.
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Making this substitution gives

T 41— sihh ,cd:Ja) 2 r‘
? Aj e ((M.t,/a) | § Z ek (i) - 2 . Z s (m4; /2)]

g(% AJ e-Ml,}l smk/‘,:‘tlh) ) ) (24)

where the ? indicates the ambiguity.
The quantity in brackets is just equal to m, the number of terms in the sum, be-

cause of a well-known 1gent1ty of the cosh and sinh functions. So, dividing
both sides of (24) by m* gives

?
- ik (ut 2 p - imnh
f A ad; (S(Mﬁ)xl:x)) b (_:; ? A cuhifa s(“l-,:gla)). (25)

For simplicity, make the definition
-A‘]Ia ‘l.hL (Mt;/a)

SiE A CER)
so that (25) is
? "
1 2 g2 5 (4 A\ (26)

Regarding the E. values as a statistical set of numbers, the variance of this
set would be given b}

™ ™ P!
¢ " ? ) ™ 321 )
and is a positive definite quantity. Thus, in (26), the left side is truly

greater than the right, so that the ? can be removed. Continuing on back, it can

also be removed from (25) and (24), showing that the substitution made into (23)
is actually correct; there is no ambiguity.

Equation (25), without the ?, is the equation to be analyzed further.
Removing A; in favor of A, as was "done with (13a), multiplying both sides by end
and taking” the square root gives
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i
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The right side of this expression is just the right side of (14a), which, as
was shown in (17), can be evaluated accurately by replacing the exponentials by
1. This will also be true of the left side, since it has practically the same
form. So, the same patient data as before can be used to test the irequality
above, in exactly the same way that (17) was used to test the approximation of
(14a) One has, to within an order of magnitude (possibly better)

sinh(autfa - 0% |~ ,00044( +.00034Q
—@'%“5-— El L0236 +.0a%| j

(, + O -, ooo(o) 2 | #.0056 -.00030l

\Il.om' 2 l.0053,

and these two numbers are practically equal. This, and equation (27) are
extremeTy important results, because they mean that when one is checking the
approximate method of evaluation of (14a), he is also checking on the validity
of (14a) as compared to the validity of (11). If the approximate method of
eviluating (14a) is seen to be adequate, then (14a) is a good approximation to
(11). 1If the approximate method gives a poor result, then (14a) is about an
equally poor approximation to {(11), and one must dec1de upon other methods to
evaluate (11), or use a different method of activity determination.
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