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A COMPUTER PROGRAM FOR PROCESSING MICRODOSIMETRY SPECTRA

Mats Bergstrom*

Lennart Lindborg**

A smell computer program for processing a microdosimetry single event
energy deposition spectrum is presented. The program can perform
smoothing of a spectrum and present a comparison of the smoothed and
unsmoothed spectrum in order to detect distortions introduced by
excessively rough smoothing. To increage the resolution of the spec-
trum and to reduce the influence of the uncertainty in the zero point
setting of the multichannel analyzer, spectra are usually measured
with different gain settings and are thereafter overlapped into one
spectrum, The computer can perform such an overlapping and make a
chi-square-analysis of the overlapping region. Such an analysis mey
. 'veal unsatisfactory experimental conditions, such as drifts in the
; 'in between the two measurements, pile up effects or an unproper

270 point setting of the multichannel analyzer. A method of dealing

71 th the last mentioned problem is also presented.

“he progrem was written for & Nuclear Daia computer (ND 812) with

a memory of 12 k but it should be easy to apply it to other computers.

*Physicist, Institute of Radiation Physics, Stockholm

**Pro tempore head, dosimetry secticr, National Institute of
Rediation Protection, Stockholm, Sweden




INTRODUCTION

There are several reasons for using a computer technique for the
processing of microdosimetry single event energy deposition spectra.
Such a spectrum for a low-LET radiation quality, may be described
very roughly by 1/y2, where y is the deposited energy. The spectrum
thus contains many events at small energies and very few at large
energies (Fig. 1). In order to reduce the statistical fluctuations
in the upper part of the spectrum, it usually has to be

smoothed - a tedious task without a computer.

#hen the resolution of a spectrum is low, the number of pulses in the
first few channels will be very large and mean values of the spectrum
will tecome more sensitive to an erroneous zero setting of the multi-
channel analyzer. This problem is usually met bty a new measurement
with higher resolution but limited to the low-energy part of the
spectrum, Overlapping of the two spectra gives & new spectrum which
is less influenced by the uncertainty in the zero setting. The over-
lapping procedure is & time consuming procedure when made by hand,

and is therefore suitable for computer processing.
A program suitable for a Nuclear Data computer (ND 812) with memory
of 12 k is presented, The program has been used for thLe purposes

mentioned above and for calculations of certain mean values of the

measured spectrum.

ZERO SETTING OF A MULTICHANNEL ANALYZER

Determination of zero poi:nt error by overlappiagz microdosimetry spectra

When two spectra measurecd at different resolutions are overlapped,
und when other errors than the zero point error are negligible, the
result will be crossing curves. In the following it is assumed that

at a correct zero-setting the position of the firast few channels is

in accordance with Fig., 2.
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Fig. 1. A single event energy deposition spectrum measured with a

' spherical tissue-equivelent proportional chember at 1 ug/mm?.
A beam of high energy electrons (15 MeV) was observed at a
depth of 2 cm in a polystyren phantom.
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The statistical analysis of the overlapping, performed by the program
may reveal a crossing, but does not give the magnitude of the zero
shift causing it., One method of determining a zero point shift is to
plot a semilogarithmic graph for the lower part of each of the two
spectra with charnel number on the linear axis. One of these graphs
is then laid on the other and adjusted verticelly until the curves
overlap in the extrapolation region (See p. 6). Then by moving one

curve C channels sideways they can be made to overlap throughout the
whole spectrum,.

N (Y)

1 2 3 4 y
Fig. 2. The numbering of the first channels of the multichannel

analyzer, (See also page 11 for further comments).

The error in the zero-setting (C') is determined by:

’ C*MF

= MP-1

For two spectra having the approximate form N(y) = 52 end amplification
factor (MF) 4 i.e. resolutions differing a factor 4, the formula becomes

D D
¢’ = 16,7+ 20D- 100
10

it the overlapping vegion is taken to be the interval between channel

number 2C and 100.
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and
D - Y20
20 N 20
o
- “100
L = 2
100 N’100

Ni = number of counts in channel i for the low resolution spectrum

NS
i

number of counts in channel i for the high resolution spectrum.

iffect on mean velues of zero point error

The shape of a spectrum N(y) can be characterized by its mean values

;f and }D’ which are defined on p. 11.

By menipulating the punched tape of measured spectra (spectra of high '
energy photons and electrons measured with resolutions of 18 eV/channel
and 4.5 eV/channel), & shift in the zero setting equivalent to one

channel was introduced.

For single spectra consisting of 105 counts, .he percentage differences
in meen values compared to the original spectra became:
AyD 6.0 )

~
7wl

5
0.6 (+ 2 3b

1+ 1+

i

If instead a2 overlapping technique with an emplifiecation factor of 4

was used for the same stectira the differences were:

Ay, =1.6
A’-'D = 2,9

All mean values were incre&sed when spectra were shifted downwards,

1.2 (+ 2 00)
1.3 (+ 2 5b)

1+ 1+

This shows that even a small error in setting the zero of the multi-
channel analyser introduce severe cerrors in the mean values of a
low-LET microdosimeter single event spectrum and rrcat care must be
unédnertaien win calidbrating the anaiyzer, Tic <vriors couii te reduced

. working wiih overlepped spectra,




WORKING PROCEDURE

Equipment

Microdosimetry spectra are stored in the multicharnel analysing system
Nuclear Data 4410 Single Parameter Data Acquisition and Display System
with & resolution of 1024 channeis. Spectra could advantageously be

stored permanently on megnetic tape or punched paper tape.

For the celculations the computer in the system, NL 812, is used with
the CRCAL-6 compiler. A minimum memory of 12 k 1is needed. The ORCAL
compiler has been nodified so as to store data in the sane mode as the
physics program (CARLEN, 1974).

For in/output and extrapolation in the first channels ND 4410 Basic
Physies Analyzer Program (41-1060) with overlays 41-1061 and 41-1062

are used.

Preliminaries

With the Basic Physics Analyzer Program the storage areg& of the multi-
channel analyzer is divided into groups of 1024 channels each. The
spectrum with lower resolution is stored in group 5 and the spectrum
with higner resoiution is stored in group 4. ¥When overlapping is not

requested, the spectrum is stored in group 5.

In the overlapping technique the amnilification factor tetween the

two measurements is required by the program to be an even integer
(e.g. 2, 4, 6 ....). The meximal humber of pulses in a single channel
is 83000 for the low resolution spectrum and 83000/(MF+1) for high
resolution spectrum. (MF i3 the emplificatiorn factor between the

resolutions).

The contents of the first channels are modified manually

according to some mode of extrapolation (BRABY and ELLETT, 1971 and
LINDBORG, 1975) using Basic Physics Analyzer Progrem. In cese of
overlapping only the high resolution spectrum needs to be modified.
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The ORCAL-6 compiler and the calculation progrem (HOPPLA) are then
fed into the computer and started. The flow chart for HOPPLA is
shown in Fig,., 3, and a print out of the complete program is given

in appendix.

In the following text example instructions given by the user are
underlined. Each instruction is terminated by pressing the RETURN
button, When the program is started, questions are typed on the tele-
type (TTY).

Overlapping

When the TTY asks: AMPLIFICATION FACTOR: 4
respond with the amplification factor between the two spectra (an

even integer).

in case of single spectrum respond with Q

The TTY then asks: OVERLAPPING BETWEEN CHN: 10

and CHN: 50

Resrond with the numbers of two channels in the spectrum of low
resolution defining the region in which overlapping is to be per-
formed (10 and 50 in the example above). The lower limit should not
be set as to include the usually distorted lower energy deposition
part of the spectrum, The upper limit should be less than 1024/MF,
where MF ig the amplification factor., If the overlapping region con-
tains a channel with # content in the low resolution spectrum, the
upper limit will automatically be set to the number of that channel.
(The mathematics involved are described here and for continuation

of the instructions see page 13).°

A multiplication factor A is calculated representing the ratio between

comparable channels with different resolution using the formula:

s %1

i x1

A

summed over all channels in the overlapping region.




Xy content of channel i in low resolution spectrum;
Vi
The factor A is printed on TTY. Having calculated A the composite

sum of MF + 1 adjacent channels in high resolution spectrum.

spectrum is put together from:
the factor A times the high resolution épectrum below the lower
limit of the overlapping region
the unchanged low resolution snectrum above the upper limit
and a smooth change from high to low resolution spectrum in the

overlapping region.

Due to factors like unlinearities in amplification, fault in setting
the zero point of the multichannel analyzer, pile-up effect ete. the

spectra may not overlep weil,

In order to disclose poor overlapping, plotting of the differences
between the two spectra in the overlapping region are performed
together with a (modified) chi-square-~analysis, Both moments are

described below.

1. Plotting of differences.

The differences between compaerable channels of the iwo spectra,
normalized with expected statistical fluctuations are plotted on the
TTY. A maximum of 50 channels spread evenly in the overlapping region
are chogen and the corresponding differences are plotted together
with indicators at each end showing deviations of + 1 standard devia-
tion, Good overlapping will be indicated by values evenly spread
about the zero line with 2/3 of the points inside the limits + 1

standard deviation (Pig. 4).

2. chi-square analysis.

By forming the expressions

S = +

?O -
A yi xi

5 (x-ay,)? (xpmney,) |

summed over all channels in the overlapping region

and AeS

) (1+A). V$?+?- y2.pet

SI
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where F = the number of channels in .he overlapping region,

it can be shown that S° has the expectation value

(a+1). Vo PIT
2. VA!+1

with standard deviation equel to one.

This is used as a modified chi~squere analysis indicating whether

the deviations between the two spectra in the overlapping region are
within the limits of the expected statistical fluctuations or not.

The TTY prints the value of S’ and its expectetion value. (See Fig. 4).

Calculetion of mean values and variance

Caiotlation of frequency mean value iF’ dose mean value §D and mean

value due to yzoN(y) is calculated according to
1‘:1-1‘1(1)
¥p = o
P Ey()

2
’fi N(1)

D =f 1.5(41)

4t

z 13.8(1)
Y2 =g
¥ f 12.5(1)
summed over all channels.
In order to simplify the calculations the channel number is taken to
represent energy deposited. In order to do so the zero setting of

the multichannel analyser must be in accordance with Pig. 2,
As can be seen from that figure account must be taken to the first
bhalf channel in the integratione. This is done in the program by

agsuming it to contein half of the events of channel ore,

A relative variance (Vr 1) ie calculated according to
9

-5
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Mean values and variance are printed on TTY as are the partial sums
(Pig. 5).

MEAN OF Y DUE TO N(Y) 12.6359
MEAN OF Y DUE TO YxN(Y) 82.3721
MEAN OF Y DUE TO Yt2xN(Y) 252.4210¢
AFL. VARIANCE OF Y-DOSE 5.5189
2741183.0 34637200 0.28531400E+10 A.72019100E+12

Fig. 5. Example of printout of mean values,

An estimation of the statistical uncertainiy in the mean values as
a function of the total pulse content has Yeen given by BENGTSSON
and LINDBORG, 1973,

Smoothing

The smoothing is performed on the urnormalized frequency funetion
i+5(i), 66 chaennels are chosen evenly distributed on a logarithmic
scale tetween channel 1/MP and an upper channel which depends on the

choice of smoothing mode.

The method used is an extensior of the method described by SAVITZKY

and GOLAY (1969), in which smoothing is performed ty convolution of

the data points with a given set of integers., This was shown to be
equivalent to & least squares fitiing of data points to a cubic polynom.

The convolution is performed using 5, 11, 17 or 25 consecutive chan-~
nels,

In order to enable & more radical smoothing to be carried out, each

data point in the convolution is represented by the mean of K adjacent
channels (Pig, 6).
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Fig. 6. Least squeres fittiag using 5 points, each the mean of
3 channels
+ original values
* mean of 3 adjacent channels

1' o smoothed value
*

The mode of smoothing may be varied for intervals throughout the
a spectrum and ia specified by giving a starting channel E in the low
. resolution gpectrum for that interval, rumbers of channels (K) and
numbers of points (3) in the least squares fitting. Channel E must
be in inereasing order. The last interval is set by specifying
channel ¢,

Given a set of gmoothing modes, the computer makes equal steps in a
logarithmic scale in the channel numbers, chooses the closest whole
number channel (can be & fraction when smoothing in the part of the
spectrum taken from high resolution spectrum) performs smoothing and
prints out channel number, 100 times the normalized smoothed original
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spectrum, the normalized smoothed trequency function, the normaliz...
smoothed dose function asnd the normalized smoothed yB-N(y) function
(Fig. 7). When smoothing is performed below the lower limit of

overlapping each channel in the low resolution spectrum is used.

Normelization is rerformed in such & way &8 to make the integrals
of the functions plotted on & logarithmic channel number scale,

equel 4o integrating & function of value 1 over 1 deceade.

Y 1098%F(Y) Y*F(Y) Yt2xF(Y) Y*3xF(Y)

’ . . . .

1y ) [} M 4

' . . . .
38.0000 A.2025 A.1776 A.5322 8.2455
43.0000 #. 1558 6.1533 #.5215 A.2723
49. 0000 A. 1166 A.1314 B.5094 A.3030
56.0000 f.0882 n.1137 h.5037 0.3424
63.0000 A.0681 A.0986 Red917 #.3760
71.0000 7.8518 N.0846 H.4753 B.4097
B1.0000 N.A389 B.1724 hed4642 @.4565
92.0000 A.0248 B.0609 h.4430 G.4948
104.0000 9.0220 h.0526 ¥.4332 B.5469

Fig. 7. Printout of smoothed normalized functions.

Due to the wide renge of values in the spectrum good judgement is
needed when choosing modes of smoothing. Attempts to smooth too
radically might destroy important characteristics of the spectrum
and might elso cause discontinuities in transition between smoothing
intervals., This ia due to the difficulty of fitting great parts of
the spectrum ito a cubic polynomial., A rule of thumb is to choose

1
- E'S'K less than the channel containing the frequency function

maximum, for channels above that maximum.

In order to provide & check on the effect of the smoothing, chi-square-
analysis is performed in each smoothirng interval and for the whole
spectrum by comparing smoothed and unsmoothed spectra. The chi-square-
velues and the numbers of the channels used are printed, and with the
help of a chi-square-table, it is possible to decide whether devia-
tions between smoothed and unsmoothed spectira are in accordence with
what is statistically expected, Inadequate smoothing will show up as

an insignificant low chi-square-velue and too drastic smoothing will

show up as an insignificant high chi-square-value.(Fig. 8).
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INTERVAL 5.0000 CHI-2= 6.7764 VALUES 4.0800

INTERVAL 6.0000 CHI-2= 18.5389 VALUES 5.00080

- Fig, &, Exemple of printout. Adequate smoothing in interval 5,
but too strong smoothing in intervel 6.

The appearance of frequeney and dose functions gives important in-

’ formation about the reasurement and therefore theege normalized

smoothed functiors are plotted on the TTY in order to give immediate

information, an exampie is shown in PFig. 9.

[N . .

0F OF FIMKTIANS
.
.
-

. L)
greerscrssrsnss Sperrs e s e

Fig. 9. Exemple of printout. Plotting of smoothed normalized

frecuency and dose functions.
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APPENDIX

-
.

"HOPPLA ' T !

c1.92 A "AMPLIFICATION FACTORMF:T !

21.23
1i .34
Ji.25
21236
21.27
21.28
21.39
Zl.12
d1.11
Zi.l2
“'.13
vield
21.15
21.186
21.17
Bleld

1.19

Al.22 .

2l.21
Sl.22
21.23
21.24

Zl.2%

“2l.25

31.27
Jl.28
il .29
2132
21.31
21432
B21.33
21.34
i35
J1l.36
31.37
J1e.38
31.39
2le43
21.41
21 .42
21.43
ANNIEA
Jie4S
Jlekd
21le47
21 .48
3149
21.52
21.51
Z1.52

IF
A
A
30
c
GO
c
FO
)
FO
FO

"y

ORI E2E SRS It N e N |

-«

S
5
IF
S
iF
5
S
IF

nntrun nvnm

(MF)2.22,2.02,1-24
“QVERLAPPING BETWEEZIN CHN'"NI
*  AND CHN "N2 .
TO 2.@2
OVERLAPPING FINISHED, CALCULATINS MEAN
70 2.58

R N=1,1,(N1~-3.5)»MF-1;D 3 .
T=Al®(MF+1)/MF; S SIaS1+T;S $2=52«T; S 53=53»T:S
R N=ll1,1,N2:D 4 ) -

R N=N2+1.,1,12225D0 &

11*EAN OF Y DUE TO N(Y)>»"S52/S1

1MEAN OF Y DUE TO Y=M(Y)2"S3/S52

1“MEAN OF Y DUE TQ Yr2#N(Y)>"54/53

t"REL. VARIANCE OF Y-DOSE*"S3%51/(S212)=1

1S1;T S2;T S3;T S4 -

NUMBER JF EXRTRA POINTS

I1=1;5 U=0 '
Z(1)-1)51.23,1.26,1.256
(SCI)»i{(1)/2+1.5-U)1.25,1.25,1.24

U=35(1)={(l)/2+1.5;S V=U

I=1+15G0TO 1.22 . :
(S5(I1)=K(1)/2+1.5-E(1)+N1-U>1.28,1.28,1.27

VaS(I)=X(1)/2+]1.5-E(1)+NI
(1"“3)102911-3811-35

1=1+1;G07T0 1.26

N4=1021+5-5¢(NI)=K(N3)/2+M1=-V;5 VI=U;S V2=V
((V2~N1)=MF-V1)>}1.32,1.33,1.323

V3sV1;GOTO 1.34

V3=MF®(V2-NI);IF (MF)>15.31,15.81,1.34

A2313238+2»N1;S A3=B819@8+2=(MF=xl1+V3)35 A4=2FP(2,8192)%Al*(MF+1)+2.5

122
K=FP(2,A2+1);S KI=(FP(2,A2+1+2)-K)/UF

S4=54*7

FOR N=2@, 1,MF=1;X FP(2,A3+2«N+UF=l, (K+N={]1)/1838+0.5)

iF
s .
FO
FO
ro
5

S

F0o
X

1F

[ N7 I AN W V)

(I=-2%xVI/VF)]439,1642,1.42
I1=1+42;G0T0 1.36
R N=],1,MFsNI=~1iD 6.01
R N=@,1,V3~1;X FP(2,81923+2xV3-2aN,Ad)
R li=2,1,02-N1;D 6.82
1=2 :
Ql1=2 ; :
R WN=3,1,MF;5 21=2Q1+FP(2,A3=-1#4F=YF+2+N)
FP(2,A2-1,Q1/(4F+1)+3.5)

(1/2-U2) | 048: ] -491 10119
1a1+2;G0T0 l.44

e Y 123=F (YD) o7 (Y} Yr2+4F(Y)
L1=8192+2=V3:5 I=1:S E(N3+1)=1224;5 K3I=MF; FOR N
K1aFLOGC1/MF)Y;3S K2a(FLCS3(1222)-FLOSCLI/YMF))/6653
AFa3Al=CAF+1);FOR N=1,1,N3:5 DWU)=3

Yt3eF(V)'
=21,1,N3;%
2=

17

C(wy=n
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J2.12
32.13
22.14
22.1¢
22.156
J2.17

18

35 K=FITH(FEK?(K!)*KJ+?.

IF A-N1#13)1.62,1.53,1.55

S l‘lJZJo:S K3=1:S5 K=FITR(FEXP(KL1)*»K3+3.5)

KF (K=13231.57,1.58,1.58

S KF=((A=-N1)T2+Al«(N2-()12)/(N2-H1)125G50T0 1.69
S AF—

IF (A=034)1.62,178,1.73

17 (RK=AJ=ECI+1))]1.61,1.80,1.8@

S KE=X/i35T 14R,S#102/7(S1=KR),S542.3/51, 502 A#KR/ €2, 5«2, a-wnv2/¢°
17 (4)1.04;1-6511066

5 3535.291

3 CCII=SC(I)+ (S/KE=FP(2,P+S(i)=K(1)-1))22/(S*xXF/K)5 S K2="{D+]
FP(2,9222+4%4P,12315%5%2.3/51)

DCI1)=D(1)+1:X FP(2,92@2+4+XP, 1238*AR)

L1=K1+K23G60T0 1.53

Ti=3;5 T2=2
FOR N=1,1,N3:D 14

VIS YERALL CE1-2="TI;T » VALUES™TES:T 11"dL0T OF FUNSTIONS™
c3T0 1.85 '

I=1+1;5070 1.62
AP=1
!

OR =1,1,FP(2,6282+4#{P)/1532-2.5;T =~

LSTIRE IX TR VRN & IO S IR BN VPO & B o JR C2 00 VT

T x;7 4

FOR L=1,1,7P(2,92822+4=AP )+ 5S1sFP(2,9322+4+XP)/(15202@02%52)-A.F o

T g

c

IT (KP=-66)1.93,1.%4,1.94

5 KP=«(P+1:;5070 !.96

LIT

C ILPUT SH00THILNLG MODE

5 I=2

T 155 I=1+1

A FRCM CHANNZILTE(D)

IF (2(1)9)2.12,2.13,2.26

A CUREAN OFH D)

A U3400THING POINTS”5(1

S6TO 2.23
JVZRLAPRPING REZ3IISH . .
J=2;5 N3=1-1;1IF (NNF)13.22,13.22,2.11

51=0;5 52=2

A=2;8 5=0
S3S+FP(2,8193+ 7= (2xN1=1+J*2)+2«)

IF (£-1M7)2.15,2.16,2.16

S K=24+1;30T0 2.13

IF (FP(2,12228+2=«N1+2xJ))22.17,2.22,2.17
S SIaSleFSLT(FP(2,10238+2N1+2%35))

wvmu Lo




c2.18
22.13
223
22021
3z.22
J32.23
d .24
u_-~5

-29
32.27
22.25
22.29
2.32

J2.31 .

$2.32
22.33
22.34
22.35
32435
dZ.37
22.38
22.33
243
92«4l
Z2.42
$2.43
22.44
J2.45
22.46
D2.47
52 .48
G2« 467
Jd2.52
d2.51
22.52
32.53

238-5‘-

19

55=52+5/FSQAT(FP(2, 12238+2sN1+2+J))
FP(2,B192+ 7 %2=N]+2=J,123%5) ’
Jizd+l

IF (J-i2+MN102.12,2.12,2.24
TOVERLAPPING FINISHED I3 CHNNI+J
S t2=lll+d

AlsS1=CiF+1) /752

tral=Tal

7 B P

-3

Al=Al/7HF+ 1)
GOﬁDVESS 37 JVZIRLAP
' "‘OU.)AH;:S) OF QVzZRLAP'; T !
n s 22087 .
“""FJ" N=1,1,8:7 =
ey PR L=, 1,87
S J=33S S1=2;35 N4=FITR((L2-N1)/53)+]
X=FP(2,13233+2=N1+2¢J)=1235S5 Y=FP(2,2132+MFe2=l]+2%J)
(J/734=-FITR(J/N4)12.39,2.36,2.35
U=(H-AlI=Y)x2 .9/FSAT(X+ALI =AL *7)
175302 N=1,1,D2+37.5T =
l'*"
IF (Y)2.54,2.54,2.42
S Sl—Sl*((7~Al‘v)'9)'(1/(A11A1‘V)01/X)
S5 £=(1-Jd/HN2=-ND)I=Al=T+J+X/(N2-NI
YFP(2,10238+2¥l1+245,2) ’
IF (U-HZ2+N1)2.44,2.45,2.45
J=J+1;G3T0 2.34
!:.-OT. .1-11112511. A
S FOR N=1,1,85T »
1 FOR N=1,1,8;T « -
ey T O .
D53=S1=A1/(132x(Al+1)=FS5aTC(CAl 2+ 1) % (2« (N2-N1)-1)))
"CHI-SJUARE ='"DS
S=2.5%« (A1+ | )=FSAT((22(N2-N11-1)/CAl12+1))
1ZXPECTED VALUE"S
" WITH STe DEVe =1.2"3G0T7T0 1.87
J=J+
A3K+FP (2, 10238+2N1+2+J)«12255 Y=Y+FP(2,8192+¢MF =22l +2+.])
0To 2.39

St eIt OGN
]

QC LU U W )3

S {33190+22(N1~3.9)=x1F; S L=N1-2.5~1/C4*1F)
S Si=FP(2,819%2)/2+FP(2,i{)/2

S 523F2(2,8192)/(8eF)+FP(2,KI=L/2

S S3=FP(2, B8192)/ (2% (4sMNF)IT12)+FP(2,4)=L12/2
S S4=FP(2,8192)/(2x(4sMF)13)+FP(2,K)«l13/2
3070 1.29

A

S X=FP(2,8198+2=1)
S SI=S1+X;5 52=32¢N*X/MF; S 53=53+0*lisX/ C1F=MF)
S S4=S4+ (N/MF) 13X

XaFP(2,12238+2=N)/120
51

5
5 =5]+%X:8 52=S2vﬂt 135 S3a53+LwNe¥iS S4a354eN1 2=




35.31
25.232

C5.21

36.22

37.21

27.22
37.23
27.34
37.35
27.26
27.34

25.3;
25 .22
23.23

tar

L]
[N VAN CORR &}

(Y]
U2 )

»
LI ~ 3N S T 0% I

e &

2.

12.31
12.2

13.21
13.22
13.335
1334
13.25
13.36

14.21
14.22

13.21
15.22
15.42

CLLL LWL

5-X=FP(2,123238+2=l])

S S1=51+%355 S52=52+NeX;S 53=S3+N«N=X;S5S S54=54+Nt3=X

S X=FP(2;A3-2#V3°2¢Q)#AI*(HF¢l);X FP(2,A3-24N,%+3.%)
5 X=FP(2,A2+2*N)/103+2.5;X FP(2,A2+2*N,:)

3 P=ic)+2xK-(S(1)=K(I)-1);S J=0

S Ul=2

FOR N=32,1,K(I)>-1;D 7.28

S X(Jiry=Ul

IF (J=5C1)+1)7.36,1.62,1.62
5 J=J+13G0T0 7.22
S Ul=Ul+FP(2,P+2=N+2xJ*K (1)) e (L-CL(I)*S(I)=1)/2+N+J=K(1))/X3

IF (5(1)-2338.22,12.231.,9.21
IF (S¢1)-8)12.081,12.21,11.31

-2532(X(23)+X(24))~-138%(X(1)+X(23))
3=-332(X(2)+X(22))+62%(X(3)+X(21)) _
S+147x(X(L)+A(2D))+222%(X(5)+X(13))
S+287+(X(6)+X(18))+342=x(X(7)+X(C17))
S+38Ta((BI+X(16))+422=(K(F3)+X(15))
S=5+44T=(RK(13)+XC1Q)I+462x(X(112+X(13))
S=(S+4b6T7sX(12))/7(¢S5175=4£C1))

76 1.63

LU TR T S 1]

v unvnn

[N Vol Va R VR V2 I VR I V2 B O]

S=-21=(k(2)+X(156))-6=CIC1)+X(15))
S=8+7*= (X (2)+X (1A + 1813+ X(13))
S=S5+27x (Xi4)+XC12))+34x(X(S5)+2T(C11))
525439 GBI+ XCI2II+d42=(2I(TI+Y(9))
S=(53+43%(8))/7(323«K(C1))

J9T0 1.63

53-36%(R(2)+AC12))+Fx(X(1)+2(9))
3=5+44% (X(2)+X(8)I+695(X(3)+X (7))
S5=5+84=(X(43+C6))+B9=X(9S)
S=5/7€429=K(1))

30TO 1.83

nunuen

S=3w(X(A)+X(4)) e 12=(XC1)+K(3))+ 1 7=X(2)
=5/7¢35*xK(1))
G 1.63

C MEAN OF SINGLE 5PECTRA

T !"5INGLE SPECTHUA"

S A=FP(2,13242);S5 3=23.25 :

S S1=A/2:S 52=A+B/2:;S S33A=312/2;S S4=pA«Br3I/2
FOR 5=1,1,1223:D S

G070 1.14 ’ '

T 11 INTERVAL T CHI=-23"C<Ns T VALUES"C(N)
53 Ti1zT1+CMI3S T2aT2+D(N)

FOR 1is1,1,V2235 WC(N)3FP(2,12238+2xN)
S MFs1;G0TO 1.49

m&
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