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ELECTROSTATIC BOUNCE MODES IN MIRROR PLASMAS 

ABSTRACT 

Electrostatic bounce modes are standing waves that occur in a mirror 
plasma when the relative spread in electron bounce frequencies is small. The 
modes can be destabilized by an ion distribution with a peaked perpendicular 
energy, and experimental data suggest that this mechanism was the principal 
cause of instability in certain low-density mirror experimen 

After a review of theoretical work on electrostatic waves in mirror 
plastnasj a general matrix eigenvalue equation for the wave potential is derived 
which accounts accurately for electron histories and which includes the ion 
response. A computer program for calculating the plasma eigenmodes and the 
associated threshold densities for instability and maximum growth rates is 
then described. 

Strong resonances at harmonics of the electron bounce frequency are found 
when that frequency is well defined. These resonances result from phase 
correlations between electrons on successive transits through che plasma, and 
they are weakened and shifted in frequency when the mirror force and spatial 
variation of the ambipolar potential spread the bounce frequencies. The 
effects of plasma and field parameters on the eigenmodes are discussed. 

The threshold densities for unstable bounce modes expected in the 
Baseball I and Baseball II devices are compared with experimental values. The 
good agreement between theoretical and experimental thresholds in Baseball II 
makes bounce modes the most likely came of instabilities in that device. In 
Baseball I, the most unstable modes exp-.cted from the theory have threshold 
densities consistently below observed values. The discrepancy probably results 
from idealizations in the model that reduce wave damping. 
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1. Introduction 

DESCRIPTION OF BOUNCE MODES 

Electrostatic bounce modes are oscillations of a quasineutral plasma 
arising from the periodic nature of trapped particle orbits. Whenever the 
bounce frequencies of particles in confining electrostatic and magnetostatic 
fields have small spread, then the particles retain substantial phase coherence 
on successive transits and can support standing wave modes. Electrons in 
typical hot-ion mirror plasmas meet this coherence requirement because they are 
confined principally by an electrostatic potential that is approximately 
quadratic. Bounce modes can have wavelengths comparable with scale lengths of 
the confining fields, and they are distinguished by the strong plasma response 
at frequencies near harmonics of the mean bounce frequency. 

In certain low-density mirror plasmas, electron bounce modes can be 
destabilized by the ions. Ions can couple effectively to waves that have 
frequencies near harmonics of the ion gyrofrequency and have wavelengths 
perpendicular to the magnetic field that are about twice typical ion gyroradii. 
If the ion perpendicular energy distribution is peaked, then the free energy 
associated with this anisotropy can be transferred to the wave, and instability 
occurs when this ion drive exceeds electron Landau damping. 

[instable electron bounce modes are a likely cause of instabilities 
observed in low-density mirror experiments. These oscillations occur during 
plasma buildup by neutral beams when the electron Debye length becomes less 
than typical ion gyroradii. Since they have frequencies near low harmonics of 
the ion gyrofrequency, the instabilities have been attributed to electron 
plasma waves driven by free energy from the anisotropic ion distribution. 
Even though instability threshold measurements in early devices such as 

1 2 
Baseball I (BBI) and Phoenix II seemed to support this model, the validity 
of early theoretical work on the modes was questionable because the infinite 
medium equations and Wentzel-Krammer-Brillouin (WKB) formalism used were not 
generally applicable to these devices. Also, instability threshold densities 
in the Baseball II (BBII) experiment were well below theoretical predictions 
and were mere strongly affected by changes in plasma length and the buildup 

3 procedure than expected from theory. The bounce mode mechanism is a more 
plausible explanation of the observed instabilities because it is based on a 
more accurate description of electron motion and requires ho assumptions about 
parallel wavelength or wave reflection. 



The present research studies electrostatic bounce modes in typical low-
density hot-ion mirror plasmas and examines the adequacy of the proposed 
instability mechanism as an explanation of BBI and BBII findings. 

SURVEY OF PREVIOUS WORK 

Plasmas can support a great variety of cooperative electromagnetic 
disturbances. Growing disturbances, termed instabilities, are of particular 
concern in confined plasmas because they can disrupt a plasma in times that 
are short compared with collisional relaxation times. Two broad categories of 
instabilities are normally distinguished: Magnetohydr dynamic <'MHD) instabil-

4 
ities are bulk plasma disturbances with wavelengths much larger than ion 
gyroradii and frequencies well below the electron plasma frequency or typical 
ion gyrofrequencies. They gain energy by distorting the plasma as a whole and 
are suppressed when the plasma is confined in a magnetostatic field near a 
field strength minimum. Microinstabilities, * in contrast, gain energy from 
anisotropies in the velocity space distributions of particles or from 
inhomogeneities in density and temperature. SxncG microinstabilities can be 
localized and often involve only a small group of resonant particles, they 
normally result in turbulence or enhanced diffusion, rather than in movement 
of the plasma as a whole. In present mirror experiments using MHD-stable 
confining fields, microinstabilities impose the principal limit on plasma 
confinement. 

In the theoretical study of microinstabilities, a plasma is conveniently 
described by tine-dependent particle distribution functions F (x,v,t) that 
give the density of particles uf each species a at location x having velocity 
v. Macroscopic quantities such as number and current densities and mean 
energy can be obtained as appropriate moments of the distribution functions, 
and the resulting plasma fields are given by Maxwell's equations. When wave 
growth occurs on a time scale that is short compared with characteristic 
collision times, the change in F v due to collisions may be ignored. Particles 
then interact only through the macroscopic plasma fields, and F can be shown 
by Liouville's theorem to be constant along particle trajectories. Mathemat­
ically, this fact is expressed by the Vlasov equation 



If a magnetostatic field B(x) is the only external field, then the electric 
force results entirely from the self-consistent plasma potential $(x,t), and 
the velocity derivative r'.n Eq. (1) is 

dy q f v x B(x) 
d t - m !-?*(*- f c> + F — I • < 2> 

Here notation summarized in Appendix A is used, and $ Is given by Poisson^s 
equation 

-V2<Hx,t) = 4TT £ q N (x,t) , (3) 
a 

with the sura ta*en over all species a and the number density of each species 
given by 

Na(x,t) « N a(x Q,t) y"d3v Fa(x,v,t) . <4) 

In Eq. (4), F has been normalized so the velocity integral is unity at an 
arbitrary point x n. Whenever the fields seen by a particle over a gyration 

2 period are nearly constant, total particle energy E = m v + q $ and magnetic 
2 a a 8 

moment y = m V] / 2B may be treated as constants of the motion, where 
v = |v|, B = | B ] , and v ± = |v x B|/B. Any time-independent solution of Eq. (1) 
can then be shown to be a function of E and V only, and a set of such distri­
bution functions for all species together with the corresponding potential 4> 
satisfying Poisson'a equation, Eq. (3), constitutes a self-consistent plasma 
equilibrium state. 

Electrostatic waves, characterized by a time-dependent perturbing 
potential 0(x,t), are the main source of microinstabilities whan plasma 
pressure is small compared with the magnetic pressure B /8IT. If the equilib­
rium plasma potential and distribution functions are denoted by $ (x) and 
F (x 9v), then a self-consistent set of equations for <t> is obtained by substi-

a - " 0 0 
tuting F (x,v,t) = F (x,v) + f (x,v,t) and *(x,t) = $ (x) + <f>(x,t) into 
Eqs. (1) through (4) and subtracting off the unperturbed expressions. Assuming 
that <J> is small enough that products of perturbed quantities are negligible, 
the following linearized equations result: 



df q 3F° 
-j£ (x,y,t) = -a V*(st,v,t) • -g^ (x,y) , (5) 

V 2*(x,t) = -4TT X q an a(x,t) , (6) 

where the perturbed number density for species a is 

,3 n a(x,t) = N a(x ( J) /d 3v fa(x,v,t) . (7) 

LD expression for f in Eq. (7) is found by formally integrating Eq. (5): 

1„ ,t 3F°fx(t';x,v,t),v(t';x,v,t)] 
a ^ ' ^ - T I dt'!*txa(f;x,v,t)? • - ^ ~ a -a -- . ( 8 ) 

Here f (x,v,t) is assumed to vanish as t -*• -<», and in the linear approximation 
the unperturbed particle trajectories x (tf;x,v,t) and v (t*;x,v,t) intersect­
ing phase point (x,v) at time t is used in calculating $ and F at t' < t. In 
principle, Eq. (6) with Eqs. (7) and (8) describe the development of any 
disturbance so long as f a 
and the unperturbed forces. 

The initial work.on electrostatic microinstabilities treated waves in 

unbounded uniform plasmas. The customary approach to examining Vlasov plasmas 
10 11 

was developed by Landau and Bernstein and was applied specifically to 
12,13 electrostatic modes by Harris : A Fourier-Laplace transform is u^ed to 

reduce Eq. (6) to an integral equation, and appropriate approximations tc 
electron and ion orbits for t' < t are made to allow the time integral in 
Eq. (8) to be evaluated. The dispersion equation that results is in general 
a transcendental relation between the propagation vector k for a particular 
plane-wave mode and the frequency to. Since these jdane waves have a space-
time dependence exp(ik*x - ILUL), they grow in tirnd whenever Y = lm(to) > 0. 
So long as the fields seen by a particle over a gyroperiod vary slowly enough 
that E and p may be considered consta.it, the orbit in a magnetized plasua is 
well described by a guiding center approximation. The time-averaged position 
c " guiding center moves mainly along a flux line with in general scirp 

http://consta.it


crossfield drift, while the particle gyrates about this center with an angular 
frequency ft = q B/m c and a gyror.'dius a = v, /fl . In a uniformly magnetized 
plasma, electron and ion guiding centers move jlth constant velocity along flux 
lines and have constant gyrofrequencies. The orbit integration fn Eq. (F) is 

13 readily performed in this case and leads to a dispersion relation 

1 + 

2 1/2 where J. is a Bessel function of the first kind, and m = (ATTN q /m ) is j pa era a 
the plasma frequency for species ex. Hereafter, subscripts » and ± denote 
vector components respectively along and perpendicular to the local magneto-
static field. 

In plasmas confined by magnetic fields with open field lines, end losses 
cause a depletion of regions of velocity space, referred to as loss cones, 2 2 where for a mirror ratio R, VH/VJ, > R - 1. The resulting anisotropy in the 
velocity distributions, along with the unavoidable spatial inhomogeneities due 
to confinement, acts as sources of free energy for the class of instabilities 
called loss-cone modes. A review of electrostatic microinstabilities by Hall 

14 et al. showed that ions could couple effectively with an electrostatic wave 
provided that the perpendiculai wavelength is comparable with a and the wave 
frequency is near some gyrofrequency harmonic jfl,. In this case, ions drift 
in phase relative to the wave toward a phase stable point, and near this phase 
point, ions on average lose energy to the wave when 

/ T ^ J- i-TT1-) > ° • <1°> 
J0 VJ. 3 V ±

 J \ fii / 

This condition indicates that the perpendicular ion velocity distribution must 
be nonmonotonic for instability to occur and gives the requirement for a 
sharply peaked distribution that k xa. ^1.85. In addition, Post and 
Rosenbluth and others ' showed that systems with loss-cone distributions 
could support instabilities with |kj| » |k„| and ul ~ jfi. even when k x a. » 1. 
Although accurate analytic expressions for the plasma densitie.*. at which these 
ion-driven modes should become unstable are somewhat complicated, a simple 
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est imate based on Eq. (9) was given by Damm e t a l . For e f f ec t i ve ly s t a t i o n ­
ary ions , the r e a l p a r t of Eq. (9) reduces in the case | k 1 I » i k 1 ( | and w « 12 

kii k x 

Electron Landau damping is accounted for in Eq. (9) by the imaginary contribu­
tion from the singularity at v t ) * w/k M in the electron velocity integral. 
Because F drops off exponentially with velocity, this damping becomes inef­
fective when oj/k„ is significantly greater than the electron thermal velocity 
V . The phase velocity condition 

•^ > V (12) 
k M - e ' 

Is therefore taken as an approximate requirement for instability, and from 
Eq. (11) instability occurs at the lowest density when the equality in Eq. (12) 
holds. Since elections in a hot-ion mirror plasma are principally confined by 
the plasma potential <t>, the maximum potential energy barrier along a flux line 

1 2 
is comparable to the electron energy U = — m V : 

to = -e* = W . (13) 
rmax e 

Combining Eqs. (11), (12), and (13) gives an approximate plasma density at the 
onset of instability. In terus of the dimensionless density parameter 

2 £ = (o) . A2.) , the minimum density at which instability can occur is 

o * - ^ f* \*- m a x /it-. 
£ th ( k i V — • i U j 

To test this model Damm et al. observed that the azimuthal component of -._,_ 
cai* have only discrete values because an integral number of wavelengths must 
fit around a flux surface. For a flux surface with radius r„ k x is then given 

2 2 2 by k x = k + (n/r) , where k is the radial k component and n is a perpendicular 
mode number. The values of k x inferred from measured instability thresholds 
in the low-density Baseball I experiment were found to have a clear k x mode 

-7-



mode number showed the approximate linear dependence on ty /W. expected from 
Eq. (14). 

Despite the qualitative agreement between theoretical instability 
predictions rnd BBI findings, the infinite medium formalism gives an incomplete 
description of electron-ion microinstabilities in confined plasmas. For a 
wave wi^h finite k„ to affect plasma stability, it must either grow to 
appreciable strength during one transit of the plasma or reflect coherently 
enough at the ends that there is net growth during each transit. To treat 
such finite plasma effects as reflection, irfJnite-medlum theory is commonly 

18 
extended by adopting a WKB wave model. When the bulk plasma properties have 
characteristic lengths that are long compared with a wavelength, a wave 
potential spatial dependence along a field line of the form 

I 1 / ds' (f(s) exp i / ds' k„(s') (15) 

may be used, with k„ determined at each point by an infinite-medium dispersion 
equation. Wave tttenuation in this model is given by the factor 
exp{-/ sds' Imfk (s')]}, and for reflection to occur the validity condition 

" 19 for a WKB representation 

dk„ d 2k,\ 

kii K„ ds J 

20 21 must be violated somewhere along a flux line. Early papers ' suggested 
that waves generated near the center of a mirror plasma would be effectively 
Landau damped in the low-density mirror regions, where <o -+• 0 and k„ -»• «. 

19 **e 

Berk pointed out that this conclusion applies to a Maxwellian electron 
distribution, whereas actual distributions have a loss-con& character for 
electron energies exceeding ty and vanish continuously near the loss boundary. 
His WKB analysis showed that a distribution cutting off abruptly at iff leads 
to wave reflection, while, one with -\ linear energy dependence for E < i|) 
causes absorption. A similar treatment by Hamilton and Moir using an 
analytic Fokker-Planck equation solution for the electron distribution and 
taking magnetic confinement into account, predicted wave reflection near 

23 Baseball ; mirror points. Cordey likewise carried out a WKB analysis of 
longitudinal electrostatic wave reflection in plasmas with a loss-one ion 



distribution and electrons confined either electrostatically or magnetically. 
He concluded that significant wave attenuation would occur when the magnetic 
field scale length L g satisfied LQ » a ^ / V ^ 

One shortcoming of early work on wave reflection in mirrors was the use 
of a local dispersion relation obtained from an infinite-medium analysis. A 
series of papers * ' pointed out that the closed orbits of mirror-
confined particles could add a strongly resonant contribution to the dispersion 
equation and result in nonlocal reflection of waves. Since all phase 
information in a collisionless plasma is retained by particles, long-term 
periodicities in particle motion can lead to regeneration of disturbances 
damped by phase mixing. Berk and Book gave a clear physical description of 

the phenomenon: When a group of particles has phase space trajectories with 
the same bounce frequency UL , as they do in a quadratic electrostatic weJl, 
then any wave disturbance will be regenerated each time they return to that 
phase space configuration. The reactive t«rm that this effect adds to the 
dispersion equation becomes infinice when Che wave frequency coincides with an 
integral multiple of to,. Any velocity dependence of uĵ  results in exact 
resonance occurring only for discrete values of v 1 (, and the resonant dispersion 
equation term is replaced by its velocity space average. Nonlocal particle 
histories continue to make a significant contribution so long as the spread 
in bounce frequency £<A =<\u - <oi>|> is small enough to satisfy 

2 

-ir~» i • 
OJACO. 

(17) 

Berk and Book account for these regenerative effects in WKB formalism by 
including terms in the time integral of the perturbed Vlasov equation 
representing the accumulated perturbation of the particles on previous 
transits. This modified procedure gives good agreement with exact treatments 
for k I = 0 waves in simple electron plasmas. 

WKB formalism fails when wavelengths are comparable with scale lengths 
of macroscopic plasma or field quantities. An alternate approach to analyzing 
plasma waves in mirrcr devices is to directly solve the integral dispersion 
relation obtained from the perturbed Poisson equation for the normal modes of 
the system. Cordey used this method to treat unstable electron-ion waves in 
a plasma confined by a quadratic electrostatic potential. Since he assumed 
(JJ/UJ, < < : 1 for electrons, bounce-frequency resonances were unimportant, and he 
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was able to use local expressions for the perturbed distribution functions in 
an asymptotic series solution of the dispersion equation. A long wavelength 
mode at the first harmonic of the ion gyrofrequency was found to become 
unstable at the lowest plasma density, while for constant k^ higher threshold 
modes showed increasing maximum growth rates. When electron-bounce frequency 
resonances are significant, periodic orbits must be used when integrating the 
perturbed Vlasov equation for f . The several papers using this general method 
differ mainly in the detail and generality of their plasma models. An early 
treatment by Weibel considered waves with kx = 0 in a one-dimensional 
Maxwellian electron plasma confined by an infinite quadratically varying 
electrostatic potential. Particle trajectories in this case are sinusoidal, 
and when the wave electric field is represented by a Hermite series, the time 
integral in Eq. (8) can be exactly evaluated. Laplace transforming Poisson's 

eqvation then leads to a matrix eigenvalue equation that is solved iteratively. 
29 Harker likewise examined parallel modes in a collisionless, one-dimensional 

electron plasma, but he used a Green's function technique tc obtain an integral 
equation for the perturbed electric iield in an arbitrary symmetric confining 
potential. The equation was specialized to quadratically varying potentials 
and solved numerically. Equations were derived by Kaufman for normal modes 

30 in an unmagnetized one-dimensional plasma and a magnetized cylindrical 
31 plasma using a Hamiltonian formalism, but he made no attempt to solve them, 

32 Beasley et al. presented a more general analysis of electron-aon instabilities. 
They considered electrostatically confined Maxwellian electrons coupled to ions 
by a uniform magnetic field, and the separable ion distribution they used 
assumed a peaked v x distribution and a Gaussian number density variation along 
field lines to approximate the velocity and spatial nonuniform!ties found in 
mirror devices. Taking the plasma potential to vary quadratically, they 
expressed f as a Fourier series in harmonics of Q and evaluated the 
coefficients by integrating over gyrophase. Fourier analyzing Poisson's 
equation over the plasma length then yielded a matrix eigenvalue equation for 
the Fourier components of the wave potential. This theoretical approach was 

33 extended by McCune to slightly nonquadratic potential wells in a treatment 
3i of electron Landau damping in mirror plasmas, and Beasley et al. applied the 

formalism to several loss-cone instabilities. In this work, spatial vaiiatioa 
of ft. was included in integrating the ion Vlasov equation, and a radial density 
gradient was incorporated in the electron terra to permit analysis of density-
driven instabilities such as drift waves and drift-cyclotron loss-cone modes. 



DESCRIPTION OF THE PRESENT WORK 

Previous papers on electrostatic electron-ion instabilities idealize the 
plasma or the confining fields for the sake of mathematical tractability. 

34 Even the careful treatment by Beasley et al. omits magnetic confinement of 
electrors and the loss-cone nature of F » and the Gaussian number density pro­
file assumed is inconsistent with the unperturbed electron distribution 
function. Although the model does include important effects like electron 
bounce resonances and Landau damping, the simplifications limit the predictive 
value of the theory. 

The treatment of electrostatic mirror plasma modes in the present 
research avoids several of the simplifications of earlier work. A matrix 
eigenvalue equation formalism similar to that of Beasley et al. is used to 
find the plasma normal modes, but arbitrary monotonic magnetic and electro­
static fields are allowed, and the distribution functions used are appropriate 
for a quasi-neutral mirror plasma. Perpendicular density and temperature 
gradients are neglected because only unstable modes specifically driven by th" 
peaked-ion perpendicular energy distribueion are of interest. In addition, 
the normal modes are calculated from the complete complex eigenvalue equation, 
whereas earlier work solved only the equation for undamped electron modes. 

A derivation of the matrix eigenvalue equation for electrostatic mirror 
plasma modes is presented in Chapter 2 along with the methods used to solve 
the equation for marginally stable waves and to calculate instability threshold 
densities and maximum growth rates. The computer coding to carry out these 
calculations is also described. The model is used specifically to study 
normal modes in the parameter ranges where electron bounce resonance effects 
dominate the plasma response. Chapter 3 summarizes the numerical results. 
Important characteristics of the eigenmodes and the parametric dependences of 
instability thresholds and growth rates are discussed first, and then predic­
tions of the model for instabilities in the BBI and BBII devices are compared 
with experimental values. A final chapter suggests further refinements and 
extensions of the model. 

-11-



2. Bounce Mode Formalism 

MODEL 

Electrostatic bounce modes in a finite mirror plasma are obtained from 
an appropriate integro-differential eigenvalue equation for the electrostatic 
potential of small-amplitude waves. This equation is reduced to a matrix 
eigenvalue equation by Fourier analysis and solved numerically. 

The physical situation considered retains important features of typical 
hot-ion mirror plasmas. Both the magnetic field strength B and electrostatic 
potential $ are assumed to be monotonlc functions of the distance s along flux 
lines, cutting off at the endpoints ±s . Particles which reach either end-
point with a nonzero velocity in the direction of B are considered to escape 
confinement immediately. In terms of total electron energy E and magnetic 
moment u, an appropriate electron distribution function is 

F e(K, M) - C e ( U B m a x + ̂  - E) exp(-E/We) . (18) 

This describes a distribution that is approximately thermalized at energies 
well below the cutoff value E = uB + il> , but drops linearly to zero near 

max Taax 
the loss boundaries. Here B and \b are the values of B and electrostatic max rmax 
potential energy it = -e$ at s , and the normalization constant C is chosen y max* e 
to satisfi­

e s (s) r°° r max Mnax F (E,u) 
N(s) = 4ir 2 J dv J dE r , (19) 

UB(s)-HKs) |v e i i (s; E,u)| 

1/2 where v = 2(E - \iB - ty) /m is the parallel electron velocity, and the 
e ii e 

subscript 0 hereafter labels quantities at s = 0. Appendix B gives the 
analytic expression for C . Since the ions affect electron bounce modes 
principally by transferring free energy of the distribution to the waves, the 
anisotropy of the ion distribution rather than the specific form is the main 
concern guiding the choice of a model distribution function. A form with 
separable s, v», and v^ dependences like that used by Guest and Dory is 
selected: 

F.Cs.v,,,^) - ^ S I F „ < V I I ) F 1 ( V 1
2 ) , (20) 

i w 0 

-12-



where F„ and F, are unit normalized according to 2 L dv„ F„ = 1 and 
00 2 

TfL dvĵ Fĵ  = 1. Since the equilibrium electron and ion number densities must 
be nearly equal to maintain quasi-neutrality, the electron expression Eq. (19) 
with F given by Eq. (18) is used for N in Eq. (20). Appendix B gives the 
analytic N expression. The separable form assumed for F. is not a solution to 
the unperturbed Vlasov equation as a correct equilibrium distribution would be, 
but it permits important simplifications in calculating the ion response 
without sacrificing significant physical effects. The functions chosen for 
F± model two simple situations: At low density, a plasma decays principally 
by charge exchange with the background gas. In this case, an initially mono-
energetic ion distribution such as that created by neutral-beam injection will 

2 1/2 remain peaked about some mean value V ± = < v x > , and a delta function 

Mv?) =£ 6(v5-V?) (21) 

is an appropriate approximation. At higher densities, electron drag and ion-
ion collisions can spread the perpendicular distribution during the plasma 
lifetime. A general broadened distribution 

M v ? > = ~ V ^ expl--^) (22) 

is then used. In practice, conditions such as the finite neutral-beam cross 
section, multiple energy components in the beam, and spreading of the distri­
bution by electron drag and collisions during buildup result in more compli­
cated ion distributions, but the effect of ions on plasma stability is still 
expected to be between the two extreme cases modeled by Eqs. (21) and (22). 
For the ion parallel velocity distribution, a Gaussian form 

F,,(v„) = - T 7 5 — e x P " ~ 2 ("> 
It ' V„ \ V „ / 

2 _ 2 is normally chosen, where V,, = <v„ > is the mean squared parallel velocity, 

(24) 

and a r a t i o 

2(B - B„) max 0 
4B + B„ max 0 

-13-



derived in Appendix B for magnetically confined ions, is used. 
Several assumptions about the plasma are introduced to simplify the 

model and to eliminate complicating physical effects: 
• The equilibrium B and $ fields are assumed symmetric about s = 0. It is 

shown in Appendix C that this choice leads to eigenmodes than are either 
even or odd functions of s. Even though magnetic field strength in 
minimum-B mirror fields is not exactly symmetric about the centerplane, 
the deviation along field lines near the mirror axis is small and should 
not significantly alter the plasma response. 

• The number density and field gradients perpendicular to flux surfaces 
are ignored, so that finite gyroradius effects and gradient-driven 
instabilities such as drift waves do not appear. This assumption is 
justified in low-density plasmas when the ion gyroradius is small 
compared with characteristic lengths for N and B variation normal to 
flux surfaces. 

• The only azimuthal effect retained is the variation of k x along a field 
line as the cross section of the flux surface changes. When flux 

2 surfaces have approximate axial symmetry, the quantity kj_/B is nearly 
independent of s. Neither the fanning of field lines nor the 
limitation of kL to discrete values resulting from azimuthal periodicity 
are incorporated into the numerical model. Since these simplifications 
allow electrostatic disturbances to be treated as plane waves perpendicular 
to field lines, the resulting wave equation involves only one spatial 
dimension. 

• A pure hydrogenic plasma with H ions only is assumed, and both electron 
and ions are treated as collisionless. 

• A guiding center description of unperturbed particle motion is used for 
both species; E and \i are considered constant, and orbits are approxi­
mated by motion along a guiding flux line plus a circular gyration at the 
local gyrofrequency & , This description is acceptable when the vari­
ation of B over a gyroperiod is small. It follows that 

T ^ « i 
and (25) 

a 
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must be satisfied for typical particles. 9 

• Long parallel wavelength modes characterized by k. » -r -—-% are sought 
in particular because only such waves can couple effectively with the 
ions for the temperatures and magnetic fields found in typical mirror 
experiments. This choice allows the parallel derivative in the perturbed 
Poisson equation, Eq. (6), to be neglected for resonant modes. In 
addition, modes with k x = 0 are treated to illustrate bounce resonance 
phenomena. 

With these assumptions, a one-dimensional integral equation is readily 
derived for the wave potential $ along a field line. Since E and p are 
constants of the unperturbed motion, it is convenient to write the integrand 
of Eq. (25) as 

3F°(x^,v^tt) ZFJE,P) 

W " '"a "9E la'I 
-a 3F (E,M) 

~ai*2t<t,(*a*t,) » ( 2 6 ) 

where primed quantities are understood to be evaluated at time t' on the 
unperturbed trajectories x (tT;x,v,t). Noting that 

d£(x,t) =|i(x,t) + v . w ^ t ) _ ( 2 7 ) 

at dt ~ ~ ->. 

the distribution function perturbations from Eq. (25) can be rewritten 

V M ' 0 • \ w . /„ d t [dt ~a - i t ~a J 
3P (E,u) t v j • VHK'f) 

+ q -yS- / d t ' " ' ~ ~ a . (28) 
0 1 3 , J -Loo B ( X ' 

An appropriate representation for fy is 

<t>(x,t) = 0(s) exp(iki'x-iiA)t) . (25) 

This form permits accurate treatment of the wave along a field line but ignores 
the perpendicular wave structure. Since the gyroradius a is nearly constant 
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over a gyroperiod, both k x"x and k x'V f t
 c a n ̂ e w r i t t e n i n terms of a gyration 

phase angle 6: 

k.'X = kia sin 0 , 
(30) 

1/2 Here k aa = (2uB/m ) k±/Q is an approximate constant of the motion due to 
the assumed constancy of u and k x/B along guiding center trajectories. If f 
is written in the form f (sjE.p.BJexpt-ikj'x - iult), then Eq. (28) gives 

r(s;E,i',e) = q 4,(s) 
3F (E,M) 8F (E,U) 

/ dt'i))(sc(')exp[ikiaa(sin 9 ' -sin 8) - icu(t'-t)] + i -g- k 1 a a - ^ (31) 
-Coo » 

/ dt' cos e ' <Ks ') exp[ikxa (sin 6" '- sin 6) - iw(t'-t) ] } , 

where the ± superscripts designate quantities on positive and negative going 
39 

trajectories at s. Using the fiessel function expansions 

e x p d x s i n 6 ) = £ J . (x)exp(i j8) 
J=-~ J 

(32) 

(32) 

1 - J It 

Sexpdxsin 6) - > — J. (x)exp(ijS) , 
j=-~» * J 

the time integrals in Eq. (31) may be consolidated to give 

f-(S!E,|i,8> = q a *(s) 
3F (E,U) » » f 8F (E,p) iSJ 
3E j=-» m=- 3E 

J a a I 
J )H J 

r + 
J ( k l 3 a ) J m(k xa a)y dt' $(sa')exp[i(j-m)8] exp[-ijA-eQ(t',t) -iui(t'-t)] 

(33) 
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where 

tr&alt',f) 5 e - e(s*') = / _ dt"na(s*") . (34) 

When Eq. (33) is integrated to give the number density perturbations, the 
integral over 0 is nonzero only for j = ra. The first-order Poisson equation, 
Eq. (6), then becomes 

-kx(s)<j>(s) = *7F 2 qa n a(s) , (35) 

with n given by 

n a(.) 
2nq N.B(s) ,<° , max^max 

M J dp / dE 
m. 0 yB(s)+*(s> l v

a „ ( s ; E , , j ) | 

3F (E.y) 
a 

3E 
*(s) 

+ 1 I 
r aFa(E,p) jfi 3F (E.;j) J a a 

B 3y J j ( k i V 

I J dt' <J>Cs~ ) exp[-ijA 6 (t'.t) - iu(t1-t)] (36) 

Physically, the first terra of Eq. (36) represents the species response to the 
local wave potential and is referred to as the adiabatic or nonresonant 
contribution. Information about the accumulated density perturbation over 
particle histories is contained in the resonant second term. 

To solve Eq. (35), $ is first expressed as a Fourier series. Appropri­
ate basis functions for representing 0 on the interval js| < s are sinusoid 
functions having the same parity as $ and satisfying the boundary condition 

For odd <j>, suitable functions are 

] * • 
used for even <j>. Both sets are complete for representing functions with the 
chosen symmetry and boundary value. The notation sc(k s) is used hereafter 
to denote sine and cosine respectively for odd and even eigenfunctions, and 
k is defined 

(p(s ) = 0 impl ic i t in Eq. (35) . 
max [/ 1\ 

sin(m7Ts/s ) for pos i t i ve i n t e g r a l m, while the se t cos [m - — fas/_ 
max = i \_\ 2/ max 

k = Im + - s - | m \ 2 / s * ' may 
(37) 
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where a is zero for even functions and unity for odd. with this notation, the 
Fourier series representation of $ is 

<Ks) =* 1 $ m scdys) , (38) 
m=l 

where $ is the Fourier transform of <f> over the plasma length 

' max 
"max 0 

2 r ' 
— J ds <Ka) sc(k s) . (39) 

Ihe perturbed Poisson. equation, Eq. (35), is '-.educed to matrix form by first 
2 

multiplying by B_/B to remove the s dependence of kĵ  and then Fourier trans­
forming both sides in the manner of Eq. (39). The resulting matrix eigenvalue 
equation is 

1 (k?AX^ n 5 - R e - R i ) $ = 0 , (40) ^ x 0 DeO mn mn mn m m=l 

where the response matrix R for either species is 

,2 s A„ _ r max "Deo f\ 8u q - ^ / ds iT(s) sc(k s) , (41) 
max 0 

q N_B_ » ,MBmax+*'max . I 3F (E,u) 

- f aP a( E > 1 J) jfia 3Fa(E,p) 1 

t i ± 
Z I dt' sc(kmsa)exp[-ijA 6 (t1 ,t) - iio(t'-t)] . 
+ -Leo 

2 2 1/2 Here the electron Debye length at *"he centerplane A . = (V /2u> -) has 
been introduced as a scaling factor to give a dimensionless eigenvalue 
x s < k . o V o ) 2 -

(42) 
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An equation analogous to Eq. (40) for parallel modes is derived by 
retaining the parallel derivative in the first-order Poisson equation, Eq. (6), 
while setting k x = 0. Substituting the Fourier series, Eq. (38), for tj) in the 
expression for n and again. Fourier transforming Poisson's equation then leads 
to the eigenvalue equation 

V (k 2 \l _ 5 - R e - Rl ) 0 = 0 . (43) —, m DeO mn inn inn m m=l 

A dimensionless eigenvalue equation with the same form as Eq. (40) is obtained 
-2 by multiplying Eq. (43) by (k s ) 6 and symmetrizing: 

I 
m < L 

A 2 
_D_e_0_ fi 

2 mn _ 2 2s max max 
A - + 4 A < R

e + R 1 > 
(k2 k 2 ] m n m n 

\ m n / 

(44) 

2 The real eigenvalues (A„ /s ) of Eq. (44) then determine for a device of Deo max 
length s the plasma densities at which parallel electrostatic modes max r r 

satisfying the <£>(s ) = 0 boundary condition can be supported. 
For either finito kj_ mudes or k± •- 0 modes, two forms of the appropriate 

matrix equation are used to determine the spatial profile and stability of the 
eigenmodes: An approximate form retaining only the real part of the electron 
response matrix is acceptable when electron Landau damping and the ion 
response are negligibly weak. In this case, these small effects are treated 
as perturbations of the undamped electron response in analyzing plasma 
stability. Otherwise, the damping term and the ion contribution must be 
retained when solving for eigenmodes, and the plasma density at marginal sta­
bility is determined by requiring that u and k x for the modes be real. In 
either case, the matrices are truncated by discarding elements with indices 
above some maximum value M, and the remaining finite matrix eigenvalue equa­
tion is solved numerically. Maximum growth rates for waves with leal k x are 
found by a perturbation procedure at low plasma densities and by direct search 
at higher densities. 

DERIVATION OF THE ELECTRON RESPONSE MATRIX 

Since mirror plasma bounce modes depend on electrons retaining phase 
coherence longer than a half bounce period, accurate trajectories must be used 
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in the electron orbit integral in Eq. (42). Orbits of adiabatic electrons are 
in general periodic with a velocity-dependent period to. given by the integral 

A 3 * dS .... 
I TZ—(BSE.UVI • ( 4 j ) 2(0b(E,u) {, | v e n (s;E,U)| 

The perturbed potential along an electron trajectory is likewise periodic, and 
it is conveniently represented by a Fourier series in harmonics of &J. . This 
representation gives a time dependence that can be exactly integrated and leads 
to an integral expression for R that is suitable for numerical evaluation. 

ran 
For electrons, the n expression, Eq. (42), is simplified by observing 

that typical electron gyroradii are small compared with perpendicular wave­
lengths for modes of interest. For a wave to gain energy from the ion 

14 distribLtion, most ions must satisfy the condition k.a. > 1.85, and since 
1/2 

« 1 , (46) 
a /m W V e -. 1 _£ _e 1 
a. \.±VJ 

the Bessel function argument in Eq. (42) is small enough for modes of interest 
40 to permit a small argument expansion of J.: 

J 0 ( k ^ a e ) ~ 1 

yMe>»j££) for j > ii . (47) 

Only the j = 0 term then contributes significantly to the sum in Eq. (42), 
and the expression reduces to 

2ireN B - ^ m a x ^ m a x 3F (E,u) [ 
S:< S ) - - — " P / * / « . , |, (,;E,u)|-5T h -c(kB-) m e 0 uB(s)-Hfi(s) ' en ' L 

+ llti f At' (sctk s+(t';E,U,t)] + sc[k s~(t*;E,u,t)]) exp[-iu(t'-t)] J \ m e m e / I 

where both positive and negative going trajectories coincide with s when 
t' = t. 

(48) 
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In terms of a trajectory s 't;E,g) that satisfies the conditions 
s (0;E,u) = 0 and v (0;E,u) > 0, the trajectories in Eq. (48) may be w.itten 

+,.. (t';E,u,t) - se(t*-t0;E,p) 

e(t';E,ut) = se(2t-t'-t0;E,ll) , 
(49) 

where t. is the last time at which s (t';E,iJ,t) crosses s = 0. Explicitly, 

V » * . " > - ' - / |v„"(s-;E,,)l • <5°> 

Since s (t;E,p) is an odd function of time, sc(k s) along that path has the e m 
same symmetry in time as in position and so may be represented by an appropri­
ate sine or cosine series of the form 

sc[kmseCt;E,u)] = J Tfcn^.M) sc[(2i+a)wb(E,u)t] , (51) 

where 

/E.u) = — ~ ; dt' sc[(2J.+aW (E,y)t' ] scfk s (t';E,u)] m e 
(52) 

When sc(k s ) in Eq. (48) are replaced by appropriate Fourier series using 
Eqs. (49) and (51), the time integral can be exactly evaluated: 

f dt' (sc[k s^t'-.E.u.t)] + sc[k s"(t';E>p,t)lj exp[-iu)(f-t) ] 

<• 0 J 
= S Tfc,/E,u) / dT'(sc[(2Jl+a)uib(E,p)(t-t0+T)] + sc[(2«4<3)u)b(E,p) 

(t-t.-T)]) exp(-iurr) 

1=0 to - (2£+0)' liv(E.u) 
= 2iw I J£—j PJ 2 _ . (53) 
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With Eq. (53) , the n express ion, Eq. (48) , becomes 

uB -nil 
- max T nax 4TTeN.Bn -~ • 

S ( s ) = 5 ^ / dp J dE T - - . _ . i - = 
m Z 4 UB(.)4*(.) l v e„ ^ ' ^ l 3 E 

3F (E,p) 

sc(k s) - £ 
u 2 T i m (E ,U) se[2S.+a)u) b (E,u)( t - t 0 ) ) 1 

ui2 - (2£+a) Z (^(E.u) J 
(54) 

The s p a t i a l i n t e g r a l , Eq. (41) , giving R i s then r e w r i t t e n using the r e l a t i o n 

s HB -Wl 
c max /» ,. max Tmax -y, _ , . c- ^ 

/ ds / dy / dE | - y ( s ' f

E ' " ) , i = f du ( dE 

TT/2O> (E,y) 
/ d f b J l s ( f ; E , u ) ; E , ! i ] , 
0 

(55) 

wherp ^represents an arbitrary continuous integrand. The final expression 
for the response matrix is 

mn m s 

n .» y raax^max 1 3F (E,u) 
— J d]l J dE - - e 

e "max 0 y B n 

S (E,y) - 1 

IA<E,u) 3E 

2 

)l=0 oj2 - (2Sl+cr)2 UJ^(E,P) 
T t a < B ' , 1 > T i n ( E ' , l ) 

(56) 

Here the definition 

4U- (E.U) ?'*»!,<*.*> 
sc[k s (t,;E,U)]scfk s (tf;E,u)] m e n e 

(57) 

has been, introduced, and" Eqs. (50) and (52) have been used to reduce the second 
bracketed term. 

The response matrix, Eq. (56), is put into a form better suited for 
numerical evaluation by a change of variables. When restoring forces on a 
particle vary linearly with position as in quadratically varying il» and B fields, 
then particles execute simple harmonic motion 
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s(t;E,u) = st<E,y) sin{u^(E,M)t] (58) 

with turning point s defined by 

E - uB(s t) - ^(s t) = 0 . (59) 

In Appendix D it is shown that the orbit integrals 5 and T, in this case 
° ran lm 

are expressible in terms of Bessel functions of the first kind depending only 

S » M - V W 3 t ( E ^ ) J + ( - 1 > a J o E ( W s t ( E ^ > 3 (60) 

T i m ( E ^ = 2*W iVt«i • (61) 

Except in strongly anharmonic fields, Eqs. (60) and (61) remain good 
approximations of the orbit integrals, and when s is held constant, S and 
T, are in general weakly dependent functions of V. Because of this slow 
variation, it is convenient to rewrite the R expression, Eq. (56), using the 
dimensionless turning point Y = s^/s instead of E: 

b r A t max 
2 2 irVB f t ,1 e 0 ,<X,P) 

1=0 a2 - (2J>+o)2i^(x,u) 
T l m ( ^ T1«^.U) (62) 

where all functions of x a r e obtained from E-dependent forms by Che substitu­
tion E = uB(ys ) + I>(YS ). 

A max T A max 
Since the strongest li dependence of the integrand in Eq. (62) arises 

from F and from the resonant factor multiplying T , a useful approximate 
expression for R is obtained by using the Bessel function forms, Eqs. (60) 
and (61), for S and T, and factoring them outside the u integration mn lm 

A V i 
i c • ^ ^ f *y (V'VV*1 + ( - 1 ) % [ ( V i ; n ) A ) ) I l ( X ) 

" 4 ~ Q
 J 2 ^ ( V ) J 2 ^ C k n X ) I 2 ( X ) (63) 
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where the p integrals I 1 and I„ are defined 

» j 3F <X.lO 
I i ( x ) = / d w v ^ y i # • < 6 4 ) 

and 

~ i , 2 3F (X»U) 
z -o V x , y ; t/ - (2£+or u^Cx.u) d x 

and k = k s = (m + o TT 1 ff is the dimensionless parallel wave number for ro m max 1 2 / 
Fourier modes. The R expression, Eq. (63), is exact for quadratically 
varying equilibrium fields and closely approximates Eq. (62) except for 
strongly anharmonic B or IJ1. 

For the special case of electrons in a uniform magnetic field confined by 
2 2 a quadratic electrostatic potential iKs) - ty s /s , the bounce frequency max max 

from (D15) of Appendix D is 

\ max/ 

for all particles. The R expression, Eq. (63), then reduces to mn 

" v_ , i 3 F ( X ) r 

2 
Z 2 2 2 £=0 u - (2£+o) c^Q 

'4 2 ,2 1...2.2 ̂ - K ^ - W ^ ] . (67) 

where 

Fe(x) E iT T d U F e ( x , U ) • < 6 8 ) 

e 0 

In particular, Eq. (68) gives 

-%4 
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for the cutoff Maxwellian distribution, Eq. (18). 

DERIVATION OF THE ION RESPONSE MATRIX 
The assumption that the ion distribution function is separable in v„ 

and v± makes it convenient to rewrite the perturbed number density integral in 
terms of the velocity components. Introducing the identities 

dv„dvX = -|=- dEdp 
m.Vn 

(70) 

and 

3E m, v„ dvn 

3y m i ^ v„ 3v„ ^2) • 

(71) 

(72) 

the n expression, Eq. (42), becomes 

n (s) = — — ' J" 
B ™ f 

vu (s) "max 

» 

, 31" (s.Vn.Vj^) 
VII 9v» 

sc(k s) 

+ I 
ui-j3(s) 3F.(s,v„,v1) SFAs,v„,Vl_) 

1 - A + ja (s) —§• 
3vf 2v« 3v»i 

2 Ai vA (73) 

» 2»(s) 1/2 

[ ^ - ) ^ (•«-«•))] 1/2. 
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I. (s.vn.Vi) = i £ f i t ' sc[k sjct'jvn.v.t)] exptij&9*(t'1t)-iu(t,-t)]. (74) 

The n expression is simplified by noting that magnetic confinement causes a mn 
relative spread in ion bounce frequencies Aw,/<ai. > ~ 1, so the condition for 
ion bounce rasonances, Eq. (17), is not satisfied for frequencies near electron 
bounce harmonics. The phase factor in I- is then rapidly oscillating except 
near points of stationary phase w ~ jft.. This fact makes I. resonant at these 
frequencies, and the integral is approximately proportional to 

2(u-jC!t> 

(u>-3\)2 - CV" ) 2 ' 
k v„ k v ± B -B k 2v 2 

For the long parallel wavelength modes considered — - x— < —x— — - — — « —x— 
i£. ii. B J . Si. 

2 X 1 0 1 
so all SF./Svj^ terms in the j summation are smaller Chan the resonant term by 
a factor of order (k V) /[i&.(w-Jft.)]. Also, since 1 = Jn + 2 .I n JT, the 

m" ii 3 2 

nonresonant 3F./3vn term in n is nearly cancelled by the SF..'3v(, terms in the l m x 
summation, leaving a term comparable in magnitude with the nonresonant 

2 
9F./9viterms. So long as the resonance condition to "• jft. is satisfied in tbo 
system for some j, these nonresonant terras may be neglected, and Eq. (73) 
reduces to 

2, i g ^ p E U s ) - 2 ^ ( v , ) J k . v A 
(s) - 2lT / dv, —=• J. I~n 1 

m i / . s) 2 A ni / 

/ 
'•max ( s ) 

dv„ F„(v„) I . Js .v , , ,^) . (75) 

An ion phase mixing time T may be defined as the interval in which particle 
orbit perturbations lose phase coherence. Approximately T is the duration 
|t - t'| that makes the I phase factor, averaged over the distribution, 

19 -3m 

equal to unity. Evaluating the phase factor for a quadratic B field with 
2 1/3 1 2 2 

w = jfi-n gives T = (3/V„Afi) ' as an upper bound, where Afi E — (3 ft/9s ) = f ). 
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Since the corresponding phase mixing length V nT is smaller than the character­

istic length for changes in v„, L = ^- 5 r L ^ ~ (]j x ) • b y a factor of 
1/3 order (V„/V ) , a straight orbit approximation treating v„ as constant along 

trajectories is justified and removes the v ± dependence of I . The further 
observation that W. » W ~ lb in a hot-ion plasma allows all ty terms in i e rmax 
Eq. (75) to be discarded, and since the Gaussian v M distribution, Eq. (23) is 

2 2 2 small for v„ » V„ - Vx(B - B )/B , the v„ integration may be extended to max u u 
infinity with little error. These approximations separate the v„ and v± 

integrals. Introducing the function 
2 

A. 
3 

then allows the ion response matrix expression from Eq. (41) to be written 

"". Q. W /-max „. . s° 
* ^ T T J d s w - 8 0 ^ ) / dvuFHCv,,)!. (s,v„) , (77) w. J

n N r t n jL jm max i 0 

where 

I, (s,v„) = i X /" dt r sc[k (s±v„(t'-t))] exp[ijA9;(t*,t) - ioKt'-t)} - (78) 

a phase mixing length. In this case, 

A9±(t',t) * nt(8)(t-t') , (79) 

and the integral, Eq. (23), is readily evaluated 

I. (B,V„) * -sc(k s) V , n f \ ~ , . (80) 
jm m -̂ o)-jfl.(s) + k v„ 

For a Gaussian F,i, the v M integral in Eq. (77) may be rewritten in terms of 
the plasma dispersion function 

2i A. fi.. W r max „, . 
1 l C ~ /ds ^sc(ks)sc(ks)Z w, -L N„ m n 
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where Z for a complex argument z is defined 

•w- i iA^ (82) 

Symmetrizing Eq. (81) then gives 

J A A n w„ r"351 

Rmn " ~i— W7 i d s V S C ( km S> s c ( k „ s ) 

oi- jS2.(s) 

* * 
z 'u)-jfl ±(s)' 

k „ v " m * * 
z k V„ n 

(83) 

The local approximation} Eq. (83), is invalid near s - 0 because the 
phase mixing length increases as 7„B vanishes. When tti ~ 3®in* &. is expanded 
in a Taylor series about s = 0, and the quadratic term is retained in calculat-

+ 
ing A 9. Again treating v„ as constant then gives, instead of Eq. (79), 

8*(t ' , t) * J dt" ffi10 + Afi [ s 2 ± 2v„s(t"-t) + v 2 ( t " - t ) 2 ] } 

* ( f - t ) teiQ + Afi [ s 2 + VnsCt'-t) +^f ( t ' - t ) 2 ] } (84) 

Since t r - t = - |s' - s|/vn, the phase change A6 may be written as a function 
of positions s and s T: 

A6 V , s ) »JL-I=aL a± + An (^f^ (85) 

With Eq. (85), the time integration in Eq. (78), is rewritten as a spatial 
integral 

I.(s,v„) = i jm sc(k s') exp • -^ io -M^A 1 ^] 
(86) 

and for a Gaussian parallel distribution the R expression, Eq. (77), becomes 
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R 1 -mn 
J A A „ " . * if = H „- J -7**- exp —^i / ds -j*-2- sc(k s) / ds' sc(k s') 
v" smax Wi J0 v" V v^/-s N0 n -s 

x exp ^-^[m+^frt (87) 

The unspecified functional form of N makes simplification of Eq. (87) diffi­
cult. However, an expression for R that is suitable when OJ ~ jfi.n is 

approximation is allowable because 
the correct number density where the ions couple most strongly with the wave. 
The resulting expression is reduced to a single complex integral similar to 

34 37 
that of Beasley et al. or Baldwin ec al. by first introducing the variables 

s' + s 

and 
y = s ? - s . 

In terms of x and y, the product sc(k s')sc(k s) is written 

(88) 

sc(k st)sc(k s) exp 

+ (-ir exp 

i(k -k )x + i m n 

i(k +k )x + i m n 
, k - k 
/ m n\ + exp 

/k +k HH y 

I /K -K. \ 
+ (-1)° exp -i(km+kn)x - i p y ^ ) 

L 

(89) 

Each term in Eq. (89) has the form exp(ik-x+ik„y) and makes a contribution to 
i R given forma]ly by mn & J J 

CO 2 °° °° 

[ i k i x + ik

2y+ H^ - i - -2-(C, - C,x - C 3y ) (90) 

where the coefficients in the exponential argument are C 1 = ^ - jft. , C„ = jA£7, 
C- = jAfi/12, and the former integration limits ±s have been extended to 
±«> to simplify evaluation. By using the relation 
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1-/2 
J Ax. exp(-ax - Bx ) = (^) exp (-̂  j (91) 

to carry out the x integration, Eq. (90) becomes 

i (vv^^(>£^(^)1 / 2-(-4) 
k 2v 

(92) 

A second change of variables z = y/v„ results in a v„ integral with the form 
of Eq. (91), which evaluates to 

«) DO 1/2 2 

^ W ^ - ik; [jz Idv" (T^TT) «*(" g ) e x p i k 0 v „ z - i—r 
2 4 i C . | z | 

i | z | (Cj - C 3 v „ z ) 

K 2V„Z 

" 2 1 " 1 4 ( l + i C 3 V 2 z 3 ) _ 

1/2 2 3 
( i C 2 i O ( l + i C 3 V „ z ) 

1/2 (93) 

Since k 1 and k ? enter Eq. (93) as squared quantities, the last two terms of 
Eq. (89) make the same contribution as the first two, and the resulting R 

ran 
e x p r e s s i o n i s 

R iji i - i S - S [ l ( k - k , k +k , j ) + ( - 1 ) ° I (k +k , k - k , j ) ] , ( 94 ) 
2 s W. m n m n m n in n max i 

I ( k 1 , k 2 , j ) = J d; 

k 2 k 2 V 2 z 2 

. . . , „ . 1 / 2 , , , i iAQ „2 3 . (ljflfjz) ( 1 + - 4 s - V„z ) 
1/2 (95) 
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The function l(k,tk«»j) is evaluated as a contour integral in the complex z 

plane, with the path chosen to avoid singularities of the integrand. 
A single expression for R suitable when j ^ , n £ OJ < jft.(s ) is 

obtained by combining the local approximation, Eq. (83), and the quasi-local 
form, Eq. (94). If the resonance point s is defined by w = ift.(s ) , then 

res J J 1 res ' Eq. (94) is valid for any s < s provided that N/N n = 1, and Eq. (83) is res max u 
acceptably accurate for resonances away from s = 0 for any N/N-. It follows 
that setting N/N„ = 1 in Ea. (83) should give a good approximation to Eq. (94) 

When s = 0 , N / N n * 1 at the resonance point, and Eq. (94) is 
approximately valid. A suitable composite form may therefore be written 
symbolically as 

= C.w R L (1) + R Q L 

mn mn (96) 

where R (N) is the local approximation given by Eq. (83) using the correct 
number density, R (1) is the same integral with the change N/N„ -* 1, and 
QL m n 

R is the quasi-local form, Eq. (94). For s " 0 , the first two terms mn I T S r e g » 
nearly cancel, while for off-center resonances the second two terms do. 
R' is then approximately R for s ~ 0 and R elsewhere as desired, mn mn res . mn 
Written out explicitly, the hybrid form for R is 

. j A . Q . . W 
R 1 ~ J iQ _ e 

i / 2 
- 5 — [ I ( k - k , k +k j ) + ( - 1 ) " I ( k + k , k - k j ) ] I m n m n m n m n J 

+ [ i i O V k n , j ) + i i ( k n ) k m , j ) ] (97) 

II(k ,k ,j) = ~ - I ds 
m n fc Vii J 

Ks) s c ( k s) s c ( k s ) Z 
m - jQ.(s) 

' "k V„ 
(98) 

CALCULATION OF MARGINALLY STABLE EICENMODES 

The wave potentials <j) that solve the integral equation Eq. (35) are the 
normal electrostatic modes of the bounded plasma, and any wave satisfying the 
boundary conditions and the requirement for self-consistency can be described 
as a superpostion of these modes. Modes which arc neither damped nor growing 
are of particular interest because these are destabilized by any increase in 
plasma density and limit the densities attainable in confinement experiments. 
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This condition of marginal stability occurs when the transfer of free energy 
of the ion distribution into wave energy is balanced by the dissipation of 
wave energy by phase mixing. Mathematically, marginal stability is determined 
by the condition that the wave frequency ui be real, and the additional con­
straint that k x for the wave also be real is imposed to maximize ion-wave 
coupling. 

To calculate the marginally stable eigenmodes either exactly or by the 
perturbation method first requires evaluation of the response matrices. The 
electron matrix R is calculated from Eq. (62), with the u integration 
carried out first. Since the orbit integrals S and T, are in general 

" mn lm ° 
weakly dependent on JJ when x is fixed, they are approximated during numerical 
integration by cubic spline interpolation between relatively few values. 
When the confining fields vary nearly quadratically with s, the orbit integrals 
are replaced by their Bessel function approximations, Eqs. (60) and (61), and 
R is calculated from the simpler expression, Eq. (63). In either case, the 
U integral is evaluated by a standard variable-step numerical integrator using 
a path along the real axis. When u) is real, the resonant factor becomes 
singular at Ug, defined by 

w - (21+0) w b(X>y £) • (99) 

The imaginary contribution to the integral from the singularity is then cal­
culated analytically by formally deforming the contour below the pole in the 
complex \i plane. For the principal part of the integral, a nonsingular 
integrand is produced by adding J term to the integrand that cancels the 
singular integrand at p. and is itself analytically integrable. The exact 
integral of this added term is then subtracted from the numerically evaluated 
integral of the new nonsingular integrand. When w is complex, the pole is in 
the complex u plane, and integration of the complex integrand using real p is 
straightforward. The resulting u. integral i3 a slowly varying function of x» 
so that a standard trapezoidal rule algorithm is used for the \ integration. 
Appendix E describes this integration procedure in detail. To evaluate the 
complex integrals in the R expression, Eq. (97), the same variable-step 
numerical integrator used for the \i integrals is employed. For the local 
approximation integral, Eq. (98), a real s path is used, while to evaluate 
I(k 1,k 9,j) in the quasi-local integral, Eq. (95), a complex z path discussed 
in. Appendix F is chosen that approaches z = 0 along the negative imaginary 
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2 -1/3 axis and avoids the singularities at z - (ijAft7„/12) . For the perpendicular 
ion distributions considered, A^ is evaluated analytically in terms of Bessel 
functions and is found to depend only on £ = ^in Vio^'n^* T* i e delta function, 
Eq. (21) gives 

A CO f J j C O ( J j + 1 C O - J

3 - l c c > 1 (100) 

and a spread distribution of the form of Eq. (22) leads to 

V 5 »4™>(4)h(4)-^S)-^(i) (101) 

These functions are shown, in Fig. 1 for ) = 1. 
To make the matrix equations for <f> tractable, the summation over bounce-

frequency harmonics in the R expression, Eq. (62) must be truncated, and 
e i m n 

R and R themselves must be limited to finite dimension. An appropriate m n mi'i r 

number of terms L for the summation is estimated from the approximate Re(R ) 
mn 

expressions, Eqs. (D19) and D27), given in Appendix D. To include the most 
strongly resonant term, L must be no less than the largest integer I for 
which u\ > (2& +a)a) n, and for adequate convergence, the magnitude of the 
L+1 term should be small compared with the truncated sum. An upper bound on 
L then follows from the condition 

(L+D 2 - I2 » 1 res (102) 

Fig. 1. Aj_ vs £ for peaked and 
spread v distribution functions. 
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obtained from the ratio of the L+l and & terms. A requirement determining 
the appropriate matrix dimension M is that the largest elements of R be 
retained. From Eqs. (D19) or (D27), this condition is approximately satisfied 
by the M maximizing 

2 2 

2 where £ = (u>,„s /V ) . When £ > 2, an asymptotic expansion of the Bessel 
^ bO max e res J r r 

function gives 

,1/2 
(1., res M - - ^ (2*. +0) (104) 

as an approximate lower bound on M. 
When electron damping due to bounce-frequency spread is sufficiently 

weak, the real part of the electron response largely determines the character 
of eigenmodes. This condition occurs in low-density hot-ion mirror plasmas 
where electrons are confined principally by the ambipolar potential. In this 
case, a perturbation procedure treating Im(R ) and R as first, order 

mn' mn 
quantities is used to calculate <$> and the instability threshold densities. 
Zproth order eigenfunctions 0 with Fourier coefficients tj) satisfying 

1 I kL XLn S -Re(Re )] $° = 0 (105) *0 DeO mn mn 

for real OJ are considered the marginally stable modes for finite k 1 # and 
because the matrix is real, all positive nondegenerate eigenvalues 

2 i 
X = (klf,A ) meet the requirement that k x be real. The analytic R expression, Eq. (D43), in Appendix D indicates that Re(R ) and Im(Ri ) are r mn mn 
of the same order, and at marginal stability the full eigenvalue equation, 
Eq. (40), gives the first-order condition 

V V [Im(Re ) + ImCR1 )] $ ? = 0 . (106) ~"-. , mn mn m n m=l n~l 

All terms treated as first order consequently have similar magnitude, and 
neglecting them in zeroth order is permissible whenever 
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I v 1 wiO KK\ 
, - am m n I 

-s^-a^i « i . do?) 
m=l 

When Eq. (107) is suitably truncated and solved numericallv by a package of 
44 matrix solution routines, a set of at most M real eigenvalues X is returned, 

each with an M dimensional array of Fourier coefficients $ for the correspond-
ra 

ing eigenfunctions. Any negative eigenvalues are discarded as spurious, and 
since the eigenvalue equation determines <J> only within a constant factor, the 
eigenfunctions are normalized to unit maximum amplitude. 

The instability threshold density for any of the eigenmodes $ is 
calculated using the first-order relation, Eq. (106). Since A. appears in the 
i J 

R expression, Eq. (97), as an undetermined factor, Eq. (106) is an algebraic 
equation for the values of A at marginal stability. If the electron and ion 
contributions respectively are written as 

T e = V V Im(RG ) J 0 J° (108) —. —, mn m ri m=l n=l 

and 

A.T 1 = V ^ ImCR1 ) 5° J° , (109) 
j ~i i mn ^m Mi J m=l n=l 

this threshold A- value for the particular mode treated is 

A J " I ? I * ( 1 1 0 ) 

With either of the analytic expressions, Eqs. (100) or (101) for A., the 
corresponding A. argument c, is found by a quickly converging secant method. 
Combining this threshold value of z, with the eigenvalue A leacs to an expres-

2 sion for the value of density parameter e = (w .ill ) at marginal stability: 

e t h - - i f v r - ( 1 1 1 ) 

-35-



According to Eq. (10), a necessary condition for instability is that A. be 
greater than zero, and when more than one solution of Eq. (106) exists, £ , 
is taken to be the Tninimum value because this choice gives the lowest 
threshold density E .. 
first zero and first maximum of A.. For j = 1, this range is 1.85 to 2.89 for 
a peaked ion vL distribution and 2-49 to 4.27 for ions with a spread in v x . 
If the A. value given by Eq, (110) is greater than the respective maxima 
A = 0.385 and A - 0.133 for the peaked and spread distributions, then 
max max r r 
the ion drive is insufficient to cause instability at any density, and the 
particular mode is said to be unconditionally stable. 

When the perturbation validity criterion, Eq. (107), is not satisfied, 
the full complex matrix equation, Eq. (40), must be solved. Since the eigen­
values are in general complex, an iterative procedure is usad to find the 
value of A. for which k, for a particular eigenmode is real: A, is increased 
stepwise from zero, and the eigenvalues are recalculated with the new R 
until Im(k ) for the mode changes sign. A secant method is then used to find 
the desired A. value. The mode is unconditionally stable if the real k, 
condition cann ̂ t be satisfied for 0 < A. < A . When a marginally stable 

j — max & J 

eigenmode is found, the corresponding e , value is calculated from A. just as 

in the perturbation treatment. 
Since modes with the lowest threshold densities determine plasma 

stability in mirror experiments, the parameters j and Si.,, in R are normally 
chosen to maximize V . According to the analytic approximation, Eq. (D43), 
R increases slowly with j while C at the first zero crossing of A. increases 
directly. Waves that couple to the first gyrofrequency harmonic therefore 
have the lowest instability threshold densities, and these j = 1 modes are the 
ones examined most thoroughly. The ion ceuterplane gyrofreouency Si is chosen 
so that the ion resonance point s occurs where ion interaction with the wave r res 
is strongest. Even eigenfunctions usually have maximum amplitude at s = 0 . 
Since density also peaks at the centerplane, the strongest interaction is 
expected there, and s is taken to be zero. res 
and the imaginary perturbed ion density according to Eq. (83) is approximately 
proportional to 

(112) 
N(s) <)>2 (s) 

3$2 (s) 

as s=s res 
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In this case, the electron eigenfunctions <J are first found by solving Eq. 
(105), and then s is taken to be the position at which N|<J> | /s is maximum. 
The resonant gyrofrequency is then ft,_ ~ a)Bn/B(s ). Also, it i=. clear from 
Eq. (Ill) that modes with the largest X values become unstable at the lowest 
densities due to the restrictions on £ , . For a particular frequency, there­
fore, e . is normally calculated only for the modes having the largest real 
positive eigenvalues. 

CALCULATION OF MAXIMUM INSTABILITY GROWTH RATES 

At densities above the Instability threshold, a wave grows exponentially 
in time with a growth rate y = Ira(o)). Although y is not readily determined 
experimentally and is modified by nonlinear effects as the wave amplitude 
becomes measurably large, the observed time for a wave to grow to detectable 
amplitude should exceed lOy » where y is the maximum growth rate for a 
particular mode. 

Maximum growth rates are calculated in two ways. If the criterion, 
Eq. (107), for a perturbation treatment of the eigenvalue equation is satisfied, 

k l n as a function of complex a). The function A. in the R expression, Eq. 
(97), is set to A to maximize b -wave coupling, and the complex eigenvalue 
equation, Eq. (40), is then solved with real (JJ, giving in general complex k 
values. In a linear approximation, the imaginary shift in to required to 
Im(k ) for a mode to zero is given by the Taylor expansion 

/3[lm(k )h 
0 * I n ' ( V + \-5tiidr)Y • au> 

Using the Cauchy-Riemann equation 

3[Im(k l 0J] 3tRe(k i Q)] 
3[Im(w)] 3[Re(a))] * 

Eq. (113) is manipulated to give 

/3[Re(k m " 1 

v * " ( attefa,)] ) ^ \ 0 > • W 

Since the derivative in Eq. (114) is constant to first order for a change iy 
in to, it is convenient to evaluate it by finite differences at Im(k _) = 0. 
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When Eq. (107) is not satisfied, the maximum growth rate is found by a simple 
search procedure: Using a complex 10 in the full matrix equation, Eq. (40), y 

is increased stepwise until the Im(k ~) = 0 condition cannot be satisfied by 
any A. £ A - A Taylor expansion akin to Eq. (113) is then used to estimate 
the maximum y for which the condition can be met with an allowed A, value. 

DESCRIPTION OF COMPUTER PROGRAMS 

A family of computer codes is used to determine the form and stability 
of electrostatic bounce modes in the model plasma considered. The programs 
share the same overall logic, but differ in the approximations employed and in 
the handling of stored data. 

Figure 2 shows the code organization schematically. To allow easy 
testing and alteration, calculation of each required function is performed in 
a separate subroutine. These routines are arranged hierarchically: The 
control program MIRROR reads the plasma and numerical parameters, calculates 
required dimensionless parameters, and assigns bulk storage space. The 
response matrices R and R are calculated respectively by RESP0NSE1 and 
RESP0NSE2. The first of these performs the trapezoidal X integration of Eq. 
(62), with the M integral and orbit integrals S and T. each calculated in 
separate subroutines. RESP0NSE2 calculates the point of strongest ion-wave 
interaction s from the appropriate electron eigenfunction, chooses the 
corresponding jft.„* and calls subroutines which carry out the two complex 
integrations in Eq. (97). The response matrices are then passed to subroutine 
THRESHOLD, which finds the value of A. for marginal stability and calculates 

The subprogram makes repeated use 
of the real and complex matrix eigenvalue equation solution routines EIGENl 
and EIGEN2, and then calls subroutine COLLATE to plot the marginally stable 
eigenfunctions. The final major routine GROWTHRATE finds y either bv the & J max 

ement 
and repeating the entire solution procedure until a real k mode cannot be 
calculated. These principal routines use a library of utility subroutines 
that perform required numerical integrations and evaluate special functions. 

All versions cf MIRROR use bulk memory and approximations to improve 
speed. Since the orbit integrals S and T- are independent of to and the 
distribution functions, redundant calculation is avoided by evaluating the 
integrals once at points on a (x»U) grid using the algorithm discussed in 
Appendix F. In subsequent runs with the same unperturbed fields, the values 
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are recalled as needed, and intermediate values required for numerical 
integration over p are approximated by cubic spline interpolation. When the 
fields are nearly quadratic, further economy is achieved by using the Bessel 
function approximations, Eqs. (60) and (61), for S and T, because the 

ran lm 
Bessel functions are generated by an efficient recursion relation procedure 
and are independent of u. Other forms of MIRROR either solve only the 
electron eigenmode problem, Eq. (105), or use the analytic approximations of 
Appendix D for the response matrices. 

Each subroutine used has been extensively checked for accuracy. Where 
comparison with analytic results is possible, as with the F normalization 
constant and the Bessel function forms of S and T, for quadratic fields, 

mn lm n 

then agreement is exact to within computational error. In limiting casas, the 
response matrices approach the various analytic approximations in Appendix D, 
and the values are found to be effectively unchanged by halving integration 
step sizes. The results are insensitive also to increases in the number of 
time and space Fourier modes used above the minimum L and M values discussed 
earlier. The fact that different versions of MIRROR give results that agree 
within error tolerances for the same problem despite different integration 
algorithms indicates the absence of significant blunders. 

3. Properties of Bounce Modes 

EIGENVALUES AND EIGENFUNCTIONS 

Important features of bounce-mode behavior are seen in the response of 
electrons confined only by a quadratic potential 

* ( s ) = \ a x i - • ( 1 1 5 > 

This idealized plasma shows especially strong bounce resonance effects because 
all electrons, according, to Eq. (D15) of Appendix D, have bounce frequency 

. 1/2 
/2 max\ /-iirs 

%> = fo^) • ™ 
\ max / 
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Even though this case omits the response of ions to the wave and the mirror 
force on electrons, it illustrates the underlying bounce-mode mechanism, and 
certain results can be directly compared with earlier work. 

Quadratic well eigenmodes with k A = 0 are studied by solving Eq. (44) 
e i 

with R given by £q* (67) and R neglected. For each real frequency OJ, a 
finite set of real eigenvalues Xz A/s is found for odd and even d>, and b DeO max Y * 
consequently, a plasma with a particular density and length can support 
parallel bounce modes only at discrete eigenfrequencies. Figure 3 shows the 
three largest eigenvalues for a quadratic potential with ijj = 4,5 W over a 
range of frequencies. The strongly resonant behavior near alternative bounce-
frequency harmonics is characteristic of bounce modes and arises because 
electrons at a particular position always encounter the same wave phase on 
each transit whenever u> = (2Z+o)b). n . Orbit perturbations on successive passes 
then add and give a large plasma response for arbitrarily small wave fields. 
With frequencies above exact resonance, the shift of wave phase that occurs 
each transit causes some cancellation of earlier perturbations and a consequent 
weakening of the plasma response. The even and odd modes with the largest 
respective eigenvalues, referred to hereafter as the principal modes, have 
obviously different frequency dependence. Since the sum in the electron 
response matrix expression, Eq. (62), includes a nonresonant 1=0 term when 0 
is even, the principal eigenvalue remains relatively large at frequencies away 
from resonance, and the mode persists even at frequencies below the GO = 2u), 
resonance. For odd eigenfunctions, only resonant terms appear in the R 
summation, so the plasma response drops off rapidly away from the resonances 
at to = (2Jo+a)oi . For UJ > u>, , the odd eigenvalues found by the present treat-

DO DO 2 9 2 g 

ment closely match the results reported by Harker and by Weibel for 
Maxwellian electrons in infinite quadratic potential wells. For lower fre­
quencies, Harker claims to find odd eigenmodes on isolated frequency intervals, 
but since a thorough examination of low-frequency cases with the present 
method finds no odd solutions, it seems likely that Harker's w < a), . modes are 
artifacts resulting from numerical inaccuracies. Weibel treats even modes 
also, but he finds no mode comparaole to the principal mode of Fig. 3(a). 
This discrepancy results from the choice of boundary conditions. Since Weibel 
studies an infinite one-dimensional system with no boundary currents, a long 
wavelength even mode is inadmissible because it would violate charge conserva­
tion, whereas the bounded system considered here allows wall currents. 
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Fig. 3. Eigenvalues for k = 0 electron modes when 'Bmax/1^Q - 1-0 and £ ~ 4.5. 
Dotted lines are analytic approximations: (a) even modes, (b) odd modes. 

Finite k modes are examined by solving the eigenvalue equation, Eq. 
(105), with the same electron response matrix, Eq. (67), used for the parallel 

2 2 modes. Again, a finite set of eigenvalues X = k \ n is in general found for 
each real frequency, but this constraint limits k n rather than w to discrete 
values when density and length are fixed. The three largest eigenvalues for a 
I/J = 4.5 W quadratic potential, shown in Fig. 4, have a pattern of resonances 
similar to the k = 0 modes. The main qualitative differences are expected 
from the eigenvalue equations treated: Whereas the parallel-mode equation, 

2 2 
Eq. (44), is dominated by the m = n = 1 matrix element due to the k +k ) 

e 
factor multiplying R , matrix elements for the higher-mode numbers are larger 
in Eq. (£7) and broaden the w = (2X,+a)u), resonances appreciably. 

For electron modes in a finite quadratic potential well, the physical 
2 2 2 

parameter £ = u, s /V reduces to TJJ /W and fully characterizes the system. 
This quantity determines the energy at which the electron distribution is cut 
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<k ICTDeO 
Fig. 4. Eigenvalues for finite k electron modes when B J ^ ^ B Q = 1.0 and £ - 4.5. 
Dotted lines are analytic approximations: (a) even modes, (b) odd modes. 

electrons in an unbounded potential well. The value E, = 4.5 used for the 
eigenvalues in Figs. 3 and 4 is a typical value found in Fokker-Planck studies 
of mirror devices. Figures 5 and 6 show how the principal parallel and finite 
k t eigenvalues change with £,. The decreasing sensitivity of eigenvalues to 
changes in maximum potential for £ > 2 is expected because 78% of the 
electrons in a Maxwellian distribution have energies below 2W and are 
unaffected by variations of \b . The increase in minimum eigenvalues found J max e 

for the principal even modes as £ is reduced arises mainly from the lowered 
bounce frequency and consequently greater nonresonant interaction of particles 
with the • ive. 

The principal qualitative features of quadratic^well eigenvalues are 
seen in simple analytic solutions of Eqs. (44) and (105). When E, > 2, the 

is shown in Appendix D to be approximately 
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Fig. 5. Variation of principal kL = 0 electron mode eigenvalues with £ when 
B m a x/Bg =1.0: (a) even modes, (b) odd modes. 

2(5) | e x p ^ - T T - + (-1) exp m n 
4? 

-4 exp 
C2.r2 

„ 2 ,,„, .2 2 2X-KJ 0 CD -(2J.+0) U), ( * ) ) 
(117) 

For parallel modes, the m - n = 1 matrix element in Eq. (44) is dominant, and 
if only this element is retained, the principal even eigenvalue is estimated 
by 

DeO 
2 s max res bO 

,3,2*51/2 | 4 "' (" K ) lo(«) * „2. e^ji.2, '"„, («) 

- exp (118) 
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Fig. 6. Variation of principal finite k ± electron mode eigenvalues with E, 
when B m a x/BQ = 1.0: (a) even modes, (b) odd modes-

Here, % is the largest integer giving a frequency shift from resonance 
6 = [w - (2& +G)UJ ]/avn greater than zero and identifies the most strongly 
resonant contribution to the sum in Eq. (117). It is clear from Eq. (118) 
that the £ = 0 term of the sum leads to a positive nonresonant contribution 
to the principal even eigenvalue that should persist for u; < -'-JKn and scale 

-1/2 roughly like £ . The k = 0 eigenvalue for odd is similarly approximated by 

DeO 
2 s max 

4UJ 
2*Vhm\J-(2l +1) 1 res 

2 
V\-l FT o-p(-If)X e s^&) + e X P(^) 

(119) 

Since the nonresonant contribution to this expression is negative, the eigen­
value should decrease toward zero as 5 increases and should become negative 

res ° and therefore spurious for io<u). bO* In both approximate eigenvalue expressions, 

resonances at higher are much less pronounced. The autjlytic approximations 
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given by Eqs. (118) and (119) are plotted on Fig. 3 as dotted lines. For 
finite k modes, the analytic approximations of X obtained from the in = n 
term of Eq. (117) are 

a/2 Hi) r e x p (-fe)Io(l?) + ; 2 2 • (2J, ) uT„ res bo 
(fc) 

and 

(120) 

t(!) 4w 

(22 +l) 2 <i\ res bO 
(-^) 1" r. s«(S) + * x p ( - T ) - (121) 

for odd cf). These functions, shown as dotted lines on Fig. 2, are poorer 
estimates of the principal eigenvalues than the parallel mode results because 
the eigenvalue equation, Eq. (105), is not in general dominated by the lowest 
Fourier modes. It is apparent from the R expression, Eq. (117), that the 
largest contribution is from diagonal elements maximizing the I2J, term. 
Since the maximum o£ exp(-x)I (x) is of the order of p , the dominant matrix 
elements should satisfy the relation 

( 2 £ ) 1 / 2 

m = n ~ - ^ ^ (22. +a) + 
IT res 

l-o (122) 

The approximations given by Eqs. (120) and (121) therefore omit significant 
higher mode contributions when S. > 1 or £ > 2. 

fa res 
Typical eigenfunctions associated with the largest eigenvalues for 

kĵ  = 0 and finite k modes are presented respectively in Figs. 7 and 8 for 
<5 = 1- In each instance, eieenfunctions for the principal even and odd res 
modes have the longest parallel wavelengths and are well represented by the 
first few terms of appropriate Fourier series. Eigenfunctions made up mainly of 
higher Fourier components have progressively smaller eigenvalues, indicating 
a weaker electron response to the wave. This decrease of eigenvalues reflects 
the fact that electron orbit perturbations due to higher Fourier components of 
a wave oscillate more rapidly and tend to cancel. This effect is evident 
mathematically in the decrease in orbit integrals S and T, for larger indices 

mn lm 
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For parallel modes, the dominance of the m = n = 1 matrix element results in 
principal odd and even eigenfunctions that are well represented by the lowest 
Fourier component alone and therefore are effectively independent of 5 
In contrast, finite k modes have significant contributions from higher 
Fourier components when 6 is small, and since these result from the 
resonant term in R , they become less pronounced as 6 increases. Figure 9 

mn* ' res 
illustrates this shift. At a constant value of 6 , the prominence of higher 
Fourier components in finite k x eigenfunctions increases with i and with 
£, as Figs. 10 and 11 show. The dependence on the harmonic number is expected 
because indices of the dominant matrix elements, determined approximately by 
Eq. (122), increase linearly with % . The shift to higher Fourier components 

r e s 1/2 with Z, is likewise evident in the linear £ dependence of Eq. (122) and 
occurs because as ^ increases the wave is largely confined to a region in 
which F is appreciable, given approximately by |s| < 2W s /^ 

Fig. 7. Eigenfunctions for k x = 0 electron modes when B /B = 1.0, £ = 4.5, 
and 6 r t ! S = 1,0: (a) even modes, (b) odd modes. 
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Fig. 8. Eigenfunctions for finite k. electron modes when B m a x / B n = l.U, 
£ = 4.5, and fires = 1.0: (a) even modes, (b) odd modes. 
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Fig. 9. Variation of principal finite k^ electron mode eigenfunctions with 
6 r e s when B m a x/Bn = 1.0 and £ = 4.5: (a) even modes, (b) odd modes. 
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Fig. 10. Variation of principal finite k electron mode eigenrunctions with 
•̂res when B m a x / B 0 = 1.0, £ = 4.5, and 5 r e s ~ 0.2: (a) even modes, (b) odd 
modes. 
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Fig. 11. Variation of principal finite k, electron mode eigenfunctio.is with 
£ when B m a x/Bo = 1.0 and Q r e s = 1.0: (a) even modes, (b) odd modes. 
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For the collisionless plasma considered, both the mirror force -u7„B and 
any anharuonic spatial dependence of ^ spread electron-bounce frequencies. If 
the potential is a quartic function of s, 

*(s) = A a s 2 + A 2 s 4 , (123) 

and B is quadratic, 

B(s) = B Q + B x s 2 , (124) 

2 then for A, » A„ s the bounce frequency is shown in Appendix D to be 1 2 max 
approxima tely 

1/2 

Vx-u) - | j r (Ai + M B i + 1 V 2 - L ) ] • ( 1 2 5 ) 

This expression shows how the two spreading mechanisms differ: Whereas B. is 
positive for monotonic mirror fields and always increases uv, the ;< term can 
have either sign. The frequency is increased by positive A_ since the poten­
tial well is sharpened, while a negative A„ reduces uj, by flattening the 
central field. Also, the magnitude of the u term in Eq. (125) is unbounded, 

2 2 but the shift in to, from the Y term is no greater than 3A„s /m for cutoff b 2 max e 
electron distributions. The zero-energy bounce frequency 

2A 1 / 2 

X^O v e ' 
U-0 

is the same here as for the pure electrostatic field, Eq. (115), becuase cu, 
is determined by the quadratic potential variation alone. The spread in u, 
has two principal effects on eigenmodes. Since electrons resonate at different 
frequencies, the strong resonances at harmonics of w, . found for quadratic ]\) 

are shifted in frequency and broadened. In addition, the electron damping 
introduced by phase mixing tends to stabilize waves. All k = 0 modes are 
damped because they do not couple with the ions, and modes with finite k x are 
normally stabilized at frequencies where damping is strongest. Since these 
phenomena are independent-, it is convergent to separate them by first consider­
ing the effect of bounce-frequency spread on undamped electron modes. 
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Eigenvalues of the electron equation, Eq. (105), for B /B_ = 1.5, 
presented in Fig. 12, illustrate the effect of a quadratic mirror field. Since 
w, > W L « f ° r a l * electrons, b bO the maxima of X occur at frequencies shifted 
approximately 6 = (2JJ +o") <u> B-/m tu. - from the B ./Brt 

1 resonances, 
and the maxima becomes less pronounced as £ increases because the (25L -KT) 
harmonic factor spreads resonances over a wider frequency range. Since 

2 
( B r a o v - B n ) / s m r i v for a quadratic B field, increasing B ,, V/B r t results in 1 v"max " 0 " "max *"*" " M— * • - * — • * • ~ *..*—..-, J.*.v.i_.«J...e "juax'^Q 

greater frequency spread and a weakening of the electron response. The eigen­
value curves in Fig. 13 for several values of B /B„ show this behavior. & max 0 
Scaling of these mirror force effects may be estimated from the approximate 
Re(R ) expression derived in Appendix D: 

-mm- (k -k ) 
4? +(-1) exp 

,k k 
(l-o)I, -ir) K.=l-o max 

m _n 
45 4exp 

*•£, (2«. + o ) 2 

/ k'+k x 

/k k \ 
V 2£ / (127) 

3£> 1 

-

s 

1 1 00 
1 

Eigenvalues for undamped electron modes when B ^ ^ / B Q = 1.5 and 
£ * 4.5: (a) even modes, (b) odd modes. 

Fig. 12. 
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Fig. 13. Variation of principal undamped electron mode eigenvalues with 
* / max 

2 2 2 

and E. is the real exponential integral defined in Appendix E by Eq. (E4). The 
principal difference betweeen Eq. (127) and the B /B_ = 1 result is that the 
resonant factor w / [to -(2£+o) to. J in Eq. (117) is replaced by a factor pro­
portional to exp(-v„)E.(vp). Since the function is peaked at v„ = 1.4, the 
maximum eigenvalues should occur for frequencies 

.1/2 
(128) (2£+a) (lA -B»|2C?0 + A bO 



Figure 14 compares the resonant factors for B /B-
max 0 

1 and B /B„ = 2. max 0 
I2J.+o ^ a c t o r i n t n e E 1 * d27) resonant term accounts for the weakening of 
principal mode resonances as I increases, and this weakening together with 
the greater spread of resonances at higher Z causes bouncr-resonance effects 
to become inconsequential for 

I ^ " ' ^ ^ (129) 

Since nonresonant terms in R are unaffected by ai, A for the principal even 
mode shows that same limiting value and £ dependence for S = 2 as the 

res 
Bmax^ B0 = 1 c a s e - T h e P ri n cipal change in the eigenfunctions introduced by a 
mirror force is a somewhat greater localization near the centerplane. This is 
caused physically by the enhanced electron confinement and is seen by compar­
ing the B /B Q = 1.5 elgenfunctions of Fig. 15 with those in Fig. 8 for B /B n = 1. max D 

If a nonquadratic potent-5..",! 

< K s ) = <// a-oi) 
7 4 

— u 4 s 
max max 

(130) 

1 

0.5 

1 1 
W ' max _ , \ \ -

\ 

1 h / 
0.5 -

(ii/i. •bo 

Fig. 14, Approximate even-mode 
resonant factors for ^^X/^Q = 1.0 
and 2.0 when £ = 4,5 and I *= L . 
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Fig. 15. Eigenfunctions for undamped electron modes when Bmax^O = 1-5* 
E, = 4.5, and 6 1.0: (a) even modes, (b) odd modes. 

is combined with the quadratic B field, Eq. (124), Che anharmonic potential 
term has two main effects on bounce modes. The (1-ct) factor introduced in the 
quadratic terra of ip to keep IJJ constant changes £ by a (1-a) factor by 
altering W L A - Since the R expression, Eq. (128), remains an acceptable 
approximation when a/(1-a) is small, this £ change affects the relative 
magnitude of the resonant term and, through v „ , the frequencies at which the 
principal eigenvalues are greatest. 

2 4 causes a shift of 3cul> <y > /(m s max A e max 

In addition, the quartic terra in Eq. (130) 
in the mean squared bounce frequency, 

which further shifts the X maxima. These changes are apparent when the 
eigenvalues in Fig. 16 for a - 0.5 and B /B„ = 1.5 are compared with the 
a = 0 results in Fig. 12. From Fig. 17 it is evident that a positive a 
broadens the resonance,, while negative a tends to cancel the mirror force 
spread in GO, and to sharpen resonances. According to Eq. (122), changes in £ 
caused by nonzero a also shift the mode numbers that are dominant in the 
response matrix. The small differences seen in the principal even-mode 
eigenfunctions of Fig. 18 illustrate this effect. 

When terms for electron damping and the ion response are included in the 
eigenvalue equation for <f>, they affect bounce modes prii.cipally by stabilizing 
the waves at frequencies near the u) = (2&+c)w, resonances where damping is 
strongest. Even though eigenvalues are in general altered by the added terms, 
Im(R ) is normally small enough for parameters of interest that the validity 
condition, Eq. (107), for a perturbation treatment of $ is approximately 
satisfied whenever marginally stable modes exist. Consequently, Re(R ) is 
still the dominant matrix term in these cases, and the eigenvalues calculated 
from the undamped electron equation, Eq. (105), are close approximations to 
correct values. Figure 19 compares even-mode eigenvalues of the full matrix 
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Fig. 16. Eigenvalues for undamped electron modes in a quartic potential with 

equation with results of Eq. (105) for the same parameters. The small eigen­
value discrepancies arise principally from including the real ion term in the 
matrix equation for <p, and since the ion response tends to cancel electron 
charge density perturbations, X for the principal modes is reduced when the 
ion term is added. The corresponding eigevifunctions obtained by the two 
methods are found to differ by less than 0.5% ' t each point in this example. 

Although the results presented are calculated for the gradually cutoff 
Maxwellian electron distribution, Eq. (18), the corresponding X values for an 
abruptly cutoff Maxwellian distribution differ by no more than 1,5% when 
£ = 4.5, and choosing a Maxwellian withou'. loss regions for F reduces X 
typically by 4£. This insensitivity resi-lts mainly from the fact that the 

cutoff factor in Eq. (18) becomes appreciable only near E = MB + to , where 
r K J max Tmax 

the exponential factor in F is small. 
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( k10 AOeO } 

Fig. 17. Variation of principal undamped electron-mode eigenvalues with a in 
a quartic potential when B m a x/BQ =1.5 and ^max/Wg: (a) even modes, 
(b) odd modes. 

Fig. 18. Variation of principal even 
undamped electron-mode eigenfunc-
tions with a in a quartic potential 

and 6-. 1.0. 
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Fig. 19. Comparison of principal 
even mode eigenvalues with undamped 
electron mode eigenvalues when 
Bmax/Bo =,1-5. ? = 4-5, and W./W. = 
4.5 x io-3. 
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INSTABILITY THRESHOLD DENSITIES 

The stability of bounce modes is governed by the relative magnitudes of 
e i the electron damping and ion drive terms of R and R . For the quadratic B mn mn 

field given by Eq. (124), and a quartic potential, Eq. (123), with small 
A2 amax' Al a n d A2 Smax^ < u > B l ' t h e imaginary part of R*~ is shown in Appendix 
D to be approximately 

Im(R ) = -2ir mn 
3/2 V res 

I 
S.=l-a 

/ k 2
+k 2\ / k k \ 

1/2 
(131) 

where 

and 

V 
2 2 2 ui - (2i+o) \ £ 0 

B - B n max Q 

2 2 2 ui - (2i+o) \ £ 0 

r J 3A2 B 0 

2 -, s max 
, , , ^ . 2 2 m B -B„ (2JM0) io. e max 0 2 

V) J 
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Here, % is the largest integer solution of 
res 

2 2 f 2 3 m a x < ° » A ? ) s

m a x " l 
tt - <2W°> Ko + , J > ° • < 1 3 2 > 

L e 
For even modes with (0 < 2i± _, the harmonic factor 2£ -kj is zero and the mode 
is undamped. The damping represented by lm(R ) results from the mixing of 
bounce-orbit phases that occurs when the mirror force or any nonquadratic 
field variation spreads oi . The bounce-frequency spread has three effects on 
the matrix elements: The relative spread due to the mirror force, given 
approximately by 

Au. B -B_ 
b_ ^ max 0 n - . , 

%' 2 V ' ( 1 3 ) 

cont ro l s the exponential decrease of Im(P ) with 6 = [co - (21 +<J)w, rt]/w, rt r mn res res bu bu 
I: 

at resonance is altered by the B n£/[£ (B ~ B
n ) ] factor, which tiends to 

u Xr max u _ 
sharpen resonances as AW/OJ,- decreases and the appearance of £. in the 
Bessel function argument affects which of the matrix elements are dominant 

_2 according to Eq. (122). The (2Jt+a) factor in v f causes a weaker exponential 
ses 

are spread over a greater frequency range. An upper bound on the magnitude 
of the ion drive term is given by Eq, (D44) in Appendix D: 

A V_3L-j W. \B - B n i \ max 0 

2/3 / , y 2 > 1 / 6 

Im(Rmn) = 1,5 A, TT(u -U 1 15 - V - ? ) • (134) 
^ 0 V„ 

The weak frequency dependence of Eq. (134) results from the assumption of ion 
resonance OJ ~ jfi., and the expression is independent of indices m and n 
because spatial variation of $ is neglected. 

A marginal stability condition obtained from Eqs. (131) and (134) shows 
the important qualitative features of threshold density behavior. Provided 
that the validity criterion, Eq. (107), for a perturbation treatment of $ is 
satisfied, the ratio of imaginary electron and ion contributions, Eq^ (110), 
gives the value of A. at threshold. When 
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Acu, B -B. 
(21 -KT) ^ * (2* -W) -"g? ° < 1 , res UL res 2B £ - ' (135) 

the sum in Eq. (131) is dominated by the £ term, and an estimate of the 
electron contribution, obtained from the dominant Im(R ) matrix element, is 

nm 

r = -2 
exp 

WbO Sres ] 
l/2n ""bO 1 

exp M^-H,)!^ 
26a. ,1/2 

b h 
res 

21 -fo­res 
(136) 

whpre the approximations V 0 ~ u,nS 1(11 -kj)Acu. and 1 bO res res b res 

' k i t \ / k k l 
m n \ T / m n \ 

; 2h) 2^\2h/ ( 2 T T ) 1 / 2 (25.+0) 
(137) 

have been used to simplify Eq 
expression, Eq. (134) 

(131). If A.T is approximated by the Im(R* n) 
then the threshold A. value for the principal modes is 

A. = 

1/6 
exp bO res 

(2Z s™)A\ 

(13S) 

which vanishes for 2Z +a - 0. res Since this value must be less than A 
0.385 for instability to occur, electron modes should be stable at the lowest 
bounce resonances whenever W. > W , In this case, Eq. (138) predicts three 
regimes of qualitatively different threshold density variation. For frequencies 
wrth 

AOJ, 
6 < (21 -KJ) 
res "• res ub0 \ max/ 

(139) 

where A r e s is the A j value at to = ( n

r e s ^ \ 0 * A j / A
m a x

 > X> 

In the transition region where A,/A < 1, e j max -

and the mode is 
the argument C . of A. 

drops as GJ increases from the value at the first A, maximum toward the value 
at the first zero crossing. The corresponding threshold density £ f c h , given 
by Eq. (Ill), likewise decreases due to its £ dependence. When A./A « 1, 
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£ . remains at approximately the value at the first zero of A. independent of 
to, and the principal e . frequency dependence then comes from the X factor 
in Eq. (111). 

Calculated threshold densities for the three longest-wavelength modes, 
plotted in Fig. 20, show the expected frequency dependences. Values are 
calculated from the Cull complex eigenvalue equation, Eq. (40)» using a sharply 
peaked v i distribution and quadratic B and ip fields with B /B_ =1.5 and 
i|> /W =4.5 nominally. The energy ratio W /W. = 4.5 x 10~^ is low enough that rmax e e l 
all modes are unconditionally stable just above resonances, and at frequencies 
where electron damping is exponentially small, thresholds for all except the 
principal even mode increase rapidly with frequency due to decreasing >.. For 
the principal even mode, £ . varies gradually with w in the A./A « 1 r r th o J j m a x 

region because X approaches a constant nonzero value. The nonresonant even 
mode below w = 2to,n is unstable independent of density since it is undamped 
when the fields vary quadratically. Threshold densities for ions with a 
spread in v i differ from the peaked distribution results of Fig. 20 in two 
respects: Since the first zero of A. for the broad v x distribution, Eq. (22) 
is higher than the peaked distribution value by a factor 1.3, the e . curves 
are greater by a factor of 1.7 at frequencies where A./A Is small. Also, 

b 7 ^ j max ' 
the smaller A value for a spread distribution, according to Eq. (139), 

max v ' ° ^ ' 
results in a larger interval above resonances in which modes are stable. The 
pattern of strong bounce resonances in Fig. 20 is expected to vanish when % 
is large enough that the coherence conditio!;., Eq. (135) is violated since 
particle resonances from different bounce harmonics then begin to overlap. 
Figure 21 shows that with the same plasma parameters as Fig. 20, the resonance 
structure is substantially lost for W/UJ, _ > 9. 

A higher energy ratio W /W. both broadens Che A./A > 1 frequency 
interval by increasing A in Eq. (139) and affects the minimum threshold 
values due to the linear W /W. dependence of the c , expression, Eq. (111). 
These effects are seen in the threshold curves of Fig. 22. Changes in bounce-
frequency spread, in contrast, leave c . effectively unaltered in regions where A./A << 1, but can shift and broaden the A./A > 1 and transitional j max j max 
h./h < 1 intervals. Threshold curves in Fig. 23 show the effect of changing 
j max "" the spread due to the mirror force. The A./A > 1 region is broadened with K j max 
increasing B /B_ as expected from En. (.139), and the transition region 
becomes more prominent. Figure Ik illustrates two effects of changes in 
I|J : Increasing the potential strengthens the exponential dependence of 
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Fig. 20. Threshold densities for the longest-wavelength modes when W e/W^ 
4.5 x 10~3, B m a x / B 0 = 1.5, and £ = 4.5: (a) even modes, (b) odd modes. 
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Fig. 21. Principal even-mode thresh­
old density for higher ^ l ^ Q when 
W e/W, = 4.5 x 10-3, B /B n = 1.5, 

j i i c m a x 0 and £ « 4.5. 
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electron damping by raising the zero-energy bounce frequency 01 , substantially 
reducing the frequency range where waves are stable. Also, the values of e , 

th 
in the A M m a x « 1 regime are altered because of the shift in X discussed in 
the preceding section. Introducing a nonquadratic potential with the form of 
Eq. (130) likewise increases the size of the A./A > 1 frequency interval 

j max J 

by changing u ^ , but in addition shifts the regions of greatest damping, as 
Fig. 25 shows. The shift of A.,/A m a x > 1 intervals results from the change in 
''res d u e t 0 t h e A 2 t e r m i n E q " ' 1 3 2 ) ' a n d c o mParing the threshold curves in 
Fig. 26 with Fig. 25(a) indicates that this shift is independent of W /W . 

e i 
The calculated instability threshold densities for the principal even 

modes are insensitive to details of the physical model. According to Eq. (Ill), 
any change in e when W /W is fixed requires variation in either ) or u , . en e l th 
The eigenvalue studies in the preceding section indicate that \ for the 
principal even mode is approximately constant over the frequency range where 
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Fig. 22. Variation of principal mode threshold densities with W e/W. when 
Bm?"/ B0 = 1 - 5 a n d C = 4-5: (a) even modes, (b) odd modes. 
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,r lo"' -

Fig. 23. Variation of principal mode threshold densities with B^x/Bo when 
We/W.£ = 4.5 * 10"-* and £ = A.5: (a) even modes, (b) odd modes. 

electron damping is *.̂ ak enough to allow instability, and the minimum value is 
principally affected by t|j /W rather than by the 
or spatial dependences of the fields. Similarly, £ . is effectively constant 
over n ~st of the frequency range of possible instability so long as the condi­
tion in Eq. (135) is met, since A.Ik is exponentially small. Changing FL 

does alter this Q , value by shifting the first zero of il,, but for plausible 
distributions such as multiply peaked functions or superpositions of peaked and 
spread functions, the first zero is bracketed by values for the forms of Eqs. 
(21) and (22). Using different F„ or V„/Vx expressions normally alters V in 
Eq. (110) by a factor of the order of unity. Since this change principally 
affects the size of the A./A rval through the logarithmic A dependence 

j ma.. ° ° max ^ 
of Eq. (139), the choice of tlu ^ --tions has negligible effect on the 

suppressed, either by stronger damping or by weakened ion drive, is a 
substantial change in the minimum t . expected. 
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Fig. 24. Variation of principal mode threshold densities with Y_ a /W, when 
V/e/Wi = 4.5 * 10~ 3 and B m a x / B 0 - 1.5: (a) even modes, (b) odd modes. 

MAXIMUM INSTABILITY GROWTH RATES 

For electrostatic bounce modes with real k x, the greatest growth rate 
for any real frequency w = Re(u) occurs for the density at which either 
maximum ion-wave coupling is achieved or ions begin to weaken the electron 
response by cancelling electron density perturbations. The first mechanism is 
important when elements of Re(R ) evaluated using the maximum value ot /., are 

mn 1 
small compared with the dominant elements of Re(R ), and the maximum , '- Im(^) 

mn 
is then calculated by the perturbation method of Chapter 2. In most cases, 
the ion response with A. = A is strong enough to reduce X appreciably when it 
is included in the matrix equation for <J>. Direct calculation of the real kL 

eigenfunctions for increasing y values is then carried out to find the maximum. 
When y « bi , a Taylor expansion of the imaginary part of £q. (40J leads to an analytic estimate of Y . T o first order in y, max 
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With the calculated electron eigenfunctions from Fig. 12, qualitative features 
of the y frequency dependence are apparent from Eq. (143). According to 
Eq. (110), a mode is stable when Y + A.T < 0 and y is zero. At higher ^ j 'max & 

frequencies, y should increase from zero to a peak value proportional to 
T , and as 6 •+ 2, y is expected to drop rapidly back to zero due to the * res max r r r J 

increase in |3A/9ii> |. Since the X derivative for the principal even mode is 
generally smaller i:han odd-mode values where marginally stable modes exist, 
Eq. (143) predicts higher y values for even modes. From Eq. (D27), 
3X/3u) ~ 3Re(R )/3co has approximately linear dependences on {2% +a) and - j — r nin r res 
£~ for 6 ~ 2, independent of B /B„. The peak y should therefore res max 0 max 
scale roughly as B_£;(2f> -KJ)/(B. -B„). 3 J 0 res max 0 

Calculated growth rates for sufficiently small W /W. show the predicted 
qualitative behavior. In Fig. 27, y for the principal even and odd modes 
for W /W, = 4.5 x 10 is plotted over a range of frequencies, Again, the 
values B /B„ =1.5 and ib /W =4.5 are used, and quadratic spatial depend-max 0 vmax e ^ r r 

the fields is assumed. T 
nearlv the expected 2£ +a proportionality, and a rapid dropoff near 6 = 2 
occurs. Figure 28 and Fig. 29 show how the growth rate curve for the principal 
even mode varies respectively with B /B_ and £• Since the perturbation 
approximation is acceptable for the W /W. value used, growth rate dependences 
are in good agreement with the predictions, and y values calculated both by 
the perturbation and direct methods of Chapter 2 differ by no more than 3%. 
For W /W. = 4.5 x 10 , the ion term is large enough to affect the eigenvalues 
and require direct calculation of y . Growth rate curves in Fig. 30 for ^ max 
this higher energy ratio show reduced dependence of y on £ because the 6 b J l 'max res 
important limit on y is the relative magnitudes of the real ion and electron 
terms of the matrix equation. Scaling of growth rates with B /B is not 
significantly affected by W /W. since these dependences enter through 
multiplicative factors. 

APPLICATION TO MIRROR EXPERIMENTS 

The numerical model is used to test whether electrostatic bounce modes 
were an important instability mechanism in the Baseball I (BBI) and Baseball II 
(BBII) experiments. Since most idealizations in the model are appropriate for 
low-density mirror devices, the calculated instability threshold densities and 
growth rates should be close to experimental values if destabilized bounce 
modes were the dominant cause of instability in the two machines. The general 
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Fig. 27. Maximum instability growth rates when W e/W£ = 4.5 * 10 i \ a x ^ 0 = 

1.5, and £ = 4.5: (a) even modes, (b) odd modes. 

Fig. 28. Variation of maximum even-
mode instability growth rates with 
B m a x / B 0 when Ve/\J± = 4.5 * 10~3 and 
e = 4 . 5 . 
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v, ^ 

Fig. 29. Variation of maximum even-
mode instability growth rated with 
£ when W /W. = 4.5 * 10"3 and 
B /B f t = 1*5. 

Ll/u, to 



Fig. 30. Maximum instability growth rates when We/W± - 4.5 x 10"2» B ^ X / B Q 
1.5, and £=4.5: (a) even modes, (b) odd modes. 

approach is to choose parameters in the model to simulate the BBI and BBII 
plasmas» and then to compare predicted threshold values and parametric depend­
ences with the findings of a large number of experimental runs. 

General features of bounce modes are consistent with the observations of 
instabilities in low-density mirror experiments. Electrostatic probe measure­
ments indicate rapidly growing disturbances with typical wavelengths along 

2 45 
field lines comparable with the plasma length, ' and the instability thres­
hold densities are affected by changes in plasma length and the distribution 
functions near the mirror centerplane, as expected of nonlocal modes. Insta­
bility was detected by ejected electrons in BBI and by .he onset of radiofre-
quency (rf) activity in BBII. As density was increased above the threshold, 
rf signals appeared first at the ion gyrofrequency and then at successively 
higher harmonics. This finding agrees with the theoretical result that thres­
holds for frequencies OJ - J ^ J 0 increase with j. The rf activity also was 
found to cease when the neutral beam used to generate energetic ions was turned 
off. This effect and the prominence of gyrofrequency harmonics in the rf spec­
trum together indicate that the instability was driven by coupling to an 
anisotropic ion distribution. 

Comparison of experimental threshold densities in BBI and BBII with 
theoretical values is the principal quantitative test of the bounce-mode 
mechanism, Since the onset of instability during plasma buildup is an 
important and accessible experimental diagnostic, threshold densities were 
routinely measured in both experiments over a wide range of field and plasma 
parameters. In contrast, growth-rate Information is limited to the observation 
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that instabilities grew to full amplitude in about 10 gyroperiods. This 
figure provides no more than a lower bound on y since the plasma density during 
buildup could not have been at the value required for maximum growth, and 
interpretation is further complicated by the fact that the linear perturbation 
theory used to analyze bounce modes is invalid for waves of the strength 
observed. Likewise, other predictions of the theory, such as bounce-mode 
dispersion characteristics and spatial wave forms, are not directly comparable 
with experimental data. 

Since a quantitative comparison of predicted bounce-mode threshold 
densities with experimental values is intended, the experimental parameters 
must be carefully related to quantities in the theoretical model. The experi­
mental threshold values of e for BBI and BBII buildup tests were calculated 
from the maximum plasma number density N_ measured at the onset of rf activity 
and the minimum magnetic field strength B„ found at the centerplane. Corres­
ponding values of W /W, were calculated from the maximum plasma potential 
\b and measurements of W.. The maximum N_ values were estimated in most rmax i 0 
cases by applying a conversion factor to average density met -rements from a 
microwave interferometer. The potential TJJ was equated to _,ie minimum 

r max M 

energy of escaping ions, determined by a gridded detector, and the mean ion 
energy was estimated either from the energy spectrum of charge-exchange 
neutrals or from the energy of the injected neutral particles. In BBII tests 
and in some BBI tests using low-energy ions, the neutral beam used for plasma 
buildup produced substantial fractions of H atoms with half and a third of the 
rated energy. The W. value used in these cases to calculate the energy ratio 
was an appropriately weighted average of the beam components. Other BBI tests 
used a nearly monoenergetic H beam. In both devices, the vacuum magnetic 
field close to the mirror axis had a nearly quadratic spatial dependence both 
along flux lines and across the centerplane, and the mirror ratios on axis 
were about 2.1 for BBI and 1.9 for BBII. The respective mirror points were 
30 cm and 45 cm from the centerplane, * 

Since the numerical model describes electrostatic modes along a field 
e i line, the parameters B and ill , and all s = 0 quantities in R and K max max ^ ran mn 

are values appropriate for a particular flux surface. Accounting for the 
variation of B n on different flux surfaces is especially important because the 
range of field strengths found at the centerplane determines the frequency 
interval over which the ion resonance condition w = Q.n can be satisfied in J 

lO 
finite plasma. For BBI and BBII, the plasma radius was about 10 cm, and fl 
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on the outer flux surface was approximately 15% above the mirror axis value. 
This limited range is allowed for numerically by searching for minimum 
threshold densities only at frequencies matching gyrofrequencies found within 
the plasma. The calculated threshold densities e . must also be corrected to 
mirror axis values for comparison with experiment. If e , , N„ and B. are all 
considered functions of the flux surface radius r, then the correction facLor 
for e t h is 

N (0) B (r) 
eth<°>-ethWfeoor- <-'*> 

For this correction, N n is assumed to have the form N^Cr) = N_(0)exp(-r/r ). u u u max 
Because the parameter studies presented earlier indicate that threshold 
densities are not strongly affected by changes in it or B /B_, the 6 J J e rmax max 0 
experimental values on axis are used in calculations. No more than 5% error 
is expected from this approximation. No experimental information was obtained 
about the ratio IJJ /W , the spatial dependence of iK or details of the rmax e' r r * 
electron and ion equilibrium distribution functions, so plausible approxima­
tions like those in the parameter studies are used. Again, if) _ V/W = 4.5 is 

48 49 
chosen, and since Post and BenDanial find IJJ/B to vary slowly with 
position, IJJ is taken to be a quadratic function of s. For the unperturbed 
distribution functions, the forms of Eqs. (18) and (20) are used, with either 
a delta function, Eq. (21), or a spread distribution, Eq. (22), chosen for 
Fj_. The ratio of mean squared ion velocities, Eq. (24), for magnetically 
confined ions is used throughout, even though the ion distribution function 
assumed for the derivation is inappropriate for BBI and BBII. Since V n enters 

-1/3 the approximate imaginary ion response matrix, Eq. (134), as V„ , the 
calculated threshold densities are insensitive to the choice. In specifying 
the mean ion velocities, W. is treated as the ion thermal energy, so that 

1 2 2 1 

W = — m, (Vx + V ( ( ) . This is not strictly correct for the multiple-peaked 
distributions expected from the BBII neutral beam injection, but test calcula­
tions indicate that using the average beam energy introduces only a 1% error 
in threshold compared with values for a doubly-peaked distribution. 

A typical sample of theoretical and experimental threshold densities for 
BBI and BBII is shown in Fig. 31. The calculated values of e , are minima 
found for frequencies within the range of centerplane ion gyrofrequencies after 
being corrected to mirror axis values according to Eq. (144). Thresholds 



found for the sharply peaked and spread distributions are taken to define 
limits within which the actual ion distribution is likely to be found. 
Accordingly, the range of e between these two cases is plotted as a vertical 
bar in Fig. 31 for each value of W /W . In each case, the theoretical 
threshold densities are calculated from the full complex matrix eigenvalue 
equation, and except for a few low values of W /W., all the theoretical c , 
correspond to the principal even mode. No resonances with harmonics of the ion 
gyrofrequency above the fundamental are considered because in experimental 
tests instabilities with w ~ Q.. were detected at the lowest densities. The 
corresponding experimental C , values are presented as data points in Fig. 31, 
with results from BB1 and BBII denoted respectively by circles and squares. 
Although no error limits are shown, the experimental threshold densities are 

certain only with ±50%, and the W /W. value for each case has about a ±25% 
3 e 1 

uncertainty. A series of BBII tests was carried out to determine the effect 
3 

of reducing the plasma length. A conical metal limiter was placed on the 
mirror axis, and the threshold density was found to vary sharply with the 
limiter position. The experimental instability thresholds are plotted in 
Fig. 32 along with lines bracketing the range of threshold values expected 
from theo-y. A similar strong variation of the experimental threshold density 
was observed when other conditions such as background gas density and the 
injected neutral beam cross section were changed, but predicted thresholds are 
not presented for these cases since the numerical model does not incorporate 
the investigated conditions. 

The BBII threshold densities show close agreement with theoretical 
predictions. In Fig. 31, about 70% of the experimental values fall between 
the thresholds calculated for the spread and peaked perpendicular ion distribu­
tions, and none of the other data points is farther away from the theoretical 
range than experimental uncertainties could explain. Many of the BBII 
thresholds found in the axial limiter tests likewise fall within the range of 
predicted values, as Fig. 32 shows. The experimental densities are closer to 
thresholds expected for a peaked distribution for smaller W /W. . while for 

e I 

larger energy ratios the experimental values are near to predictions for ions 
with a spread in v x. This behavior is consistent with the expectation that at 
higher threshold densities electron drag spread the initially peaked ion 
distribution. Since the electron drag time defined by Spitzer is around 
30 s for the BBII cases with the Invest e . and varies inversely vith N n, the 
effect should become Important above £ , ~ 0.1, In the collisional regime, a 
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Fig. 31. Theoretical and experimental threshold densities for BBI and 
when £ = 4,5. 

further adjustment of the theoretical e , is needed to account for the decrease 
of W. of about 15% due to electron drag for tests of the duration reported. 
The corresponding 15% increase in the calculated thresholds improves the 
agreement with experimental threshold. 

The BBI threshold densities presented in Fig. 31 are systematically 
higher than the theoretical values. Even though experimental values show the 
approximately linear dependence on W /W. expected from Eq. (Ill), typical 
threshold densities are greater than the theoretical predictions for ions with 
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threshold densities for BBII when 
axial length is varied and £ = 4.5. 

V' ;i 

a spread in v x by a factor of 2 to 3, =ind since plasma densities remain 
relatively low, no correction of W for electron drag is justified. Also, the 
scatter of experimental thresholds from a linear W /W. dependence is markedly 
greater than that of calculated values. These discrepancies between theory 
and experiment are greater than experimental uncertainties and cannot be 
eliminated by reasonable changes in the plasma potential profile or the ion 
velocity distribution functions. 

Several differences between the BBI and BBII experiments have been 
examined to account for the systematic deviation of BBI thresholds from 
predicted values: 

• The plasma buildup procedure in BBI resulted in =an ion distribution 
quite different from that of BBII. Although both devices produced 
plasma by neutral beam injection, the beam in BBI was angled 61° to the 
mirror a^is, whereas the BBII beam was perpendicular. Because of finite 
beam diameter and the angle of off-axis field lines, the Gaussian form, 
Eq. (23), chosen for F„ is appropriate for BBII, but the BBI parallel 
ion velocity distribution would have been peaked around V„ = 0.6 V± near 
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the axis, with few particles near v« = 0 at the centerplane. The 
qualitative effect of this double-humped v„ distribution can be deter­
mined using the distribution function 

F„(v„) = C„ / l-v 3v5!\ / 1 l - v 3 v 2 \ 
(145) 

with 

3 1 / 2 

r - < 1 " v > 2 

" 3/2 1/2 ' 
(l-v)^ TT'^V,, 

and 1-v chosen to be a small positive number. This distribution has 
maxima near v M=±V« a " has the same mean parallel velocity as Eq. (23). 
Recalculating sample BBI instability thresholds using Eq. (145) gives 
values greater than using a Gaussian for F„ by only 2%. Dominant 
elements of the ion response matrix are reduced by nearly 30% when the 
double-humped distribution is used due to the poorer coupling to the 
wave, but the imaginary electron term in the matrix equation, Eq. (40), 

_2 is small enough in this regime that AJ ~ 10 at marginal stability, 
making the calculated £ , values insensitive to changes in the parallel 
ion response. 
The bean injection angles also make appropriate choices of the rms 
parallel slocity V„ different for the two machines. The velocit- ratio, 
Eq. (24), used for the thresholds shown in Fig. 31 is obtained by 
assuming the phase space volume within the loss surfaces to be filled 
with F. peaked near v„ = 0. While this assrmption is acceptable for 
BBII, Vn/Vi for BBI should be about 0.6 on flux surfaces near the axis. 
Even though this value is about 20. above that calculated using Eq. 
(145) and increases ion response matrix elements by nearly 6% due to 

-1/3 i 
the approximate V„ dependence of R , the theoretical threshold 
densities show less than 0.5% change. 
The neutral beam injection angles used in BBI and BBII resulted in 
dissimilar number density profiles along field lines. Whereas N was 
sharply peaked near the centerplane in BBII due to the narrow spread, 
the BBI number density had a maximum about 7 cm from the center. This 
peak occurred because particles trapped on a flux surface had nearly the 
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same parallel velocity and therefore similar turning points. The prin­
cipal effect on bounce modes of these differing profiles results from 
changes of the self-consistent electrostatic potential along field lines 
and the corresponding modification of electron-bounce frequencies. For 
each machine, a quartic potential with the form of Eq. (130) can be 
specifier with a chosen to give the resulting number density the same 
half width as densities calculated in numerical buildup simulations. 
The half-width for BBII was 6.5 cm, and this value is reproduced by a 
quartic potential with a - -1.0. The flatter BBI density profile had a 

52 calculate alf-width of 12 cm, and the best quartic aproximation has 
Ct - 0,4. When theoretical threshold densities for BBI and BBII are 
recalculated using these quartic potentials, the BBI predictions are 
still systematically below observed values, while BBII results give a 
slightly improved fit of the data. Even though the positive a used for 
BBI calculations increases the spread in ui, electron damping is in fact 
weakened in the frequency range io ** 9.. ber.ause the imaginary part of 
e 1/2 

R from Eq. (D31) of Appendix D has both an £ factor which is 
proportional to ui and a Bessel series that decreases as S, becomes 
larger. 
Because BBI J .d a weaker mirror field and normally a higher mean ion 
energy than BBII, typical Ion gyroradii at the centerplane were greater 
in the earlier experiment. While BBII had gyroradii around 0.5 era, BBI 
values were as large as 3,5 cm. The requirement that the azimuthal 
wavelength of a mode 2ir/kfi fit an integral number of times around a flux 

? 2 2 surface restricts k, to discrete values k, = k + k A where the radial 
wavenumber k is assumed fixed and greater L. .m Tr/r . In BBI, typical 
ion gyroradii are large enough that some practical limitation on 
allowed e results. To assess the importance of this effect, the radial th 
wavenumber is neglected compared with k x, and flux surfaces are assumed 
to be circular. Then k± = n/r on a flux surface o£ radius r and n a 
positive integer. S-'nce the marginal stability condition, Eq. (138), 
gives an approximate relation k a - 1.85 for the sharply peaked v ± 

distribution expected in BBI, the threshold condition can be satisfied 
only on flux surfaces with radii 

1.85 
1 0 (us) 
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For approximate treatment, the radial dependence of a is ignored. If 
OJ does not nearly equal the ion gyrofrequency on one of the flux surfaces 
determined by Eq. (146), the coupling of ions to the wave is weakened. 
Recalculating thresholds for a typical BBI plasma, allowing only values 
of fi.n on those critical flux surfaces, gives £ , for the principal even 
mode the frequency dependence shown in Fig. 33. The minima occur at the 
exact resonances and equal the previously calculated values, while the 
threshold density is increased off resonance. Since several flux 
surfaces satisfying Eq. (146) are found within BBI plasmas even in the 
extreme case with k = 0 , the periodicity constraint on k results in 
only slight changes in calculated minimum thresholds. 

Even through these refinements of the model distribution functions and 
fields have little effect on theoretical threshold densities for the principal 
even mode, the experimental data suggest that the mode was stabilized in BBI. 
Stabilization of the mode would allow density to increase during buildup to-
the thresholds for odd modes or shorter-wavelength even modes. Since these 
densities are higher by factors of 2 to 5 than e . for the principal even mode, 
they are near observed values, and because small changes in parameters can 
destabilise the plasma, more scatter of threshold values would be expected. 
Two requirements for stabilization of bounce modes are that \T (V \ In Eq, 
(138) be greater than A in the region of strongest Landau damping and that 
the spread of bounce frequencies, given approximately by Eq. (13S), be great 
enough that F does not become exponentially small in the frequency range of 
interest. Each modification of the model considered alters Y or V in the 
direction of stability: Nonquadratic ip reduces the dropoff of Y at fre­
quencies away from resonance, while the changes in V» and F» weaken the ion 
drive. If damping in BBI were higher than calculated by a factor of the order 

1Q-2_ —Discrete kj_ 
""Continuous kj. [ 

2.5 3.0 3.5 

OJ/U. bO 

Fig, 33. Comparison of theoretical 
even-mode threshold densities in 
BBI for discrete and continuous kL 

when Wg/Wi = 6.0 * 1 0 - 3 , ^max^sQ = 
1.9, and E, = 4.5. 
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of 10 due to such conditions as field line fanning or asymmetry, a strongly 
anharmonic potential profile, or nonlinear effects, or if radial localization 
of the wave correspondingly reduced ion coupling, the principal even mode 
would have been stable according to theory. To verifv this conjecture about 
stabilization of the principal even mode would require both a considerably 
more detailed plasma model than the present one and information about the 
plasma that is not available from experimental data. 

4. Conclusion 

Electrostatic bounce modes can be an important instability mechanism in 
certain mirror plasmas. If most ions have a gyrofrequency near low harmonics 
of typical electron-bounce frequencies, then within a range of densities a long 
parallel wavelength electron mode with k x_a, - 2 and OJ ~ Q. can be destab­
ilized by ions with a peaked perpendicular velocity distribution. These condi­
tions were satisfied in the BBII experiment, and threshold density calculations 
indicate that the rapidly growing instabilitie-j observed in the device resulted 
from the bounce-mode mechanism. In BBI, the longest-wavelength even mode 
appears from experimental data to be stable. The greater bounce-frequency 
spread and poorer ion coupling to the wave in the BBI regime as well as such 
complications as field line fanning and radial wave structure are likely causes 
of this stability. For high W /W. values, the higher marginal stability 

densities make wave currents more important. The resulting electromagnetic 
53 effects give a parallel electric field 

k i ( s ) c 2 d0(s) E„(s)--5 = = j * 4 ^ , (147) 
k Cs)C + w (s) a s 

pe 

so that plasma response to electrostatic waves is substantially weakened. 
Consequently, electromagnetic inscabilities like the drift-cyclotron loss-cone 
mode are dominant instability mechanisms in high-density mirror machines 

54 55 
like 2XIIB and the proposed MFTF device. 

The present numerical model of bounce modes improves on infinite-medium 
analyses principally in using complete electron histories in calculating the 
perturbed number density. Retaining the periodicity of orbits allows math­
ematically for the regeneration of density perturbations that causes bounce 
modes. In addition, solving the matrix eigenvalue equation for the plasma 
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normal modes avoids the short wavelength restriction of WKB formalism. The 
• model is more complete than previous work on mirror plasma electrostatic 
modes since the ion response and damping terms are retained in the eigenmode 
calculations and a wide range of equilibrium fields and plasma distribution 
functions may be used. The principal simplications are the neglect of perpen­
dicular wave structure and use of qualitatively plausible idealizations, such 
as a quartic plasma potential and truncation of the plasma at s , where 
little experimental data is available. With BBII, ion drive is sufficiently 
strong to make predicted instability threshold densities insensitive to the 
choice of distributions and fields, and in these cases close agreement is found 
between theoretical thresholds and experimental values. For BBI parameters 
where the system is more sensitive to changes in electron damping and ion 
response, the idealisations result in predicted thresholds consistently below 
those observed. 

Several refinements and extensions of the bounce mode model are possible: 
• Specifying an asymmetrical magnetic field like those in minimum-B mirror 

devices would test whether the assumption of exact symmetry significantly 
reduces wave damping. Also, replacing the approximation 
2 2 k (s)/k 0 = B(s)/B with a k A(s) that accounts accurately for the change 

in flux surface perimeter with s would incorporate effects of flux line 
38 fanning into the one-dimensional formalism. Work by Baldwin suggests 

that fanning helps stabilize long-wavelength modes. 

A more accurate expression-for the perturbed ion density could be 
obtained by Fourier analyzing ion orbits in time as in the electron 
treatment. This approach would allow use of more general distribution 
functions and would take into account the bounce motion of ions confined 
near the centerplane. 
Since k 2 >> ku for unstable bounce modes in typical mirror experiments, 
Poisson's equation nearly separates into parallel and perpendicular 
parts. Baldwin has suggested that approximate solutions for the wave 
potential in realistic geometries could be obtained by treating the 
radial dependence of <(t as a perturbation of the one-dimensional model 
used in the present work. In principal,the effect of field line 
fanning can likewise be treated as a perturbation provided that kl(s) 
varies slowly enough. An approximate solution of this sort for three-
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dimensional eigenmodes is probably necessary for an adequate treatment 
of small W /W. plasmas like that in BB1. e x r 

• Electromagnetic bounce modes could be analysed by using accurate 
electron trajectories as in Chapter 2 to calculate the perturbed distri­
bution function and then obtaining an integral equation for the wave 
electric field from the linearized Ampere equation. This analysis would 
be appropriate for proposed high-density mirror experiments such as MFTF. 
Even though electrostatic bounce modes are not a significant instability 

mechanism in the plasma regimes currently under study, the underlying phenom­
enon of periodic trapped particle motion supporting plasma modes is found 
whenever coherent disturbances can persist longer than a typical bounce 
period. Trapped particle modes in tokamak devices are an example. The 
integral equation method used here for electrostatic modes is generally useful 
in other geometries so long as particle motion remains periodic ovar time 
scales of interest. 



Appendix A. Notation 
The following symbols are consistently used throughout the text: 

a gyroradius of species a 

B magnetostatic field 
B magnetic field strength 
C normalization constant for distribution function of a species a 
c speed of light 
E total particle energy 
e electron charge 
F particle distribution function of species a 

f perturbation of F due to wave 
a a 

k wave propagation vector 

k wave number for mth Fourier mode 
m 

m particle mass of species a 

N number density of species a 

p. perturbation of N due to wave 
a a 

T particle charge of species a 
k response matrix for species a 

r flux surface radius 
S mth Fourier coefficient of sc(k s) 
mn n 
s distance coordinate along a flux line 
sc sine or cosine respectively for odd or even Fourier 

series 
T mth Fourier coefficient of set (2&+a)ojt] 

t time 

V thermal speed of species 

V„ rms ion velocity along a flux line 

V x rms ion velocity perpendicular to a flux line 

y particle velocity 



v particle velocity magnitude 
W thermal energy of species a 

x particle position 
T imaginary response of species a 
Y wave growth rate 
6 relative frequency shift from resonance 

2 e dimensionless centerplane density parameter (oi i n/^- n) 

t; dimensionless parameter ^in Vin^'n 
6 particle gyrophase 
A. ton coupling coefficient for jth ion gyrofrequency 
^ harmonic 

2 A dimensionless parameter (kj-A _) 

A^ „ electron centerplane Debye length Deo 
y particle magnetic moment 

2 £ dimensionless parameter (a), _s /V ) ^ K bO max e 
cr parity parameter 
$ plasma electrostatic potential 
<p perturbation of 4> due to wave 
d) mth Fourier coefficient of $ m 
X dimensionless distance coordinate along a flux line 

s/s max 
ty electron electrostatic potential energy -e$ 
0 gyrofrequency of species ct 

to wave frequency 
oi electron bounce frequency 

plasma frequency of species a 
0) real part of wave frequency 

In addition, several modifying subscripts are used consistently. For a vector 
or scalar quantity A, the following meanings are associated with subscripted A: 

An vector component of A along a fJux line 
A x vector component of A perpendicular to a flux line 
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A value of A for e l ec t rons 
e 

A. value of A for ions 
i 

A_ value of A at the mirror field centerplane s = 0 
A maximum occurring value of A max 
A value of A associated with resonance res 
A , value of A associated with the onset of instability 

Mathematical operations and constants are denoted conventionally, and 
53 notation of Abramowitz and Stegun is adopted for special functions: 

3(w,z) beta function B(w,z) = / dy y (l-y) Z~ r< 
E (z) complex exponential integral E-(z) = / dy y exp(-y) 

z 

E.(z) r e a l exponential i n t e g r a l E.<2) = - /fdy y exp(-y) 
--z 

/'Z 2 erf(z) error function erf(z) = /dy expC-y6) 
0 

exp(z) exponential function 
Ip(z) modified Bessel function of the first kind 

lm(z) imaginary part of z 

( - D 1 / 2 

J„(z) Bessel function of the first kind 

K.(ct) complete elliptic integral of the first kind 
f 7^ 2 5 -1/2 K(a) =Jdy (1 - a sin" y) A'* 
0 

max(a»B»>-') maximum of set a,3,..• 
min(a»|3,—) minimum of set a,3» — 
0(a) of the order of ct 
Re(z) real part of z 

/ &—1 dy y exp(-y) 
0 
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r(a,z) incomplete gamma function r(oc,z) = / dy y exp(-; y) 

dy y exp(-y) 
0 

|a| 
3.14159265358979 
absolute magnitude of vector or scalar a 

Where dimensioned quantities are used, cgs-Gaussian units are understood. 
59 Jackson discusses this choice of units and gives conversions to other 

systems. In these units, 

4TT e 2 N W 2 

= 5.64 x 1 0 4 f " N e ( c n f 3 ) l 1 / 2 s 2 

P i 
fe^A|/2 = 1.32 x 1 0 3 [ N . ( c m - 3 ) ] 1 / 2 r 1 f o r H + 

a = — m 1 - 7 6 x 1 0

7

 B ( G ) s ! 
e m c 

a. = — = 9.59 x 1 0
3
 B ( G ) s

 1
 f o r H

+
 l o n s l m. c 

1/2 
7.44 x 10 

W (eV) 

N (cm 3 ) 
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Appendix B. Normalization of Distribution Functions 
+ 

The electron distribution function F~(E,(j) is normalized so that 

N B(s) f°° ^max^max F +CE,u) + F~(E,u) 
N(s) = 2TT " , J du J dE p^-f - ppj-^- , (Bl) 

2 '0 pB(a)-H>(8) I M E - u B U ) - i|i(s)) P 1/2 

where all symbols are defined in Appendix A. 
For a Maxwellian distribution, 

•K) F e(E,u) = C e expf- ±-\ , (B2) 

the E integration in Eq* (Bl) is conveniently written in terms of variables 
x - pB/W and y = (E - yB - t|>)/W : 

, A * + M x 

N " «=. vf exp (- f j | ~ dx exp(-x)| dy Sffifczl , ( B 3 ) N 0 e • , » H l wjy o - ^ ^ u, y l / 2 

where AB = B ~B and Alp = (ip —IJJ>/W , and the s dependence of N, B, and \b max max e 
has been suppressed. The integral may be formally evaluated as follows: 

/ dx exp(-x) f dy X e x ^ " y ) = F-exp(-X)Y(|-, a + gx)j 

f<» exp[-a - (1+B)x] 
+ SJ o

 d x <aW / 2 

where the Incomplete gamma functions Y and T are defined 

Y(a,x) 5 J dy y a " exp(-y) , 
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r(a,x) s / dy y a _ 1exp(-y) = F(a) - Y(a,x). (B5) 

If the identifications a = Alp and 6 = AB/B are made in Eq. (B3) and Che 
relation yl-r-.x) = Tt erf(x ) is used, then Eq. (B3) reduces to 

S- • *3'2 c v 3 

N Q 

expr^ erf (A« 

/AB Y ' 2 /B*max 
\ max/ \ e 

l/2l 

AB (%/* ) 
(B6) 

Since <|i = 0 a t the centerp lane , Eq. (B6) y i e ld s 

\ l / 2 
„ - l 3/2 „ 3 | c C = TT V i erf 

1-erf 

* 
W e / 

/ B m a x - B o \ 1 / 2 / B 0 *max\ 

V~» ) e*PV ~=rn~ 
\ max / \ max 0 e / 

/ B i|* \ l / 2 
/^_max_ max\ 
U - B . W / \ max 0 e / 

As B ->• B„, the asymptotic expansion max 0 

1 2 erf (z) - X - - j 7 2 — exp(-z ) 
TT z 

(B7) 

(B8) 

may be used to find C in this limit: 

C"1 » , W erf 
\ W e / 

1/2 

This form approaches the normalization constant 

(B9) 

-1 3/2 3 (BIO) 

of an unconfined Maxwellian distribution as ii> /W becomes large. 
max e 

For a cutoff Maxwellian distribution, 

F (E,n) = C (uB + I|I - E) exp^- ~ - \ e ' " e max Tmax F ^ W ̂  (BID 
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*-he number density integral, Eq, (Bl), is rewritten in terms of x and y as 

«* + r x 

- ¥r) I dx exp(-x, I dy 
V-b o 

(B12) 

The f i r s t i n t e g r a l required has the same form as Eq. (B4). The remaining two 
are evaluated as follows: 

/ dx x exp(-x) f dy e X i > { , ^ 
0 J 0 y ' 

exp[-a - (1+B)xl 
1/2 (a+Bx) ' 

= -(l.+x)exp(-x)Y(-~, Cl+gx) + g / dx (1+x) 
^ ' J o 0 

" 4" + «) 1 / 2 [ ^ 4 ^ ̂  ̂  ̂  ^ «)]-!f) (B13) 

and 

a+gx C r 1/2 
/ dx exp(-x) dy J exp(-y) 
0 J 0 

-exp(-x)Y( | , a+gx^y+ ej dx ( a + g x ) 1 / 2 e x p | - a - U + g ) x | 

(B14) 

Subs t i tu t ing Eqs. (B4), (B13), and (B14) in to Eq. (B12) and again taking 
a - Atf/ and g = AB/B gives 

f - = 7TC V 3 W 
N 0 e e e 

/2 / rmax exp ' (BIS) 
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Evaluating Eq. (B15) a t the centerplane then leads to 

-1 „3 r , 1/2 /'''max , "max 3\ . AmaxV 
= TTV W IT l-r;— + — -r-l erf I ——I 

« e J \ " e BQ 2/ | \ W e / 

(' B„ <// \ / / B t/> \ 

0 maxw, c / max raax\" 
5— 1̂T I T - j l 1 - " 1 (B -B„ w ) 
, max 0 e / \ \ max 0 e / 

TT(B -B. )" max 0 
B.I B 0 max 

M \ l / 2 / ifj \ 
, I max ] / max] 

V d expV"X7 
(B16) 

In the limit B •* B„, Eq. (B16) reduces to max 0 

^•«X r-'^-H%f2]*(¥)''2.»(-% 
(B17) 

For large \p /W , the first \p term is dominant, and Eq. (B17) again max e max 
reduces to Che normalization constant for an unbounded Maxwellian distribution, 
Eq. (BIO), multiplied by ty ^ r max 

For the ion distribution treated, 

Fi ( s'v..-V = ^ f F " ( V M ' A (B18) 

the functions F„ and Fx are unit normalized separately. The parallel distri­
bution must satisfy 

f dv„ F„(v„) = 1, (B19) 

and for a Gaussian form, 

Ei.(v ) = C exp(~av„ ), (B20) 
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Eq. (B19) gives 

<•-(?)' CM = l ^ ) 1 / 2 . (B21) 

2 The average of v„ , 

2 r 2 C TT 1 / 2 

< v / > » C„ J dv„ v / F„ (v„) = f L 2 [ 3 7 2 ' ( , - 2 ) 

- c o a 

leads to the r e l a t i o n 

2<v„2> V,,2 

The perpendicular distribution is normalized so that 

I T / dv x
2 Fx(v2) = 1. 

For a sharply peaked d i s t r i b u t i o n , 

Eq. (B24) gives immediately 

1 

2 and the i n t e g r a l of v y i e ld s 

0 

For the family of spread d i s t r i b u t i o n functions 

Eq. (B24) leads to 

(J) ft.l+DoJ3*1 

1 TTj! 

(B23) 

(B24) 

FL(vL

2) = Cx &(vL

2 - a), (B2S) 

(B26) 

C v / > = Try d v ±

2 v x

2 FLUL

2) = a . (B27) 

F / ^ K 2 ) - c / ^ v / 3 expf-Cj+DctVi 2) , (B28) 

(B29) 



2 -2 
and calculating<vx > gives the result ot - V x . In particular, for ;j = 1 

•n V, 
(B30) 

Since the parallel and perpendicular ion distributions are treated as 
independent, there is formally no relation between V» and V±. An expression 
relating the two root mean squared velocities appropriate for magnetically 
confined ions may nonetheless be derived by taking 

F. <£,u) = C. <UB -E) exp - / — ) x i max ** lu I ik) (B31) 

The electrostatic potential has been neglected here because W. 3> W ~IJJ 
r & I e max 

is normally valid in mirror devices, tf the velocity components are written 
2 2 

as v„ = 2(E - pB)/m. and v ± = 2]iB/m,, the parallel average is 

V„ 2 = 2<V 1, 2>= M c . 2 i 

<B32) 
where the s dependence of B is again suppressed. In terms of variables 
x = yB/W. and y = (E-pB)/W., Eq. (B32) is written 

no A x 

V,,2 = 2TT C V . V /" dx exp(-x) / dy y 1' 2 (Bx-y) exp(-y), (B33) 
0 J0 

where g = (B -B)/B. Since max 

0 0 Sx / w 

( k x exp(-x) /" dy y 1' 2 exp(-y) = &3/2 f dx x 1 / 2 (1-x) exp [~(1+B)x] 
•6 'o o 

fe) 3/2 D 411 
1+3 (B34) 
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- and 

f dx exp(-x) J dy v 3 / 2 exp(-y) = B 5 / 2 / dx x 3 / 2 expt-(H-6)x] 

(*)'" Ki) 
the V r expression, Eq. (B33) reduces to 

2 5 s 5 / 2 rl 
V„ = 2lrC,V. W -

I l l T / T • 
•© 

(B35) 

(B36) 

The Vj i n t e g r a l , 

V , ' = < v , ' > = J I ^ C 1 / dW / dE | ^ 2 - ^ 2 ^ _ iH» . 
2 

0 MB 

/ V a x , , , - UB -E / _ \ 
/ JU 2 u B max / E \ (B37) 

i s s imi la r ly r ewr i t t en in terms of x,y» and $: 

v / = i r C ^ Y / dx x exp(-x) / dy £ j = | exp( -y) . (B3S) 

The required integrals are Eq. (B34) and 

Sx ? 2 
/ dx x 2 exp(-x) / dy SBikSl . g ^ / d x 3 L ^ ± 2 e x p [ . ( 1 + B ) x 

0 tl y O x ' 

.(l+B) 

Subs t i tu t ing Eqs. (B34) and (B39) in to Eq. (B38) gives 

\3/2 
v,2 . ,c.v.\ (£) r(f) + 2r(|) ( i + w 

(B39) 

(B40) 
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The velocity ratio is then 

vZ 2B 2 ( Emax ' B ) . . 
v 2 1 + 2(1+3) r(l/2)/r(3/2> 4 B m a x + B " Ka*x' 

Even though the loss-cone distribution, Eq. (B31), is inconsistent with Eq. (B18), 
the velocity ratio, Eq. (B41), may be evaluated at the ion resonance point 
s defined by 0) = jfl.(s ) and then used to relate the mean squared velocity res J I res 
components appearing in F„ and Fj_. This is a useful approximation because it 
is accurate where ion-wave interaction is strongest. 
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Appendix C. Symmetry of Eigenfunctions 

The integral equation for the wave potential 4> is given by the perturbed 
Poisson equation, Eq. (27), with the density perturbation, Eq. (36): 

UB -Hi - max rmax 
-K J- <t.(s) - 2itB 1 -fi> I d u J d E i ) .i 2-^<j.(s) 

i 0 0 a \ i uB(s)-HMs> |v..(s)| I 3E 

exp[-i^dt«( u-J^|.*(0])] . (CI) 

As in Chapter 2, s~(t') denote positive and negative going particle trajectories 
intersecting s at time t, and the E and U dependences of integrand quantities 
have been suppressed. To display the symmetries of Eq. (CI)» it is convenient 
to rewrite the equation as follows: 

where 

t °° 5* 
0 = ̂  f dt' f du J 

uB -hi) > max "max 
dE 

0 uB(s)-HKs) |v„(s)| p a c„ «<t-t') 

p[-i^dt" (*.-Jna[»*(f)|)J| •|»*(f)] (C2) 

a " m \3E SIT 
a 2 . /3F K 2 F pqO / a , A 0 a 

on _ n a r 3E B 3p / j IJ2 [ma f 

When a trajectory s ( f ) defined as in Chapter 2 crosses the centerplane with 
positive velocity at time t' = 0, the relations, Eq. (49), allow the sum over 
positive and negative going orbits Eq. (C2) to be performed: 
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p B +1|) t <p 7 maK . 
0 = J f df / dy / dE T—rxr 

[-1/ dt" H aa["a ( 2 t- t ,- to>l)] *[ s« ( 2 t- t'- t0 ,l 
f̂ y . r max max , 

= 5 / dx' / du / dE -i 7-TT %.L { iJB(.)H*(B) |V"(S)| 

, C a «(T'- t + t„) - J _ C a j exp[-i /|d?"| (»-Jfi„|«a
(T",l)l • | 8 a ( T ' ) | 

+ |ca6(t-t') - .I^C^ exp 

pB +ii - max max , (C3) 

From the d«fiuition of t , Eq. (50), the quantity 

is a single-valued function of s, and the inverse function is 

s = s (T) . (C5) 

The integral equation, Eq. (C3), may then be written 

0 = ^ / d T * Ka(T,T'> 0[sa(T')j , 

MB +V - max max 9P /• max max . [ *> 

ex P[-i^dT"(.-ja a[ S a(T")j)]J. 

(C6) 



When B and ij; are even functions of s, the trajectories s are odd functions 
of time. In this case, K has the symmetry 

Ka(T,T') = K ^ - T . - T 1 ) , (C7) 

and since a solution <P must be valid for any T, it follows that 

0 = V / d T ' Ka(-T,T1) *[sa(T')| - V J dT' K^-T.-T') *jSa(-T>j 

V j ax' K a (T,T*) *|-sa(t,)j • (C8) : V 
a -1 

The function (j>(-s) is therefore also a solution of the integral equation. 
Because Eq. (C6) determines $ within a constant factor, Eq. (C8) gives 

«(s) = C*(-s). (C?) 

Repeated substitution of Eqs. (C7) and (C9) in the integral equation then 
yields 

N / dT' Ka(T,T') *(sa(T')| = C V J dT' Ka(T,-T') ((.[S^CTMJ 

= C 2 V J dT' K a(T,f) *(sa(T')j. ( C 1 0 ) 

2 Since C = 1 according to Eq. (CIO), C = ±1, and $ is either an even or odd 
function of s. 
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Appendix D. Analytic Approximations of R* and R' 

Analytic approximations of the electron and ion response matrices R 
and R are useful both to check the numerical evaluation procedures and to mn 
show the explicit dependences of the matrices o.i plasma and field parameters. 

A simplified expression for R is obtained from Eq. (56) by assuming 
Maxwellian electrons and by treating electron orbits as simple harmonic motion. 
A Maxwellian electron distribution is written in terms of x &nd u as 

F = C e x p 
U B ( Y S ) + IJJ(XS ) A max r v A max CD1) 

where Eq. (B7) gives the normalization constant. This form is used both 
because electrostatically trapped electrons are expected to be near thermal 
equilibrium and because the resulting R expressions are significantly simpler 
than those derived for a cutoff Maxwellian distribution. The assumption of 
sinusoidal electron orbits is made to permit exact evaluation of the integrals 
S and T- in terms of Bessel functions. Since an electron turns at s = mn lm t 
Xs , the appropriate sinusoidal trajectory for a bounce frequency at, is 

s(t;E,u) = X s m a x s m J . y x . p H (1)2) 

This expression is exact for quadratic ty and B fields. In this case, S 
m 

from Eq. (57) takes the form 

A P Z - I - - I I - - ! 
S ( x . u ) = •= / d t s c k X s i n ( t ) s c It X s i n ( t ) , 

mn ~t\ I m ' I n ' 
(D3) 

where t = w, (x,u)t and k = k s . With the identity b A m in max ' 

sc(x)sc(y) = ~ Re { exp[i(x-y)] + (-1)° exp[i(x+y)]| (D4) 

and the integral representation of Bessel functions of the first kind 

J (x) = -r- f dy exp[-iny + i x sin(y)], (D5) 
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Eq. (D3) is rewritten 

tr/2 
S m n<X,U) = \ f dt |exp[i(k m-k n)x sin(t)|+(-l) a exp[i(k m+k n) sin(t)J| 

• J o | S - - E n ) x h < - « 0 J o | < E
n

4 E n ) x | • ( D 6 ) 

The integral T.. from Eq. (52) is similarly reformulated as 

T l m(X»") = ij/" a* sc|(2J.-W)tJsc[kmX sin(t)) 

= ~ f dt jexp|i(2i+o)t - ik sin(t) J + (-l)a expl i (2fchj) t + ik mx sin(t)l! 

= J-(2^)<-V> + ( - 1 > a j - ( 2 J l + < J ) ( V ^ 

Here, the Bessel function symmetry relations apparent in Eq. (D5) 

J n(-x) = J_ n(x) = (-1)" J n(x) 

have been used. These orbit integral expressions are exact when the unper­
turbed fields are quadratic functions of s, and they are close approximations 
except for strongly nonquadratic fields. When Eqs. (D6) and (D7) are substi­
tuted for S and T, , the R expression reduces to Eq. (63). 

mn lm mn 
The bounce frequency 0), required to evaluate the \i integrals I, and I„ b L 2. 

in Eq. (63) is found as an explicit function of X a n <* \i by approximately 
evaluating Eq. (45) for general symmetric equilibrium fields. If terms of 

4 higher order than s are negligible in the power series 

2 4 ip(s' = A s + A„s + .. . 
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and 

B(s) = B Q + B ^ 2 + B ^ 4 + ... (D8) 

representing IJJ and B, then Eq. (45) becomes 

(D9) (x^ ~ / d x pj 2 V * , P ) ~ i ( y i / 2 [ B I ( X

2 - x2) + v

 4 - *Y / 2 

2i-2 where x = s/s is used as the integration variable, and B. = (A. + uB.)S max a * J J J wax 
are understood to be functions of ft. Vfhen B~ _>_ 0, the change of variables 
cos y = x/x reduces Eq. (D9) to 

/m \l/2 TT/2 

Z^X.,.) \ 2 / ^ - | B 7 + M

2 ( l + c o s

2 y ) ] 1 / 2 

K( =-) , (D10) 
1/2 

2 e i + V / "Vi + V 
whore K denotes a complete elliptic integral of the first kind 

5/2 
dy 

(1 - a sin'' y) 

Similarly, the substitution sin y = x/x gives 

K(a) = / dy YJi f o r a - °" < D U ) 

| s 2 l x 2 IT /"e 1 V / 2 / ' S 

(D12) 

for 3n ^_ 0. Since B and $ are required to be monotonic, the denominator 
3-j " |39|x i n Eq. (D12) is always positive. The bounce frequency for quartic 
fields is then 
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1/2 
\ (x.n) m 

Hkf 

LVI + 2 V J B 2 ) X 2 S L K 
,1/Z 

A^uB, + 2 ( A , + p B , ) x 2 s i 

for A2+pB 5̂  0 

(D13) 

k +UB, |A2+viB2|x S max 

| A 2 + M B 2 ! x 2

S ^ a 

LAi+1JBi - l Y ^ - L , 

1/2 

for A 2+pB 2 £ 0; 

and since K(0) = —, the zero-energy bounce frequency is 

"b0 lim IA (x.U) 
X-+0 u->-o w (DM) 

The simplest case that shows bounce resonance effects is that of electrons 
confined by a quadraticaliy varying electrostatic potential 

<|I(B) = A^'. (D15) 

In this case, the bounce frequency expression, Eq. (D13) reduces to 

\l/2 - ^ o - f e ^ (D16) 

for all electrons. The simpler equation for R , Eq. (67), is then valid, 
and for the Maxwellian electron distribution, Eq. (Dl), 

3F <x) 2C U 
exp(- CX ) (D17) 

_ 2 2 2 where the parameter £ =• to ,„s /V is given, hy ip /W for the quadratic r ^ bO max e ° rmax e ^ 
field, Eq. (D15). The integrals then appearing in Eq. (67) are approximated 

greater than W by a factor 2 or more. For the nominal value ty /W = 4.5, 6 e rmax e 
the exponential factor in Eq. (D17) is less than 0*01, and negligible error is 
introduced by extending the integration to X = "• The resulting integrals are 
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f dX X exp(-5x 2) J0(kX> = i f e x P (- I j ' ) (D18) 

and 

^ d X X e K P K x 2 ) J 2 £ w ( V ) J M w ( k n X ) - ^ «p(- ^ r - ) l 2 ^ ( ^ f 

(D19) 

where I r , P 4 v T i s a modified Bessel function of the f i r s t kind. With Eqs. (D18) 
and (D19), the R e expression, Eq. (67) y i e ld s 

\t iexp 
& - c f 
\ m n/ 

4£ 
+ ( - l ) u exp -

(k + k ) ' \ m n/ 
45 

/ k m

2 + S n

2 , v 

- 4 e x p l - ™ 4 C " )I 
£=0 C0 2-(2S+O) 2 m , 2 

bu 

12Jl-HJ \ 2£ / 1 " 

(D20) 

( „ 3 / V ) - l Here, the approximate form C - I TT J | **V ~"\ * from Eq. (BIO) has been used. In 
this case, R is real valued because there is no spread in bounce frequency mn 
to attenuate the wave. 

When electrons are confined by both the quadratic potential, Eq. (D15), 
and a quadratically varying B field 

2 B(s) = B Q 4- B x s (D21) 

the bounce frequency from Eq. (45) becomes 

1/2 (D22) 

and for the Maxwellian distribution, Eq. (Dl), 

3F^(X,U) = 2Ce (A^MB^s^ 
3X ~ " VJ X exp 

UB Q + C A ^ B ^ x 2 . ^ 
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2C e 5X -f- exp -ex2 - "('o + B i x 2 s i * ) (D23) 

To esi.-'.mate the real part of R , the condition 
mn 

B ns B - B n W 
1 max „ max 0 e 024) 

is imposed. The ]d dependence of ui, then affects R principally by spreading 
the bounce-frequency resonancas. In the R expression, Eq. (63), the \i 

mn 
i n t e g r a l s I., and I . may then be approximated by rep lac ing the nonresonant w. 

i. L b 
fac tors by to _: 

I a (X) 
2C e SX 

^ 0 
exp(-5x ) / du exp j .^kvy 

e e^ e 

bO B.+B v s 
Q 1 max 

2~2 exp(-Jx ) . (D25) 

and 

-"( Bo* BiX 2'Lj 
2C Sx 2 ,» e 

I , ( X . « - - - r f ~ e x p K x ) / dy -

m V ID / 1 1 

C em eU! 25X exp(-5x 2 ) exp[-v e <0)] E 1 [-V e (Q)] 

""bO (2B+0) B L 

I l ( X ) . 

for 2)1+0 > 1 

(D26) 

for 2J.-W = 0 

where 

v (X) 
B

0

 + B ixV 
•,2 „ ,,2 L bOJ (2JI+0)' B,V i e 
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and E is the complex exponential integral (63) 

hm s / ay a ^ a i (D27) 

When the inequality in Eq. (D24) is satisfied, the spatial variation of B may 
be neglected in the integrations of Eq, (66), and the upper integration limits 
may again be extended to infinity. The integrals then have the same form as 
Eqs. (D18) and (D19). In this approximation, the real part of R e is 

mn 

^ • - i f t n 
(S -E Y 
\ m n/ + (-1) exp 

(k + k ) 2 

\ m n/ 
4£ 

4 exp I 
/ k 2 + k 2 \ / k k \ B r 
I in n l n „ w m n I . 0 

%0 

V 
!.=l-o 

P K H ^ ^ H I ^ . ^ 
(D28) 

{21+OV 

where E.(x) = -Re ["E. (-x)l is the real exponential integral defined by Eq. (£4). 
The imaginary part of R comes only from the singularity in I„ and may b^ mn 2 
evaluated without the restriction of Eq. (D24). Whenever the 1^ singularity 

< 2 ^ 2 " b 0 
(2£+a) 

(D29) 

occurs on the positive u axis, u) is assumed to have an infinitesimal positive 
imaginary part to satisfy causality. Since the real axis integration path 
in I- then passes beneath the singularity, the imaginary contribution is 

[i2(x.«] 
TIC m £ X 

T,— 2 « ^ e x p ( - S x > e x p 

2 2 
0 + B,x s, 
W 

(D30) 
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Extending the x integration limit in Eq. (63) to infinity again gives as 
integral with the form o t Eq. (D19) and leads to 

4e) M £- /^V X P K ( 0 ) ]^(^) 
—r»- z e 5 £p 1 - r~i m 
max H0 £=1-0 \ C* / q 

I«HLI ~~ - 2 " 3 / 2 i ^ 3 - Z eXp 1 - fH 1 / = - ^ L^SJ- , (D31) 
max 

where 

and I is the largest integer giving a positive u.. 
The effect on R of a slightly nonquadratic potential is seen when B 

is given by Eq. (D21), and the vjtential is taken to have a quartic form 

IKB) = A^s 2 + A 2 s A . (D32) 

If the further condition 

2 

is imposofl» then the elliptic integral series expansion 

, "2/ % f^ L *. x a. 9 2 ̂  \1 -2 4 / x 3 2 \ 
k (X) . ^ 1̂ + I + _ x 4- ...J .. _ ^ _ _ _ _ x + ...j 

(D33) 

may be used in the bounce frequency expression, Eq. (D13), and leads to the 
result 

<\<X,U) - ~ ( Ai + W»i + I *,X 2 •* ) + '• -X") - CD34) (A, + uBn + ~ A„X2 s2 \ + C-'.X** \ 1 1 2 2 A max J 

The quartic poiiential term acts principally to further alf.er bounce-frequency 
resonances. In evaluating the real part of R » the approximate forms of the 
U integrals I and I. given by Eqs. (D25) and (D26) remain valid provided v„ 
is redefined 
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2 2 
B„ + B tX a 
<2z+<Tr B s m 

1 •" 

^> 2 ( i + ^4 i s ) ] -^> 
This alteration makes the singularity at v« = 0 in Eq. (D26) integrable and 
shifts the peak of the resonant factor exp(-v„)E (v„) in frequency by about 
3 / 2 2 \ 2 
-r [A„s /m w J <x >. If the condition in Eq. (D24) is again assumed 
/. \ £ max e DU / 
satisfied, then the Re(R ) approximation for the nonquadratic potential 
becomes identical to Eq. (D28) in Ir-west order. The imaginary part of R 

tnn 
for the slightly nonquadratic potential is obtained in the same jay as the 
A =B =0 Cdse. The singularity in I~ then occurs at 

VAX) = »f ^"5 S *— • (D36) 
* l I (2P.-W) 

2 4 
If y p is positive for all X £ 1» then 'Then x terras are neglected, the 

redefined 

2 B n 3A„ s 2 . 
C, - I . " » - S ^ T - V ^ « - (D37) '- ,„, , 2 ! B -B„ 2 

_ u 

(2A+o) u. Q max 0 m w, 

In this approximation, the quartic potential term affects electron damping 
e -l/ 9 

both by changing the magnitude of R through the :,„ factor in Eq. (D31) 
and by determining through the Bessel function argument which matrix clement 

unity, the X integration in Eq. (66) must be lir^ted to the range giving 
Mn > 0, and the resulting Im(R" ) expression is more complicated than Eq. (D3l). 

An analytic estimate of ion response matrix elements H*" is obtained by 
ran 

evaluating I(k ,k?,j) defined by Eq. (97). The strongest ion interaction for 
even modes is expected when u)=jf3 in the integral and rhe oscillatory expo­
nential factors involving k, and k_ are unity. In this approximation, the 
remaining integral is 
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lCk1.k2,J) 

Op 

~ n^^jpp / d y T^T^V 7 5 ' (D38) 

If a path along the real axis is chosen, the integral in Eq. (D34) splits 
immediately into real and imaginary parts. 

/
I «> 

d y T72 TUi " I d y ~TFL TTii " i / d y ~I72—3 171 
0 y ^ ( l - y ) ' "6 y ' (1 - y ) ' 1 y <y - D 

(D39) 

64 By using the beta-function relation 

the integrals in Eq. (D39) are immediately evaluated: 

fa-n^-hl**-**™-1'*-^' **» 
y U-y 

= 2.43 

f . 1 1 / , "2/3,, ,-1/2 1 /l l\ 
{ ** yl/2^3^1/2 " 3 / d " " ( 1 " W ) " 3 B ll'l) 

=1.40, (D41) 

For a quadratically varying B field ' 

^ M -i 2"-^- 2- CD42, \3s / . s 0 \ / s=0 max 
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Eq. (D38) may then be written 

2 \2/3 

and from Eq. (94) the corresponding response matrix elements are 

1/2 W /l2jVns2 V ' 7 B„ V / 3 

i \ V„ / \ max 0/ 
(D44) 

Since the integrand of Eq. (D38) neglects oscillatory factors, the magnitude 
of Eq. (D44) is an upper bound on |R | calculated from the complete 
quasi-local expression, Eq. (94). 
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Appendix E. Evaluation of R m n and R* 

The integrals in the response matrix expressions, Eqs. (65) and (97), 
have singular integrands that require careful treatment in numerical evaluation. 

The integral in R is calculated along the real u axis, and whon fre-mn 

quency w is real, the resonant factor is singular at positive values p. satisfying 

ui = (2A+a)u^(x,PJl). (El) 

In this case, the singularity is removed by adding an integrable term that 
cancels the singularity at ]i=U„ and subtracting the analytic integral of that 

2. new term. Near u„» a Taylor expansion of to, gives 

^ mW w ' V - H L «• J 

The singular term of the y integral is then formally rewritten 

2 
/ d M G8,mn ( X , M ) " 2 2 2 

, .> 2 G » „ „ X 
* / dp exp[-v(x,li)l <G, „(X.u) -5 T l ' " 

•6 I te" u> - (2^ro)V<X>u) 

.ut(x)l 

( 2 4 W , 2 ( ^ ) K 
M V U A 

_^>JJ.*^A „ h t t ) ] L [ V B ] . . . 
(2H+o) 

W * ' ^ " VX~,T) 9X T fa ( X ' 1 " 'u.^'"' ^f^X.M)] 

V<X,U) - £ (Xs m a x ) . 
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£<x> = v [x»u^(x)l 

The final term in Eq. (E3) is the integral of the added u integrand term, 
63 

the principal value being the real exponential integral 

E t(x) JaySSB&L (E4) 

and the iir term being the residue contribution at u ? . In performing the 
integration along the real p axis, tho contour has been deformed so that JJ is 
always below u*» and therefore Im(co)>0 as required by causality. Near Vn the 
integrand in Eq. (E3) goes to a constant value 

-VX)| 
(2fc+CJ) 

3 Gtan<X.y 

J u=u 

3uT(x,U) b 
3u 

so the integral may be evaluated by standard numerical techniques. The 
function S has no singularities and may likewise be integrated conventionally 
over p. 

The exponential integral in Eq. (E3) introduces a logarithmic singularity 
at values of X where Up vanishes. To integrate the term over x» t n e integral 
is written as a sum of subintegrals, each of which is approximated analytically. 
If the quantity 

•W x > (E5) 
(2H+0) 

M=MS 

is treated as a slowly varying function of x> the required integral is written 

hnn = I d* hma™ «P["VX)] E. |y X )] - i * 

• i 'WV / d* ̂ M J *y "^ - ( E 5 ) 

Ux) 
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i - A v 
where \ , are midpoints of the intervals A Jx bounded by points X- = X- ± ~-? 
and the exponential integral factor has been replaced by a complex integral. 
Using v 0 as an integration variable and integrating Eq. (E6) by parts then gives 

vS) 
v x /x=x. 

(E7) 

Here the v. derivative has been assumed to be slowly varying over A X- The 
p integrals of S and the first term of Eq. (E3) are both smooth functions 
of x and may be approximated by trapezoidal rule integration. If the intervals 
Ay a r e t aken equal to the step size Ax used for numerical integration, then 
R from Eq. (65) may be written 
mn 

where 

2 2 TTV B J e o v 
^ L fonnVAj' j £mn (4)]+v"44)| 

Jx.ut(x)] 

l2M- e ! ipC- y)[E.< y) - lir] 

(E8) 

" t a ' X 1 = / < 3 u e x p [ - v ( x , p ) ] 
<" < W X > , i ) 

o2 - (2d+a)V(x,P) 

&mn •••»M 

(2S.+0) wL KH 
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Fig. E-1. Integration path for I(k , k , , j ) . 

-109-



f x 3FJX.W) 
H I (x) = / * - j i - . -..= S < X , P > 1 1 1 1 1 0 u lb<X>lO »X 

and 

w.. = Ax j < J 

- { Ax j - J . 

Here the weight factors w. are correct for trapezoidal rule integration with 
II, = III n = 0 at x " 0. In practice, the leading factor in I, is lmn Imn r lmn_ 
approximated at X- by linear interpolation between values at X- an& X-* 

The ion response matrix R requires evaluation of complex integrals 
I(k.,k«,j) and II(k ,k ,j) given respectively by Eqs. (95) and (98). For 
Kk.. ,k„,j), an integration path in the complex z plane is chosen that avoids 
all integrand singularities. From Eq. (95) there are several considerations 
governing choice of a contour: 

• For large \z\, Im(z) should have the same sign as w-jfl. . 
• As |z)-*0, z should approach the negative real axis so that the exponential 

in Eq. (95) is strongly damped and nonoscillatory. 
2 -1/3 

• The three singularities at z = (-ijAfiVn /12) should be avoided. 
Appropriate paths for ui-j£2 greater and less than zero are shown in Fig. E-l. 
The angle either path makes with the positive real z-axis is selected to give 
the integrand a large negative real exponential factor for large \z\. 

iCk-.jk-jj) is then evaluated by numerical integration of the real and imaginary 
parts of the integrand along the complex z path, and integration is terminated 
when the integrand has become sufficiently small. The approximate criterion 
for convergence of the integral is 

1/3 -. 
Im(z) 3, 
•*-JB10 ' 2 

/JA&V„\ 
\ 1 2 / > 10. (E9) 

Because the plasma dispersion function is analytic, the integral II(k ,k ,j) 
is evaluated by numerical integration of the real and imaginary parts along 
the positive s-axis. 
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Appendix F. Evaluation of Sm nand T ! m 

The orbit integrals S and T_ defined respectively by Eqs. (57) and mn lm 
(52) are unsuited for efficient numerical evaluation. Positions along a 
field line must be calculated as a function of time, and since the integrands 
have a sinusoidal position dependence, the appropriate time step for integra­
tion changes considerably as parallel velocity v„ approaches zero near the 

43 orbit turning point. Even though the numerical integration routine used 
adjusts the step size automatically, extra integrand evaluations are needed. 

It is convenient to replace t by a variable 

" [ = X " s(t;X,M)/sm 

11/2 

whi ere x i-s the dimensionless turning point s (E,u)/s that is used instead 
of energy E in evaluating R In terms of x, the orbit integrals are written 

mn ^ 
8u. (X»JJ)S b A max f2 

f dx v„[s(x);x,u] | sc k s(x) sc :[kn«(K)] (Fl) 

and 
1/2 

V x , v ) = ^~~{ l»-[«Wsx.ul| • [(2JJ-W)wb(x,M)t(x;x,M)] s c | k
m

s ( x > | 

(F2) 

t(x;X>l-0 = - 2s f dx' -i , , ?- — -
max/ IviJsCxMSX.P 

(F3) 

B(X) = (x - x ) S m a x > (F4) 

and 
2 2 

v„(s;x»U) = — • J[ B<* ,»« ) " B U ) ] + * ( X Smax' -*(s) (F5) 
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The bounce frequency is calculated as a function of x a n (* U using Eq. (F3): 

%<X'V) ° 2t(o!X,U) • ( F 6 ) 

Since both x and v„ vanish linearly with position as s + s » the x/|v„| 
factor in Eqs. (Fl), (F2), and (F3) approaches a finite value near the turning 
point. The integrands are consequently nonsingular as desired. 
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