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The Graphical Spin Algebra has been shown to be applicable in 

a cartesian coordinate system without major modification. Then the 

(G. S. A. ) allows a new and very easy approach of the usual vector 

analysis. Some examples of application are given. 



1. INTRODUCTION 

The Graphical Spin Algebra {G. S. A.) (Elbaz and Caste! 1972) is now 
well-known as a powerful tool to handle the Racah algebra of the SU group. 
Different extension have been given for the SU group or even for all compact 
groups (Agrawala and Belinfante 1968, Guichon 1975, Stedman 1975, 1976). 
The {G. S. A. ) lies on a one-to-one diagrammatic representation of the elements 
«jf the group and on some fundamental rules of transformation based on the well-
known rotational invariance orthogonality and completeness relations. For the 
purpose of this paper only some basic aspects of the (G. S. A. ) have to be known 
(Elbaz ar.d Castel 1971). [ 

! 
Recently we have shown (Elbaz and Nahabetian 1977) that one could 

define a graphical representation of the vectors or vector operators in a spherical 
coordinate system and use the (G. S.A. ) to get very interesting results with the 
Wigner-Eckart theorem for instance. We have then been interested in writing • 
directly a tensor in a spherical or in a cartesian basis (Elbaz and Meyer 1978) 
and shown that the vector and tensor polarization observables could be obtained ' 

without any difficulty and in a systematic way. But appeared then an 
interesting feature. When a graphical representation of the metric tensor (Coope 
and Snider 1970) E / ( r | s ) was given one could use the (G. S. A. ) without im- ' 
portant alteration in a spherical coordinate system as usual or even in a cartesian 
system. 

The choice of a proper convention to link cartesian and spherical systems 
was then important and it appeared that the use of the Biedenharn-Rose convention 
allowed and identical graphical representation of the scalar and dot products of 
two vector operators. Moreover since the " 3nj " coefficients a re scalars , 
independent of the coordinate system^ one could use the (G. S. A. ) without specifying 
the reference frame and defining it only at convenience. 

Such a result was sufficiently important to reconsider the graphical repre
sentation of the vector operators. It appeared effectively that the usual graphical 
rules of the (G. S. A. ) and the knowledge of two special cartesian Clebsch-Gordan 
coefficients gave immediately all the usual results known as the vector analysis 
and allowed the obtention of a lot of new relations in that field. In a didactic 
point of view the method allowed to get easily some well-known results tedious 
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to establish and difficult to remember. 
In the first part of this paper we shall recall the relation between cartesian 

and spherical coordinates and the graphical representation of the corresponding 
vectors (or vector operators). Then we shall introduce the cartesian Clebsch-Gordan 
coefficients and evaluate two simple cases. It will define the proper convention as to 
obtain identical representation of the scalar and dot products in cartesian or 
spherical coordinates. We shall then show how to use these results in the vector 
analysis. 

2. STANDARDIZATION OF VECTOR OPERATORS 

An infinitesimal rotation or around an Ou axis transforms the "a 
unitary vector of a cartesian coordinate system into a' with 

"a"' = ~a + a IT A "a (2. 1) 

A vector operator A thus becomes 

A = A . a' = A . ( a + o u A a ) = A + aA.(u A a) (2.2) 

As an operator A transforms into 

A = D + A D = (l + i a j ) A (1-lff J ) (2.3) 

a* a a. a u a u 

a comparison between (2, 2) and (2. 3) gives the commutator 

tJu»Aa!l = i~A . (~Z\7) U.4) 
If the u unitary vector is chosen as e*l unitary vector along the 

Oz axis in a cartesian coordinate system and T along the Ox , Oy , Oz 
axis , one finds immediately that 

[J ,A ] = i A 
Z X J y 

[ J .A ] = 0 
* z 

We note on the other hand that 

T= »,«*,'•, (2.6) 
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leads to the usual commutation relations 

1 * 7 = i T (2.7) 

Let us now consider the transformation by rotation of an irreducible 

tensor operator (I. T. 0. ) T 

T; = R T . R + = E T, D k (R) (2. 8) 
kq kq kp pq1 ' v 

An infinitesimal rotation a around the Ou axis giveB the Racah's 

definition 
r J u ' T k q J = S < k p U J **> T k p (2-9) 

Such an expression can then be evaluated by setting the Ou axis 

along the cartesian axis and we get the well-known relations 

[ J , T, ] = q T, 1 z kq J kq 
, \/z (2. 10) 

[ j î ' T k q ] = T k q t l [ ( k ï q + D ( k ï q ) ] 

with J+ = J t i J . x y 

If we now compare the commutators 

C J z , A j = 0 and [Jz. T, , , ] = 0 

it becomes natural to set a linear relation between thexm 

T 1 0 = c A z (2.11) 

Substituting this value into (2.10) gives 

c [J ±. A J = a T l t l 

or equivalently 

T I * I = / r ( t J « , A ^ t i r v A ^ } ( 2' 1 2 ) 

The above commutators are easily determined with (2. 4) 

[J . A ] = - i A 
x z •* y 

(2.13) 
[J , A 1 = i A y z J x 

\ 



We now obtain a linear relation between the cartesian ( A A A ) _̂  x y z 
components of the A vector operator and the T, components of an 

l 3 — 
I. T. O. . One d e f i n e s the standard components A, of the A vector 
operator 

1-1 

^2 
0 

S/2 
0 

n rz 

(2.14) 

Note that two conventions a re usually chosen to determine 
the c coefficients 

Edmonds (19^7) c = + 1 
Biedenharn and Rose (1953) c = + i 

(2-15) 

We can finally note that the standardization of the kinetic momen
tum J allows an easy graphical expression of Racah's definition of the 
I TO since the Wigner-Ecksrt theorem applied to the J . matrix element 
gives 

A 
: k p l J | M | k q > = — « ~ V (2-»6) 

In KP 

where the marking circle brings the < k |j J Jl k > value. 

We introduce (2. 16) into (2. 9) to get after summation over the 
magnetic quantum numbers 

u kq J 

and since 
< k || J || k > = c l/k(k+l) (2k+i) 

[ J . T. ] = T. x c /k (k+ l ) (2k+l ) ( q ^ ' k ) H k q J k q * u k u q ' 

(2. 17) 

(2. 18) 

(2. 19) 

a result already mentioned by Brink and Satchler(1971X 
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3. DIAGRAMMATIC REPRESENTATION OF VECTOR OPERATORS 

3. 1 Spherical (standard) coordinates. 

Using the(G. S.A.) diagrams (Elbaz and Nahabetian 1977) , we 
define a spherical, or standard basis 

llH > = i > 

/.. (3. 1) 
<l,i l = • — « — 

which verifies completn«ss and orthonormalization relations 

t I lv.> < lui = i 1 1 = 1 (3.2) 

l fa tu' fu / « ' 
< U I lp." > =—M—l—• =—— —» = A (3.3) 

In such a basis a vector operator A will be defined by its 
components [18*] 

A = < A I l n > = ---»•—I > = * i — • — ( 3 > 4 ) 

A 1H = < l ^ 1 A > = — * - " ' **~~ = A l M — (3. 5) 

The scalar product ia introduced through 

< A I B > =—*•—t—•»-—= E < A | l | 1 > < l | i [ B > = ' ' > 
(3.6) 

I A B + = E ( - j ' ^ A B 

< 2 | ^ > = ( A ^ j + A j B 1 - A 0 B Q ) (3.7) 

The standardization (2. 4) finally gives 

< ^ l'a > ^ - cZÂ*. B (3.8) 

As previously mentioned Edmond's convention gives 

A i A —• — 
< A I B > = . A. B (3. 9) 
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whi le the Biedenharn'a convention l e a d s to 

A i A -.- -*-
< A | B > = A , B (3. 10) 

3 . 2 Car te s ian coord inates . 

One introduces the car te s ian v e c t o r bas i s e and for the sake 
• r 

of s i m p l i c i t y we s e t 

« , J* 
| e r > = | l r > = \—• = r—* ( 3 . 1 1 ) 

with r = 1, 2, 3 = x, y, z . They form a c o m p l e t e or thonormal bas i s 

£ | l r > < l r | = I 1 = I 
r 

( 3 . 1 2 ) 
Ar J* 

< 1 r 1 s > = »> I * = & 
' T B 

At this s tage one m u s t point out that the above re la t ions a r e par t i cu lar 

c a s e s of the d e s c r i p t i o n of t e n s o r s in c a r t e s i a n c o o r d i n a t e s . 

( j j ) m , 

If A (m ) def ines a t e ns or of rank m ( 3 components ) 

and of o r d e r j . { (2j f 1) independent components)» a Car te s ian C l e b s c h -

Gordan coe f f i c i ent def ines the decompos i t ion of two i r r e d u c i b l e s p a c e s 

H and H ' into a sum of subspace H J (Coope and Snider 1970) 

j , J, J 3 P j , 3, 
( A ' ( m , ) t B ( m z ) ) m = 2 A ' ( m , ) B % . . , ) « ^ r ^ j ^ j ^ a 

( 3 . 1 3 ) 

- 3 m i m 2 

m , + rn m„ 
1 2 3 

where 3 = 3 i s the d imens ion of the product s p a c e , and p 
i s the mul t ip l i c i ty . 

One then define the m e t r i c t e n s o r 
t i t' j 

-** »— = E 3 ( t | f ) ( 3 . 1 4 ) 

and the m o r e genera l c o m p l e t e n e s s re la t ion b e c o m e s 
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^Wy^W 3- 1 5' 
•A A. *t 

Since E ( r | s ) = * we find the above mentioned re lat ion . 

The c a r t e s i a n components of vec tor o p e r a t o r s a r e then 
A 

A , A , ft - ir A At 
A = < A | 1 r > = < A | e > = - * » - I > — - fl I — * ( 3 . 1 6 ) 

with r = 3c, y, z = 1, 2, 3 . 

The s c a l a r product i s now 

A • A A , i A £ ^ £ + 
< A | B > = E < A | l i > < l i l B > = fl I 1 & = S A. B. 

(3. 17) 

when deal ing with hermi t ian o p e r a t o r s B. = B. and 

A , A •— — 
< A | B ? = A . B (3 .18 ) 

4 . CARTESIAN SPHERICAL TRANSFORMATION COEFFICIENTS 

We can e x p r e s s a spher i ca l component A of the A vec tor o p e 

rator in a c a r t e s i a n coordinate s y s t e m 

A = < A | 1 U > = E < A | e. > < e. | In > 

A » E A. < e. I l|i s> 
ji . 1 i ' 

Graphical ly it fo l lows that 
e i . ! ! * <e. I l n > = » | > 

It def ines the m a t r i x e l e m e n t of the U- t rans format ion m a t r i x 

( 4 . 1 ) 

(4.2) 

A = U A. = E < e, u > A. (4.3) 



and 

<e. I 1> <e, I 1> <e , I 1> \ /—f=> - 4i- 0 
< e , | 0 > < e E l o > < e | 0 > 

- 1 > < e 3 | - l a 

A. = u! 1 A = Ï < u | e > A 
1 ' I * » u 

0 
ic 

VF ~yjz 

(4. 

(4.5) 

with 

IT 

< 1 J e ; > < 0 | e i > < - l | e i > ) 

" = ( U ' ) + = I < l | e 2 > < 0 | e 2 > < - l l e a > 

< l i e > < Ole > < -1 | e > / 0 

. 2 
i c * 

(4 .6) 

This t rans format ion m a t r i x i s unitary and one can e a s i l y ver i fy that 

K < ' n ' | e. > < e.l In > •-îrf (4.7) 

- e . | u > < |i ( e . > U UT • » t : (4.8) 

An operator K t r a n s f o r m s the var iance of the m a t r i x e l e m e n t 
(Stone 1976) 

K 2 < l n | e . > = (-)'""• 

'« 

<«,l 1-H> 

», '« 
» l • «— 

(4.9) 

2 -x-
and one can veri fy that in any c a s e K c = - c ( 4 . 1 0 ) 

The Edmond' s convent ion g i v e s K = -1 whi le the o ther g i v e s K 2 = +1 , 

H e r e aga in it s e e m s m o r e natural to g ive up the Edmond's 

convention and u s e c = i . 

5. TENSOR PRODUCT IN SPHERICAL COORDINATES 

The A c o n s i d e r e d aa I T O of rank 1 a l l o w s the de terminat ion of 

the Sensorial product ( A x B v ) v a n d graphica l ly i t i m m e d i a t e l y fo l lows 



|i v kq kq (5.1) 

The tensorial product of zero rank is related to the scalar product 

1 A . ** . B 

K 2 0 - S ..2 

and the rank one to the cross-product 

(5.2) 

I 3 l - S - = - i£ - (-c 23". f ) (5.3) 

(A x B v ) = - T ( A » B ) 

V 2 

(5 .4) 

or equivalently 

iVT i s . (5.5) 

One can then obtain the graphical representation of more complex 

products like 

(Â* JB) . C = (B*A c'). X = ( C M ) . B = - iy^c CI — 

(5.6) 

' s + ; 
-*—»—«—I c 

( ( A * B ) A C ) , 

/ 
(5.Y) 

-* 1 A 

or even construct other tensors of rank one. We have for instance 
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( Â \ ~ C ) B , = - c 2 At '• i c 
x 1 z. 

'* 
à l • — 

( 5 . 8 ) 

We then e x p r e s s the sum o v e r X = 0, 1, 2 to get with (5. 7) 

T, ( A , B, C ) = C t-
13/ 

[ (A*. C ) B [ 

~-(A. B ) C , II- } ( |AAB)J C) ,J 

( 5 . 9 ) 
One can a l s o d e t e r m i n e the k = 2 t e nsor components of the t e n e o -

rial product of two v e c t o r o p e r a t o r s 

< A . . * B 1, 

which l e a d s to 

( 5 . 1 0 ) 

(A x B ) „ , = A , B , = - ^ - [ ( A B - A B ) + i ( A B + A B ) ] 
f v [i NJ 22 1 1 2 x x y y y x x y 

. 2 

' A . . x B - ' 2 i = 7 T ( A o B i + A i B

0 ' = -^r^A,B^KBJ+^A,B^\DJ n v ; z x x z 

W Z O - VT ( A l B - l + A - . B l + 2 A 0 B o ' « " ^ ( A - B - 3 A z B z ' 

(A, x B I, , = ~ î r ( A n B , + A , B J = 4 - [ ( A B +A B ) - i (A B +A B ) ] 
H v 2 -1 ^ J 0 - 1 - 1 0 ' l l z x x z z y y z J 

(A x B ) , , = A , B = - ^ - [ ( A B - A B ) - i ( A B + A B ) ] u v 2 - 2 - 1 - 1 2 u x x y y y x x y 
( 5 . 1 1 ) 
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6. SCALAR AND CROSS PRODUCTS IN CARTESIAN COORDINATES 

Let us construct the tensor product o£ two vector operators in 
cartesian coordinates 

A--J' 
(A « B ) = —= R - = E < 1 r, l r , | Ss > A B 

1 6 (6.1) 

In order to obtain the scalar and the cross-product we have to 
evaluate two particular cartesian Clebsch-Gordan coefficients 
< l r l r | 00 > and < l r l r | Is > . 

It can be easily found that 

< Ir Ir I 00> = S < l r 1 | l n 1 > < l r | l | l > . < l|l I„. I 00> 
"l^Z 

S < l r ] | l n I > < l r 2 | l - u , ! X l u 1 1-u.j 100 5» ( f > . 

We know that 

'""l Z 
< l r 2 l 1-jij > ( • ) ' = K < l p , [ l l r 2 > (6.3) 

< I r , Ir I 00> = E < l r , l lu, > KZ < lu I tr > -1= = -±= K 2 5 
1 2 1 1 1 2 ^ ^ r , r 2 

(6 .4) 

One can obtain then 

(A « B ) = —L K 2 A . S' (6. 5) 
r l r 2 00 V 3 
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and a comparison with (3. 10) shows that the Biedenharn's convention 

leads to the same value of the tensor product of zero order 

(A « B ) = —— A . B (6. 6) 
r l r 2 00 tJT 

in any coordinate system 

Let us now evaluate the cartesian Clebsch-Gordan coefficient 

< l r 1 l r 2 | l s > = E < i r j l l i i j l » < l r z U n 2 > « : l n 3 l ' .•> 

" l ^ Z ^ (6.7) 

' < , " , 1 - Z

, , " 3 > 

" l The use of the U matrix elements gives without difficulty the 
r l 

< l r , l r I l s > = - * £ - e (6.8) 
1 2 y[ï r , r 2 s 

where < = I if r , r^ s is an even permutation of 1, Z, 3 indices 
r l V ' 2 

and e = -I for an odd permutation and aero elsewhere. 
r l r 2 S 

In cartesian coordinates one thus finds that 

(A x B ) = -*£ • (ÂA B) (6.9) 
r l r2 s £ 

It is exactly the result obtained in spherical coordinates. It thus appears 

that one can use the same graphical representation of the scalar and cross-

product in spherical, cartesian coordinates if one choose the Biedenharn 

convention that is c = i and in that case 

« H ^ 1 & = A . B 

(6. 10) 

V6 q 
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in any reference frame. When working in spherical coordinates 

q = li = 1. 0, -I and in cartesian coordinatea q = s = l f 2, 3 = x, y, 

7. VECTOR ANALYSIS 

Let us first recall some obvious but useful results. The cross-

product of two vector operators reads now 

(A A B) = Jo" (7.1) 

If the components of A operator commute one can change the 

lecture order of the diagram without affecting the result ; one knows 

however that such a change multiplies the result by {-) . It then 

follows 

[ A , Â*] = 0 - 0 (7.2) 

We obtain for instance 

A A * 

0 equivalent to 7 A 7 = 0 ( 7 . 3 ) 

» A \ 
$ 

J" equivalent to J A J = 1 J 

(7.4) 

and with the Pauli matrices 
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- I * 
(7.5) 

An other interesting result is obtain with the cartesian coordinates 

coefficients 

** *-

At' ***" 
(7.6) 

E e s = 6 S , - S . » , 
. V i * r l r 2 ' V l r 2 r 2 r l r 2 r 2 r l 

(7.7) 

Let us now examine different products obtained with vector operators . One 

notes that when one introduces the v differential operator T7 j—^-2— 

one obtains easily some well-known results 

(CMI Â ) = ( Û ï ) = «/T "*% 

while 

divA = » . A - I A 

2 — - * J A 

7 = 7 . 7 = 7 1 — - 1 v 

(7.8) 

(7.9) 

and with the use of (7. 1) 



(curl grad) = */6 M (7. 10) 

7. 1 The triple scalar product. 

. ( B A C ) = ^ 6 0 (7. i i ; 

It represent ! the volume of the parallelepeped having A , B and C as 
three of its edges. Due to the symmetry property of the " 3 j n " coeffi
cient one can start the lecture from any vector operator and thus obtain 

Â" . ( B » C ) = B . ( C » A ) = C \ ( A A B ) 

We can express the above diagram in term of the determinant 

(7. 12) 

A A A x y a 

B B B x y 2 

c c c 
x y z 

(7 .13) 

If [ A, X ] = 0 one refinds that 

îf (7. 14) 

When two of vector operators a r e differential operators 
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div curl V v = yr £, - = 0 (7. 15) 

7. 2 Scalar products of two dot products. 

The use of (7. 6) gives an interesting expression of the scalar 

products of two dot products 

.A 
CDi-^—i* 

( Â » B ) . ( C « D | = t + 

( A » B ) . ( C A D) = ( A . C ) ( B . D ) - ( A . D ) ( B . C ) (7. 16) 

When dealing with vector operators which do not necessarily commute, 

one must take care of the order of the operator in the left and right hand 

sides. When the above are only vectors the order is unimportant. 

7. 3 The double cross-product . 

(A A ( B A C ) ) = 6 6 

> 

One can consider that one works in cartesian coordinates and uses (7, 6) 

to immediately obtain 
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a I ~ " 

* 1-4-1 fl 

tt-^-il 

e. i 

Â » ( B J C ) = B ( A . C ) — ( A . B ) C (7.17) 

If A = B = V one immediately obtains the well-known result 

curl curl (J = J » ( ' * C ] = v"C7 . C)- ' ? = g r â d d i v Ï Ï - » C 

(7. 18) 

On can use now the graphical representation of the double cross-product 

and the usual rules of the (G. S.A. ) Co get the analytical expression ol a 

particular tensor 

( A A ( B A C ) ) _ = 6 yjj a 6 £ / * " + ^ *• 

-« £** •)-* 

(ÂA { BAC)) q = 6 S $ 2 ( - , X { } } ^ } (7.19) 

One can develop that expression sines X = 0, 1, 2 and the corresponding 

" b) " coefficient take the values - — , -r- , T" . One then obtains 
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(7.20) 

and it follows that 

T, (Â, B, C) = (AA(BAC)) + - | - ( A . B " ) C + -^ - (CA(AAB)) lq q 3 q 2 q 

(7.22) 

Or with (7. 17) 

T, (A, B, '5) = (Â". C) B - (Â*. B*) C + -§- (A. B) C + lq q q 3 q 

- f t ( B . C) A - (A. ~C) B ] 2 q q 

T = 7 " ( X . ~C) B - -J- (Â. B) C + - J - ( B . C'JA (7.23) 
Iq 2 q i q 2 q 

identical to (5. 9) . 

One can rich the same reflult starting from the product ( B . C) A 

and aince X = 0, 1, 2 
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( B . CÎ) A = - ^ - ( A . B) C + 4 " ( C A ( A A B ) ) + T , q 3 q 2 q Iq 

T = ( B . C ) A - -J- ( I . B) C - - ~ ( C A ( Â A B ) ) (7.24) 
Iq q 3 q Z q 

and if the double/cross-product is expressed with {7. 17) one refinds 

(7 .23) . 

7. 4 Multiple cross-product . 

The use of the graphical representation of the scalar and c r o s s -

products and the rule (7. 6) allow us to write in different ways a mul

tiple cross-product . Let us take an example 

( A A ( ( B A C ) A D)) = £ i 4 
1 •* ' >t 

&1 
# 

A 
0 

(AA((BAC)AD)) = 6^6 V ( - "Vol 

St-^ 3 -
- t 

I- ^ ' — ( f l 
A A ( < B A C ) A D ) = ( B A C ) ( A . D l - I A . ( B A C ) ) D 

-« •« (7.25) 

One can cut the diagram in an another way 

(?A((B»C)AD)) ' 6^6 -N i -



20. 

AA(( BAC)* D) ( B. D) (AAC) - ( C D ) (AAB) (7. 26) 

One sees on such a simple example the powerfull of our method . 

One can analytically verify the (7.25) or (7.26) equalities but it demands 

a high degree of intuition to discover them with other techniques. One '.'an 

ask the reader to find directly the value of A * ( î A ( C i l ( D A ? ) ) J 

while one obtains graphically with repeated application of (7. 6) 

n 1 " * 
< + 

* H 4 - | + 
•i 

« * M - 4-

< 
-îi-aj + ;7 = ô-^-i« -\\-î-& - $ M - l 2 +$r-^-

fr-a—it ii-d-it 2r-*— î\-4-\S 

A"A(BA(c"A(rTA?))) = (C*. D) (Â*. E) B - ( Â*. D) ( Ê . C*) I* 

- ( A . B ) ( C . D ) E + (A . Ï3 ) ( E . C ) D 
(7.27) 

8. SOME EXAMPLES OF APPLICATION 

One can use (3. 17) to show that for the a Pauli matrices consi

dered as vector operator! 

T 2 q ( o , 7 ) = 0 (8.1) 

One can then easily obtain the following 
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We use the X = 0, 1, 2 and (7. 5) , (8. 1) to get 

±r%t.t -,3.iJJ-

and since 0 = 3 

(? . £") (T. ~B) - ( X. B") 4 i T. (A~A B") (8.2) 

One can obtain a more general expression when starting with the 

product of two scalar products of vector operators 

îi-i—ië 
( A . C ) ( B . D) 

"81- -4—1$ - E * x + (8 .3) 

T 2 ( A , B j . T j f C D ) = + (8.4) 

and one easily obtain* 

(A. <?) (B*. B) = ~ (A*. 1î) (<T. D) + y (AAÏf). (C"AD) 

+ T E ( X . 5"). T 2 ((f. ÏT) 

or the well-known form 

T 2 (7, Ë*). TZ(C', D) « (X. CMÏT. 'D) --J (X. 'B)(C' . ÏÎ) 

--J- (A»B) . ( ^ D ) 
(8.5) 

If C » D = f one refinds (8. 2) . If all the vector operators are different 
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one can express the scalar product of the two dot products with (7. 6) 

getting 

T 2 < À , B ) . T 2 ( C \ D) = y (A. C) (B*. B) + y (Â*. D) [B.Z) 

— (A. B) ( c \ D) 

A comparison with (7.21) and (7.23) shows that 

T (A, B*) . T ( ? , 3") = T (Â", ïf, cf). D = + 

or equivalently 

T 2 ( Â , Î ) . T 2 ( C , D ) = I | ( C , D , B ] . Â = T ] ( C , ' D , A ) . ^ 

= T (Â*, S",'5) . c" 

(a. 6) 

(8.7) 

(8.8) 

since the above diagram can be cut by isolating any component. 

One can evaluate the T (A, B ) . T (C, D) scalar product by 

starting from a mixed product 

V •t 

( A A C ) . ( B A D ) = 6 

tY \ | 2 = (A. BHcf. D)-(A*.D)(C.B) 

(B.9) 

One can now change the coupling scheme 

it h 

' ~ <r.B)(c".D)+ Y-(Â*A5) . (?Aj) . T 2 (A".B) . T,(c".D) 

(8. 10) 
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It comes finally that 

T 2 ( A ; B). T 2 (C" , D ) = y (A". B)('eî.rî)+ - J - ( Â A B ) . ( C A D ) 

- (A AC"). (BAF) ( a u ) 

This expression gives (8. 6) when one expresses the mixed products in 

terms of scalar products as in (8. 9) . 

We note that when C = D = c one can reach the dot product 

("5" A A ). (TA B) but it is easier to get it directly 

(?A A). (~A B*) = 6 + \ - / I = £A.'B-(T.'K)(O'.B) 

(TA A ) . ( T A B ) = 3Â*. B* -{T.X) (T. B") {8.12) 

or with (8. 2) 

( T A " A ) . (TA;B) = 2X. B " - i 7 . (A'A'B) (s. 13) 

Let us finijh by an example in which both cartesian and spherical 

aspects of the (G. S.A.} have to be used 

(8. 14) 

and since X = 0, I, 2 

* l - * - H S » 
(31.7) (31.7) « -\ +1 + 

J-J—(? 

(8. 15) 
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Since r A r = 0 the second diagram vanishes and we are left 

(?,.?) (? 2 . ? ) - - i -<3 i . ? 2 ) r Z 

T

2 < s , - V - V r ' r ) 

(8. 16) 

We divide the two sides by the length r of the r vector and set 

(8. 17) 

Since the only directionsof the r vector are now involved in the 

diagram, one can normalize it by %j~~i— in order to have 2—\ r 3 Y ( ? ) 
T 3 -"TH* * ' 

and use the usual technique of the (G. S . A . ) on the two s p h e r i c a l h a r m o n i c s 

thus le f t 

(8. 18) 

i-— — J — and w e f inal ly 
•J4TT y 3 . 5 

where the m a r k e d tr iad takes the value 

obtain 

(8. 19) 
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w h e r e 1 x =• Y* vu ("y ) t h e U f l u a l spherical harmonic in the r 

direction, and 

vector operLtor. 

A 
S \—-£- as. ^AËK i s t n e e t a n d a r d form of the spin 

9. CONCLUSION 

We have shown in this paper two important results. First if we 

use the Biedenharn-Rose convention c - i for the transformation of the 

cartesian basis into a standard (spherical) basis, the (G. S. A, ) is appli

cable without major modification in cartesian coordinates. Moreover, 

the graphical representationjof the scalar and dot products and of the 

scalar " 3nj " coefficients in the two coordinates are identical . One 

can thus work without specifying a priori the coordinate system. The 

second important result is that the (CS. A. ) can give a new powerful 

approach of the vector analysis in its more usual aspect. In that case 

one can deal with the only few graphical representations and rules 

A = A | 3 -

A . B = A h ^ \ û =2^ fl *-*~ "^-1 * -Z) ^ &<? 

' («i - f f t . 

^-4, 

^A., 

* » - , . 

.**,. 

One note that when dealing with these rules only, one can avoid the +Hi 

numerical coefficient in the dot product, but the use of the other rules of 

the (G. S.A.) makes this coefficient indispensable. We have given here 
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only few examples of the many possibilities of the (G. S. A. ) and of this 
approach of the vector analysis. 
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