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ABSTRACT. The accuracy cf the quantitative analysis of thick targets h
XRF is impaired by e¢ffects due to the absorption of x-rays in the matrix
associated with the non~uniformicy of the x~-ray beam and the lack of
knowledge of the actual distribution of trace elements in the target. The
uncertainty in the elemental mass associated to a definite number x-rays
detected is discussed in the paper. A correction factor is derived to
account specifically for the effect of the absorption of x-rays and the
non-uniformity of the x-ray beam,
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Ve A,
RESUMO. A cggigci- na analise quantitativa de elementos em alvos espessos
usando a tecnica de XRF e dificultada pelo efeito de absorgao de raios X
na matriz associzdo ao desconhecimento da distribuigao de elementos trago:
o alvo. A incerteza na determinagao da massa de um elemento associado a
um numero definido de raios-X caracter1st1cos detectado e discutida neste
trabalhc. Um fator de corregao e entao obtido considerando somznte efeitos
de absorgao de raios-X ns matriz e a nao uniformidade do feixe de raios-X
incidente,
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Cientifico e Tecnologico, Financiadora de Estudos e Projetos and
International Atomic Energy Agency.



INTRODUCTION

The quantitative analysis of :race elements, in a diversified
type of samples, has in X-Ray Fluorescence (XRF) analysis an
(1). The high sensivity of the XRF tech
nique permits, under appropriate conditions, the simultaneous

outstanding technique

analysis of a large number of elements. However, the accuracy

of the analysis of a thick target by XRF is impaired by effects
due to the absorption of x-rays in the matrix associated with
the lack of knowledge of the actual distribution of trace ele-
ments in the target. The corrections due to these effects are
generally obtained by assuming a particular elemental distribu
tion for the trace elements in the matrix target. Different
corrections for the x-ray self absorption effects can be obtain
ed for different distributions of the trace elements. Since the
elemental distribution in the sample is not known for most prac
tical applications of the XRF technique there will be an uncer
tainty in the elemental gquantity associated to a definite num-
ber of characteristic x-rays detected. In the present paper

this kind of uncertainty will be discussed based upon the assump
tion that extreme cases of elemental distributions, which will
result in maximum or mirimum quantities element present in the
sample, can be associated to the same definite number of charac
teristic x-rays detected. This approach has been chosen because,
in the XRF technique, the information available is usually the
number of characteristic x-rays detected, besides the energy

and intensity of the incident x-rays beam and geometrical fac-
tors. As a result, a correction factor is derived here to account
specifically for the effect of x~-rays self absorption and non-
-uniformity of the x-ray beam. Reliable expressions are also ob
tained to estimate the error and the uncertainty range in quan-
titative XRF analysis as a result of the effects mentioned above.
The possible enhancement effects were neglected in the theory de-
veloped in the present article. However, considerations about the
contributions of such effects in the elementar analysis by XRF

can be found elsewhere, see for example an article by Sparks(z).



The approach used in this work is somewhat similar to that
(3)

adopted by the same authors on a previous article about
uncertainties in elemental quantitative analysis by Proton
Incuced X-ray Emission (PIXE), although there are remarkable

differences in the causality of uncertainties in XRF and PIXE.
THEORETICAL FORMULATION

An experimental geommetry commonly used in XRF analysis is ob-
tained by detecting the characteristics x-rays emitted by the
target through a 90° angle with respect to the direction of

the incident collimated x-ray beam, as shown schematically in
figure 1. Under this particular geommetrical configuration the
number of characteristic x-rays emitted, Nx’ from an element
present in a target sample of thickness, t, irradiated by a pure
monochromatic x~-ray beam of energy, Es’ is given by the equation:

Nx =2 ENS 9% [P(x',y')n(x,y,z)mtp(-usz/cose)exp(-vcz/sme) d&x dydz (1)
4r s /

or, after an appropriate change of variables

N, = 2 eNs Op JP(xcoso—zsin@,y)n(x,y,z)exp(-usz/cose)exp(-ucz/sene)dx dy dz (2)
4n ]

where the coordinate systems are indicated in figure 1;

@ 1is the solid angle seen by the detector;
e is the intrinsic efficiency of the system for x-ray det.ction:
N8 is the number of monocromatic x-rays with energy Es irradiating
the target sample;
P(x',y')dx'dy' is the probability of an x-ray photon to cross
the elemental area dx'dy’ in the vicinity of the
point (x'y'), and is considered constant along
the direction of the incident beam before entering
the target:;

g is the x-ray fluorescence cross section of photon energy Es;
8



ni{x,y,z}dxdydz is the number of atcms of a particular element
in the elemental volume dx dy dz;
Mg and e are the mass attenuation coefficient for the incident
x-ray beam and the enmitted x-ray respectively.

It becomes clear from the above relation that the number of

characteristic x-rays detected will depend on the number of

atoms of a particular element and on its distribution in the
target sample. Using the relation for the number of atoms of
a particular element in a target sample

N = Jn(x,y,z) dx dy dz (3)

one may conclude that there are large number of distributions
which may satisfy relation (3). Particular distributions which
lead to the maximum and the minimum number of atoms of a par-
ticular element present in the sample that can be associated
to a definite number of characteristic x-rays detected are
discussed in the present paper.

The maximum amount of a particular element present in the sam-
ple that can be associated to a definite number of characteris
tic x-rays detected corresponds to the case when that particu-
lar element is concentrated in the least intense recgion of the
incident beam and the effects of self-absorption of the X-rays
in the target are maximized. This will occur whenever all atoms
of a particular element are located in a point (xo,yo,t) in the
surface opposed to that of the incident beam as illustrated in
figure 1. Therefore, we can represent this distribution as:

nix,y,z) = NMAX 6(x-xo ¢ YY z-t) (4)
where 6(x,y,2) is the Dirac's delta function.

The probability that the least intenae region of the x-ray
Leam will strike the target sample at a point (x;,y;,O) on

thi. surface facing the incident beam is given by the follow-
ing expressions:



(5)

y\x;,Yf) = PIX ©0sd, yo) =P

c MIN

vne probability that the lezst intense region of the beam will
strike the point (xc,yo,t) sfter traversing the thickness t ir
the target is then given by P, . e ¥st/coso

Substituting the above result in equation (2) it can be trans-

formed after irtegration ani rearrangement of the terms, as

follows:

N
N = = S (4)
MAX ;: eN_ UES PMIN emp(-;st/bosﬂ)exp(—uct/sena)

The minimum amount of a particular element that can be associa.
cd to a definite number of cliaracteristic x-rays detected will
correspond to the case whaen all atoms of the particular element
in the target sample,distributed in such a way that the effect
»I ~elf absorption is minimum,are irradiated by the most intense
ragion of the x-ray beam. Therefore we can, in accordance with
iigure 1, represent the elemental distribution by:

N(X,7,2) §(x%,y,2) (7)

= Nyrn
This relation means that all atoms of a particular element are
concentrated in a point in the surface of the target sample
facing the incidant bean.

The probability that the most intense region of the beam will
strike at this particular point is given by:

P(OIO,O) = P (8)

MAX

As before, substituting relation (8) into equation (1) after

integration and rearrangement of the terms, NMIN can be expras-
sad ass
Nx
TS PO S (9)
47 s Es MAX



The maximum and minimum amounts of a particular element that

can be associate to a definite number of characteristic x-rays
are given by NMAX and NMIN respectively. The true amount of
elements present in the target sample should lie between these
two extremes. Therefore, we define the average number N of

atoms of a particular element that can be associated t3 a number

Nx of characteristic x-rays detected, as follows:

( )

Neax Nuin! | Smax s
2 2

N =

(10)

In order tc obtain an easier interpreting expression the follow
ing parameters are defined:

ps> = 1 N
<P> = 5 Prax*Puan’
A 2z !'. ho -
53 (Pmax"Pm1n’
£ =1 = exp(-ust/cose)exp(uct/sene)
Nx
N, =3 (11)
— ¢N o <P>
4n S s

Substituing the results given by relations (6) and (9), in
terms of the parameters defined above, into relation (10) we
obtain after straighforward algebra:

N = s

", (12)
(1-g) 2(<P>2-52) 2(<P>2-42)

<P> [<P>#4+(<P>=8) (1=E) <P>-A-(<P>-A)(1-;)}

Tiue above relation permits to estimate tne number of atcms of
a particular present in a target sample that can be associated
to a definite number of characteristic x-rays detected taking
into account effects due to x-ray self absorption and nonuni-
formity of the incident x~-ray beam. One can easily show that
if these effects are neglected, that is tomake £ = 4 = 0, N
will became equal to No’ Therefore for practical applications,



appropriated exprimental cornditions should be chosen to minimize
the effects mentioned above. Under such conditions A and ¢ will
become small enough to allow neglecting terms of terms A%, Ag
and A2¢ in equation (11). The following simplified relation in
thus obtained.

- Y
N = No 2=t + f a + £ }I. (13)
2(1-€)  ‘<P>(1-£)  2{(1-g) }
or
N=NF(1* ) (14)
where
F=—22%_ -1 (1. exply_t/coso)exp(u_t/sino) (15)
2(1-¢) 2 s
T = (cf + 1)(et + 1) -1 {16)
P,. .-P
cy - 5 _ _MAX MIN (17)
<pP> 2<pP>
Et = __;_. = g.:..]; (18)
2-¢ F

The correction factor F accounts for the correction due to
effects of x-ray self absorption and its dependence with f is
shown by the dark curve in figure 2.

¢ is the error introduced in the measurement as a result of
the lack cf knowledge in elemental distribution in the target
sample and depends on €y which accounts for the error due to
the x-ray self absorption, and on g which accounts for the
error due to the nonuniformity of the incident x~-ray beam.



DISCUSSION AND CONCLUSION

The theory developed in the preceding section suggests the im
portance of the effects of x-ray self absorption and non-uni-
formity of the x-ray beam in an elementar analysis by XRF tech
nique. To illustrate the results obtained we consider an hypo-
thetical sample constituted by a Carbon matrix with Chromium

as trace element. The sample is to be analyzed with a pure mono
chomatic x-ray beam of 22,1 KeV (Silver K, line) obtained from
a Cadmium 109 source. In this condition the variation with the
target thickness of the correction factor due to the effects
mentioned above are evaluated for the maximum, average and
minimum quantity of Chromium, associated to a definite number
of characteristic x-rays detected. The values for the x-rays
mass attenuation coefficients were extracted from published
tables‘. The results are presented in figure 3. Figure 4 shows
the variation with the target thickness of the error associat-
ed with the measurement, as defined by relation (i16) in the pre
ceding section. The uncertainty in the measurement is defined
by the range between the two dashed curves in figure 3 and re-
flects the lack of knowledge of trace element distribution in
the target. The increase of the correction fgctor and uncer-
tainty as well the error can be verified easély by inspection
of figure 3 and 4 respectively. These results suggests that

for a more precise analysis using the XRF technique, the choice
of experimental conditions should be such that minimize the
effects discussed in the present article,
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FIGURE CAPTION
Figure 1 - Schematic of the target orientation.

Figure 2 - Relation between the number of atoms N associated
to a definite number of observed x-rays and the
same number N obtained neglecting all corrections
as a function of n. The solid curve is for the
averaged value of N obtained from the maximum and
minimum values given by the dashed curves. In all
cases an uniform incident x-ray beam was assumed

Figure 3 - Relation between the number N of atoms of Chromium
in a Carbon matrix associated to a definite number
of characteristic x-ray beam with 22,1 keV energy and
the same number N, obtained neglecting all correc-
tions as function of the target thickness. Solid
curve is for the average value of N obtained from
the maximum and minimum values given by the dashed
curves. In all cases an uniform incident x-ray beam
was assumed.

Figqure 4 - Variation with the target thickness of the error
in the measurement of Chromium homogenously distribut-.
in a Carbon matrix as a result of the x-rays self
absorption.
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