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Abstract 

Various properties of the hyperspherical potential basis 
are investigated. The expansion of any two body function, in 
particular the two body potential, is given. The matrix elements 
with two and three potential harmonics needed for the construction 
of the potential matrix are calculated. Useful recurrence formulae 
are derived. The concept of potential basis is extended to systems 
with any number of fermions. A method for improving the accuracy 
in the expansion of the wayefunction in taking more than the two 
body correlations is suggested. 
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Introduction 

Among the various methods used for solving the Schrodinger 
equation the Hyperspherical Harmonic (H.H.) expansion method seems 
to be one of the most efficient. But any method has its own diffi­
culties. Here the large degeneracy of the H.H. basis prevents to 
take the complete basis into account in the expansion problems. 
One must therefore select a restricted basis adapted to the inves­
tigated problem. It has been shown longtime ago that in chosing 
the potential basis for the expansion of the wave function one 
nearly exhaust the effect of the potential leaving only a weak 
residual interaction. 

It is the consequence of the property that.,, for a two body 
interaction the potential basis gives a complete description of the 
two body correlations. Therefore to go beyond it is necessary to 
introduce the many body correlations which give only small contri­
butions, at least in nuclear bound state problems, because the pro­
bability for three particles (or more) to interact at the same 
time is small. 

In this work a method for constructing the potential basis 
and calculate the related potential'matrix is investigated. The 
so called optimal subset, which is actually the ingredient from 
which the wavefunction is constructed, is constituted by linear 
combinations of elements of the potential basis for various pairs 
of particles adapted to the required symmetry in the exchange of 
particles. Before going into the subject let us begin with a brief 
history of the potential basis. 
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In the first stage of the H.H. expansion method only the 
three and four body nuclear bound state have been investigated ' 
The results «as not encouraging because too many coupled equations 
should have been integrated to obtain a converged solution even 
with the most simple potentials . Then Simonov constructed 
a basis introducing the symmetry in the three particles system as 
a quantum number. This basis is obviously a linear combination of 
the unsymmetrized complete basis, nevertheless in keeping only the 
H.H. exhibiting the required symmetry one reduces again the number 
of components occuring in the expansion of the wavefunction. But 
even in using this reduced basis the degeneracy «as still too large 
to enables one to treat the three body problem with realistic 
interactions , because a too large number of coupled equations 
have again to be integrated in order to obtain a good accuracy. 
Then the potential basis was introduced in order to reduce to 
the minimum the number of coupled equations in keeping only the 
equations d.irectly connected to the most important term in the 
expansion of the wavefunction. 

This potential basis is extracted from the product of the 
potential and the predominant term occuring in the expansion of 
the wavefunction. The first proof that this procedure leads to a 
good solution was given in using the optimal subset for solving 
the trinucleon bound state in the space completely symmetric S 
state ' ' . Erens et al. expressed the potential basis as 
suitable linear combinations of the Simonov basis and studied 
the error made in using exclusively the optimal subset. The poten­
tial basis which was in a first step only constructed for central 
two body potentials has been later on defined for any tensorial 



two body operator and in particular for the nuclear tensor 
force. 

Nearly at the same time Efros also derived the equa­
tions leading to the potential basis but he did not understand 

(23) the adequacy of the technic using the kinematic rotation vector 
as a tool to derive the matrix elements with potential harmonics. 
The first physical application of the potential basis has been the 
calculation of the bound state of the trinucleon system and 
4He(8,9,12-19) 

(12) To this respect J. Brumsma et al. who did not use the 
potential basis for the D state occuring in the triton wavefunction 
had difficulties to obtain a converged solution because too many 
harmonics were included in the D component. Since its first intro-

(13-19) duction all the good realistic calculations have been 
done in using the potential basis. The extension of the calculation 
to systems with a large number of fermions is difficult because 
the basis must be defined individualy for each investigated state. 
A method for treating this problem has been proposed by Gorbatov 
et al. ' and applied to the calculation of either the ground 
state or excited states of light nuclei with the semi realistic 
GPDT potential < 2 4 * . 

(21 22) In recent papers ' w e presented another method for 
solving this problem in defining the weight function associated 
with the harmonic polynomials constituting the potential basis. 
The concept of potentail basis is so important in the H.H. expansion 
method that we thought that an extensive analysis of the properties 
of this particular subset of the complete H.H. basis deserves a 
publication. 
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In this work we derive the potential basis from polynomials 
associated with a weight function. Then one explains how to calcu­
late the H.H. expansion of a two body operator. In the H.H. expan­
sion method the Schrodinger equation is transformed into an infi­
nite set of coupled second order differential equations. In the 
last part of this work one shows how to obtain the various matrix 
elements needed for the calculation of the potential matrix occurin 
in the coupled equations. 

Finally, a few simple applications are given in order to 
illustrate how the H.H. expansion method must be used.-
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1-The Hyperspherical Harmonics 

Let (Ç.,...,Ç„) be a set of linear coordinates. A homonogeneous 

polynomial of degree L, HrLi (Ç.,...,£,.), is harmonic when it fulfil! 

Laplace's equation 

N 

I 
i-1 
Ë V| H^jCt,.....^) - 0 (1.1) 

Let us define the hyperradius 

(1.2) 

The function 

Yr-i(a) - r H (t) , ( f is the sett,,..., î„), (1.3) ILJ [ L ] I « 

is called hyperspherical harmonics (H.H.). (2 is a set of 3N-1 

angular coordinates describing the position of a point at the sur­

face of the unit hyperaphere r « 1. 

[ L] is a set of 3N-1 numbers labelling the polynomial. It could 

be for instance the degree n of each of the linear coordinates Ç 
3N 

occuring in the polynomial, subject to the condition E m * L. 

Y, ,> (£2) is the value of the harmonic polynomial Hr _. ÇÇ > at the 

surface of the unit hypersphere r » I. The complete hyperspherical 

harmonic basis can be calculated by recurrence. For this purpose 

one uses the property that the H.H. Bconstitute a complete basis 

for functions defined over the surface of the unit hypersphere. 
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Therefore, i;'f the Hr i (Ç. E ) constitute; a complete set 

of orthonormalilzed H.H. for the linear coordinates (£ . £ ), 
1 q 

then the complete set for the coordinates (£,,•••,£>£ .) is given 

by the solution of the equations : 

/ 
W ^ l V "n«q + l> V ' W ^'1({1 V ( K 4 ) 

d f i q + l
 _ 6[L] ,[L'] 6n,n' 

where the integral is taken over the surface of the unit hypersphere 

in the q+1 dimensional space and the p's are polynomials. 

Using the hyperspherical coordinates 

E ,̂ = r cosé . q + 1 Tq+1 

]"£. = r sin* ,, ... sine... cos<j> (1.5) 
1 l q+1 l+l î 
£j - r B i n * q + ] ... sin<j>2 (,(,, -0) 

the surface elements is given by 

q - 1 q - 2 
d S î q + l * ( s i n * q + l ) ( s i n ^ . q ) . . . sin<j>3 d $ q + , . . . d<|>2 

( 1 . 6 ) 

and the condition (1.4 ) becomes 

7 ( s i n*q+l 
2L+q-l L L 

) P n

( c O S % + l ) P n ' ( c O S * q + l ) d*q + l " 5n,n' ( K 7 ) 

The polynomials p (x) associated with the weight function 
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L+f-1 L + 3 T L 

(1 - x 2) are Gegenbauer polynomials C (x). The basis 

n 

obtained by recurrence, which is a product of Gegenbauer polyno­

mials is not adapted to t'.ie physical problems because it is not 

covariante in a rotation of any vector Ç. in the 3 dimensional 

space. 

Instead one can define the harmonic polynomials independently 

for each coordinate Ç. . Let H L(I ,C., . ..) and h^(Ç.,Ç .,. ..) be 

two harmonic polynomials of degree L and % respectively of two 

separate sets of coordinates (Ç ,?«,...) and (Ç^,Ç.,.-..). 

The product H, (£,... )n,, (5..... ) is also a harmonic polynomial of 

degree L + t . This result is an ohviouf con:>e'.ii6 '.ci of che linear 

structure of the Laplace operator 

Lu V? (1.8) 
i-1 x 

Let H T (1. *„ .) be the complete set of harmonic polyno-
'Vil ' N _ 1 ^ • 

mials for the first coordinates (€| ^N-l^' t n e n H[ T, 1 "l* 

. ,.,Ç .)Ç Y, (w„), where u are the spherical coordinates of 

-*• m " 

5 N and Yj, 1$ a spherical harmonic, is again a harmonic polynomial. 

Using the notation of the Ref.(l) 

r*UJ ,1 1 / 2 

[E d " r 8 i n * N *N * r cos*K °<*N«1 ( K 9 ) 

Eq.(1.4) becomes 

ir/2 

/ 
P n (cos<|>N) p n, (cos^Msin^) (cosi)iN) d*„ 

6n,n' (1.10) 
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LN-l , ! lN 
The polynomials p are generated by the weight function 

LN-1 + ~ *N+2 
(1 - x) (1 + x) , x - cos2*N, 

in the range -l^x^l. 

They are the Jacoji polynomials 

VrVâ 
P n(x) with VN_, - L N _ 1 + ^ ' 

in the D = 3N dimensional space. To obtain our basis we now apply 
a recurrence formula, starting from the 3 dimensional space which 
provides the spherical harmonics V l (uj). The hyperspherical coor-

(255 *» 
dînâtes that we use arex ' 

«(WJÎWJ .+2; ...;«>„,*„) (1.11) 

where &>. are the two angular coordinates of Ç. and ij>. is given by 

i = L 'J/2 
tan^ =f 2-rfÇj) ^i <'-12> 

i.e. by 

«H » r COSlfj, 

«i = r s i n $ N . . . cos$ . 
T l 

5 1 « r s i n * N . . . sine 
2 

(1.13) 
(*l -0) 

. (25) Generating the normalized basis by recurrence one obtains 
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mi -.-. m. (j) «..,!._ 
v r T l c«) - Y . , ( W «IY, J(W.) P.J 3 '($.) 
I LJ X.1 j - 2 *j J L j J 

(1.14) 

where, following the notation of reference (1 ), 

J) J J " ! 
(^j)" 

.,1/2 
2 V C v r V V 1 ( 

rcv.-n.-z.^rcn.^.^j 

I- L._ 
( c o s i ^ ) •'(simj.^J 

V j - l ' V ? 
P (cos2<fr.) 

J . J 

(1.15) 

with 

V j - V . . 1 + 2 n j + J i r | - L . ^ - l - L . . . * ^ * * . ^ - 1 

a,b 
F is a Jacobi polynomial. 
The set [ l] of the 3N-1 quantum numbers associated with the 3N-1 
degrees of freedom (JJ) is constituted by the 2N orbital and azimutal 
quantum numbers &., m. (j - 1,....N) and the N-I hyperspherical 
quantum numbers L. (j - 2,...,M) including the grand orbital 
quantum number L » L„. 
ht is related to the quantum numbers n. by 

j 

- £(2n.+A.) , (n, - 0) (1.16) 
i-l 

The H.H. (1.14) fulfils the relations 

/ 
Y [ T j (a>T I t , , (a ) dn - « [ l ] f I l , , (1.17) 
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where the Kronecker symbol is one where the two sets [ L] and [I/] 

are identical and zero otherwise. The surface element of the unit 

hypersphere is 

-A- 3 ^ 2 
dft - dioj T l du>.(sin$.) cos $ . dip • ( i .18) 

j - 2 3 3 3 3 

In p a r t i c u l a r , we have 
IT/2 

i - 4 
/ P L

J 3 \ * j ) PL

3, 3 ' ( ^ ( s i n * . ) (1.19) 

cos $ . d4. - 6 T . , J J Lj ,L . 

The Laplace operator written in hyperspherical coordinates in the 

D dimensional space becomes 

- v2 - 2 vï . i ! + £=i -i. • £1122 (i.20) 
i-l 1 dr 2 r dr r 2 

where L 2 (fi) i s the grand orbital operator .Noting thatr 1 , Yr L j (fl) i s a 

harmonic polynomial one obta ins the e igenequat ion f u l f i l l e d by the 

H.H. 

{ L 2 ( 8 ) + L(L+D-2)> YjjjCfl) « 0 ( 1 . 2 1 ) 

where L, the degree of the polynomial, is called the grand orbital 

quantum number. 
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2-The Potential Basis 

Let us assume that we intend to expand in H.H. a function V(r..) 

of the coordinates between the particles r.. « x. - x.. One defines 

a set of Jacobi coordinates for which 

? N - r \ . (2.1) 

r2 - 2 Ê (x.-S)2 .| L ^ . Î - T ^ i 
i-! x A M>k % * I l 

N + 1 

Th e H.H basis which is complete for the expansion of V(r. .) does 

not contain any function of the coordinates %. with j <N and is 

therefore given by 

l , m m (N) £ , 0 

$ W ( B i j > ' Y * ( »lj> P 2 K + * ( V V D - 3 > < 2' 2> 

r i j 
where we have put cos<J>„ - — , and 

/ r e » \ 1 / 2 

V D " 3 ) -[ £l j ( 2 - 3 ) 

is the H.H. of order zero in the D-3 dimensional space spanned by 

the vectors (ÇN_j,...,?,). 

The subset &y' (fi..)} constituted by the H.H. of order 
2K+£ l J 

2K+4 which are tensors of rank £ in the 3 dimensional space is 

called the "Potential Basis". It enables one to expand in H.H. 
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any function of r. , and in particular any kind of two body potential 
V(r. ./• It contains only three quantum numbers : the orbital and 
azimutal quantum numbers I andn , and the grand orbital 2K+£. 
The Potential Harmonics fulfil the relation : 

In terms of hypergeometric polynomials «F. the potential H.H. 
become 

E* - < l \ S-* S 2 . xrCK+a+f) 
H 4+4) D ^ K! T(K*~^) l 

• It 2 Z 

1/2 

For a definite pair of particles (i.j) and forifixed (&,m) there is a 
single H.H for any grand orbital 2K+&. 

3- The potential multipoles 

Let us write the two body potential 

• + V ^ m m 
V<r > » l^j A (i,j) Y (u, .) V (r.,) (3.1) 

where A.(i,j) is an operator independent of the coordinate r .. * 13 
For instance it could be a spin or isospin operator as for the 
nuclear potential. 
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The H.H. expansion of the potential is given by 

*<? . , ) - 2 J A - V i . j ) ^ ' » (0..) V<D'**r) (D 
K,«.,m SL 2K+JI 

where 

3N) 

( 3 . 2 ) 

(D,A) r ^
J l » i B r T "' 

\ <r> - < ^ 2 K + ^ i j > f V ( r i j ) > " L T 0 ( D - 3 ) J 
TT/2 

/
(N)H,0 D-4 

P 2 K + A ( i ) ) ) VJl(rcos<()) (sitx).) (cos<f>)2d<f> ( 3 . 3 ) 

0 

is called a "potential multipole". 

Using (2.4) the potential multivoies can also be written : 
i 5 _ I \P IVJ.Ù J . 2 - I \T /irj.o J . 3 . v 1/2 (D,Jl) 

V„ ( 
) / n K ( p-3(2K+&+g-nr (K+&+~ur(KH+4) ) ] 

r) - 2 i-Lfj- { ir 2 2—533 Sp^ M 
ra+|) ( Kir(H^)r(K+^) ) 

/ 

l 
2 ^ 1+2 

V„(ur) F ( -K,K+Jl+|-l;Jl+4;u2)(l-u2) 2 u du (3.4) 
21 z 

0 

Various formulae convenient fo'r the calculation of the multipoles 

are given in the Appendix. For instance, it is shown that they 

can be obtained by a recurrence formula in starting from the mul­

tipoles calculated either for the D - 5 or the D - 6 dimensional 

space according to whether D is odd or even. 

-»• 

One shouldnote that the multipoles of a central potential V(r..) 

are 2/Fv „'(.r) to take into account the spherical harmonic 

Y. included in the definition (3.1). 
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As an example we give the expansion of a central potential (r..) n: 

~ 0 
(r. . ) n - r n 2-» 9 (0. .) /fr<n*2) 

D-l 
H 2 2K+2-1 (2K.+D-4)! 2 

2

D " 5 r ( — ) ( « + i ) i 

1/2 • (3.5) 

2 * 
When S, •= 0 the obvious m-0 is taken out. 
Any analytic function of r.. can be expanded by using (3.5). When 
in the'above n is an even positive integer the expansion contains 
only n-+l terms (K » 0,1,...,y). For instance an harmonic oscilla­
tor (n-2) has a two terms expansion (K»0,1). 

The case n » -1 provides the expansion of the Coulomb potential 
For n^ -2 it may be convenient to use the relation 

2 n r(|+i-K) r(S+i-K) 2 r(-|) 

If n is not an even integer, the multipoles of a potential which 
behaves like (**:) for short range are in r a near the origin. 
Apotential which is an analytical function of (r..) 2 (as for a 
Gaussian potential) has multipoles of order K, which behave like 
2K r when r->-0, because the terms n<2K (n even integer) in the 

expansion (3.5) vanish. 

Eq.(3.4) provides the assymptotic behaviour of the multipoles by 
using ur " x and taking the limit for r •+ a> : 
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K r„ 
*(-D 

K 2 

r(a+§) 

P-3 

^ 2 (2K+Ji+|-i)r(K+£+|-i)r(K+ji+|) 

1/2 

K!r(2rl) r<K*2^) 

-U+3) 3 Y a+2 
(x) x dx 

(3.6) 

which is valid when the integral 

k lim /v.Cx) «"{l-Srf ? x* + 2 dx 
r ^ * r* 

is finite 

This is true for any potential which can be neglected for * >x Q 

(i.e. V A(x) » 0 for x>x 0). 

4-The Coupled Equations 

The ultimate purpose of the hyperspherlcal formalism is to pro­

vide a method for solving the Schrodinger equation. Let us assume 

for the sake of simplicity that we have to deal with a system of 

A identical particles, like nucléons in nuclei, and that we intend 

to solve the Schrodinger equation 

A 

r(x) - 0 (4.1) !-- 2 Vf • 2-< V(^) - EW< 
[ 2m i-1 *i i7j>i ) 

where (x) stands for the set of coordinates x^ of the particles 
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and V(r..) is a two body interaction. 

The center of mass can be eliminated by using the Jacobi coor­

dinates 

». • VHr k « - * jfe*j) - 1-' " A-1 
leading to the Schrodingerequation in the center of mass 

KÎL. V2+ v(Ç) - E | * ( | ) « 0 (4.2) 

where the set of Jacobi coordinates {Ç} corresponds to the Laplace 

operator (1.8). In the hyperspherical formalisra, the wave function 

is expanded on the H.H. bas'.s 

*(h " ^ ut Y l L ] ( n ) U f L l < r ) (4.3) 

Then (4.2) is transformed into an infinite set of second order coupled 

differential equations 

at 

+ 2-r <Y f l l(Q)|v(ç 
[L'1-0 l L J 

)|ï [ L > ](n)>u [ L.j(r) - 0 

(4.4) 

D-3 X « L+: 

£ 

which is subsequently truncated in order to be treated numeri­

cally. The degeneracy of the H.H. basis is so large that without 

a guide enabling one to choose a suitable subset one could not 
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solve the Schrb'dinger equation with accuracy. The guide is 
provided by the procedure leading to the construction of the so 
called optimal subset. The idea leading to the concept of the 
optimal subset proceeds from the assumption that the first term 
(independent of 12) in the H.H. expansion of the potential V(*) is 
largely predominant in such a way that the coupling between the 
various H.H. components of the wave function, mediated by the po­
tential harmonics, can be considered a perturbation. 

The validity of this assuotion has been tested for the ground 
, (7-9,12-19) 

state of few nucléon systems (trinucleonand He) . One finds that 
for various potentials the contribution of the first hyperspherical 
term (K » 0) of the potential expansion to the binding energy 
amounts to 807. or more of the total contribution of the potential. 
One finds also that in the wave function the first lowest order 
H.H. (L » 0) is largely dominant. This result lead us to retain 
in the wave function only those H.H. directly related by the 
potential to the first predominant term. The H.H. selected accor­
ding to this procedure constitute the so called "optimal subset". 
It is therefore the H.H. s.ubset generated by the potential opera­
tor V(Ç) applied to the H.H. of minimal order contributing to the 
expansion of the investigated state. Let us give an example. 

The lowest order H.H. in the expansion of the ground state of 
the trinucleon system or ''He is YQ(D) (all the nucléons in the 
IS state). The optimal subset is therefore generated by 

V(C)Y„ 
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It i s c o n s t i t u t e d by linear combinations of the potential 
(21) 

basis.We have shown in another work . that the weight function generating-the 

optimal subset i s obtained from the minimal order H.H. included 

in the expansion of the s t a t e being i n v e s t i g a t e d . For boson ground 

s t a t e s where a l l the p a r t i c l e s may be in the IS s t a t e the minimal 

order i s L » 0 and the optimal subset i s again a combination of the 

potential basis (2.2). 

Let us explain the procedure to obtain the coupled equations in 
this simple case. It will be extended later to the more difficult 
case of fermio.n systems. The wave function describing the ground 
state of a system of A « B+l bosons interacting through a two body 
central potential is written in the scheme of the optimal subset 

* (t) - r 22s{ LA J^ 2 K< f lii>} uK ( r ) ( 4 > 5 ) 

8 - s - K . o ( i , j > i ZK i j ) K 

The partial wave's u are solution of the coupled differential 
equations (4.4), where the Yr.i(fl) are the potential harmonics. 
One needs however only to introdr.ee the potential H.H. for one 
single pair (i,j), calculate the solution for this pair in projec­
ting out the Schrodinger equation on the potential basis complete 
for this pair (i,j), and then symmetrize the solution by summing 
over all the pair (i,j). One can choose arbitrarily the pair (i,j), 
let us take (2,1), equation (4.4) then becomes : 

00 

2 K(fl 2 I) I V(C) |\( 2 K, (fl21)> uR,(r) » 0 (4.6) 

http://introdr.ee
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where £ R - 2K+ 2 ^ , D - 3N, N - A-l. 

0 + _0 
For the calculation of the potential matrix <U2v\v té) I ̂ K 1 * 

one uses the potential expansion (3.2) with {,- m - 0 and A'- 1 

Matrix elements with two and three potential H.H. occur for various 

pair (i,j) of particles. The calculation of these matrix elements 

can be achieved either by taking into account the relationship 

between H.H. and harmonic oscillator functions, or by using the 

kinematic rotation vector as a tool in connection with the H.H. 

expansion of the plane wave. 

This last method, which is more flexible, is used in this work. 

The choice of the potential basis in the expansion (4.5) eliminates 

from the full set (4.4) the equations which are not coupled to the 

first predominant*equation (K « 0 in (4.6)). It reduces drastically 

the number of coupled equations by including only two body correla-

T tions generated by the two body potential. For taking more than 
I 
two body correlations into account, the basis must be enlarged and 

contains more elements than the potential basis. 

5-The kinematic rotation vector 

Let Z be any linear combination of the ti 

N H 

Z - 2 ^ -a.f. - C 2-f fliW. with C2 - Da? (5.1) 
i-1 1 x i-1 \ C/ i _ 1 1 

One defines the kinematic rotation vector. 

N 

V 
z(¥>) - X—r sia<Psaixt«>ll_l-"sixi!l>i+lcas<Pi^i , ¥>j - 0 ; ( 5 . 2 ) 
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and writes (5.1) in terms of the angular parameters (*>) 

Z - Cz(¥>) with cos*>. » .. • * r-,., (5.3) 1 *r r T^'/ 2 

For isolated systems it is suitable to eliminate the center of 

mass motion. For a system of A » N+l identical mass particles one 

can use the Jacobi coordinates : 

t ->- + 

R " x2 " xl 

Vi+i-V^r ( îi-i " W -VHr̂ i*! - V 
r - J ^ (Î -x) 'i KA-I * A X ; 

(5.4) 

-*±* . __ x. , X is the center of mass. 

One notices that with the choice (5.4) the hyperradius 

.-[2 i.;r4^*-] ,"-b£^ ,r 
is a function invariante and-symmetric in any exchange of the par­

ticles. Let us denote by ( ? ) the set of parameters for which 

Ï. - x, - ?<? i j) (5.6) 
1 J 

For two coordinates in sequence we have 

î f i - i " - V T T î N + 2 - i * V * «,•,-! «•'> 
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which c o r r e s p o n d s to the s e t 

' (A. TT 

" l - 2 

. • 0 
i+1 , i 

CO 3(0 

N+2-i 

i - 1 
2i 

j>N + 2 - i 

k<N + 2 - i 

siny> " f T F 
N+2-1 

( 5 . 8 ) 

In t a b l e 1 a r e shown t h e v a l u e s of t h e p a r a m e t e r s used i n t h i s 

work for the c a l c u l a t i o n of the m a t r i x e l e m e n t s . 

i 2 

2 1 

3 2 

1 3 

4 2 

4 3 

5 4 
6 5 

cos s i n 

2 
/3 

" F 
/ | 
2 

1 

cos s i n 

3 
1 

"73 

0 

0 

v N-2 
cos s i n 

p N-3 
cos s i n 

t? V? 

tp1'3, 

The i n d i c e s ( i , j ) which r e f e r to t h e p a i r r.. '«»x.-x. a r e i n t h e 
1 J l J i»j 

f i r s t column. In t h e fo l l owing columns a r e shown the values .of cosy a n d 

l . j k 

s i n ^ k fo r k » N ,N-1 , . . . e t c . When cos^-1 in one col am i t conserves tfce sane 

value in the other-columns situated a t right.For any $.-x. where i>j the parameters are 

obtained in writ t ing x.-x.» ( x ^ - x . . ) + (x^_ j — x ^ _ 2 ) + . . . + (x . + j - x . ) and in 

u s i n g ( 5 . 7 ) . 
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6-The plane wave expansion 

The calculation of the matrix elements with potential harmonics 

is carried out in starting from the plane wave expansion : 

"•"•*• D ^ ^ ^ 

e . lili__ Z-rf i Y (R.)Y ($2)J ,(kr) (6.1) 
r )f-l [L]-0 IU k [L] £ +i (k 

N 

Ê.f - E l . t . £ - L +2=2 . D - 3N. 
i-1 x x . 2 

J is a Bessel function and (k,fl. ) are hyperspherical coordinates 

of k. The sum is taken over ail the quantum numbers [Lj for t 

runing from zero to infinity. Defining by k.Ç >kr cosa the angle 

between the directions of k and fin the D dimensional space, the 

the plane wave can be expanded in terms of Gegenbauer polynomials 

/ \ î - l f S-1 
( - M 2 Ls i L <£4> c 2 (cosa)J ,(kr 
\ K r / L-0 * L £*-

^ ' - r < f ' U * t r £ f i"<^i)c; (cosa)^(kr) (6.2) 

leading to the relation between H.H. of the same order L 

Z*Y (fi) Y (nk) » y(-C4>
 2

n/2 CZ(cosa) (6.3) 
I L J I L ] [ L ] k 2 2 i r D / 2 L 

which generalizes the well known formula between spherical harmo-
1/2 

nies and Legendre polynomials C. in the 3 dimensional space. 

Here the sum is taken over all the quantum numbers for the grand 

orbital L fixed. For Qk"fl, i.e. oc » 0, one obtains the addition 
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theorem for surface harmonics 

Z * 2X+1 r(f-n (L+D-3)! 
ï (Î2)Y (fl) - i±ii s _ (5.4) 

U ] [L] [L] 4 i rD/2 L! (D - 3)! 

Intugrating (6.4) over the surface of the unit hypersphere provides 

the number of independent H.H. of order L 

B ( L ) - (2L+D-2) (L+D-3)} X 6 > 5 ) 

LI(D-2)! 

in which we used 

C m r 1-2 

where V<.(S) is the H.H of order zero in the D dimensional space. 

Let us oriente all the vectors k. in the same direction and write 

each vector k. in hyperspherical coordinates : 

k. » sinv>N ... ain<p. .cosy.k (6.7) 

where k is a 3 dimensional vector with 

N 

k2- Z *[ 
i»l 

Introducing ( 6 . 7 ) in ( 6 . 1 ) g i v e s 

D/2 

Y (Ci J Y (Î2) J , ( k r ) ( 6 . 8 ) 
(kr)*"1 [IjTo [ L l [ L ' " ï 
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which provides the H.H. expansion of the 3 dimensional plane wave 

in the D dimensional space. The angular set 8 is constituted by 

the set {<p} and w. the angular coordinates of k(k,tok) , leading to 

Y

t l / V " Y'^k> .n 2 * * i « V P L . <*i> <«•»> 

In projecting out (6.8) on the spherical harmonic basis v?(<lijt\ 

and defining the parametric functions 

ft,m f m 
i U) • / Y ( y > i - h ( V Y . , ( f i z > d w k ( 6 * 1 0 ) 

the plane wave expansion becomes 

it.ÎM ( 2 i r )T L I. m* (''Ç™1 ft,m ) 

i Ï ( V ^ <»> Y W)Jj ,(k 
I.,!,» ft K I [ l l l L l [Li ) £+1 ,. x-J-1 L,X.,W * * I U I L.J I U J JU+J 

r) 

(6.11) 

The sum in braces is taken over ail the quantum numbers for L 

fixed. The expression in braces is a H.H. of order L and a tensor 

of rank ft in the 3 dimensional space. When we have to deal with a 

function of Z (Eq.(S.l) and (5.3)) instead of z, the formula (6.11) 

is still valid replacing k by ' Ck (or alternatively r by Cr) inside 
ij 

the Bessel function and in the denominator. Chosing the set •/> 

describing r.. one obtains r„. for ^» 0 (see Table 1) and finds 

ft,m (N) ft.O 
Y (0) - P,(0) Y0(D-3) (6.12) 
I tl : 
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There are only two quantum numbers L and i, in (6.12). Let us write 

L - 2K+£ then Eq.(6.11) becomes 

D 

m _çzjri_ ^ M ) .* p ( 0 ) ( D . 3 ) Y ( j 
/v^f 1 K.t.m 2K+A u I * 

l*-*«l r 9 w^
2 V « 1<N) *,0 -* 

(kr)r-' 

m (N) 1,0 
x Y(w_,) P (*N) Yn(D-3) J . (kr) (6.13) 

a 2 1 2K+a ° £+4-

One recognizes in the second line the potential harmonic (2.2) for 

the pair (2,1). Defining the H.H. of order 2K+& related to the 

coordinate r 
13 

ff> '(8..) - P (0) Y0(D-3) JLl Y (JiJ)Y (fl) ,, ... 
°2K+4 1 J L 2K+JI ° J [L] [Ij [L] ( 6- 1 4 ) 

where L - 2K+J&, and reminding that z(^ X ) « r-., Eq.(6.1I) can be 

written : 

D 
lk 

(kr)!"1 K» A» l n 2 K + * 

»,» < 6- , 5> 

Q> ( 8 JJ ,(kr) 
2K+a *J X+i 

A comparison between (6.15) and (6.13) shows that (6.14) provides 

an expression of the potential harmonics for the pair (i,j) in 
ij 

terms of the angular parameters {* }related by (5.6) to the Jacobi 
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coordinates (5.4). This expression will be used in the calcula­

tion of the matrix elements with two and three potential H.H.. 

7-Matrix elements with potential harmonics 

Our purpose in this section is to derive the matrix elements 

with two and three potential H.H. In the first case we intend to 

calculate 

<^T (n^lS* (fli.)> 
2K+JT • 2K+fclJ 

where the brakët means an integration over the surface of the 

unit hypersphere in the D-3N dimensional space. 

The other matrix elements disappear because the quantum numbers 

L(» 2K+£),£,m are conserved in the rotation in hyperspace which 

transforms'the coordinates r̂ - in r^, and which obviously preser­

ves the hyperyadius 

,1/2 

L i,3>i J 

There are three possibilities : either the two pairs (i>j) and 

(k,&) are identical, or they .have one common index or both are 

different. In the matrix element the choice of one pair is arbi­

trary, let us chose for the sake of simplicity (k,£)=(2,l> 

Using Eq.(2.2) for the pair (2,1) and Eq.(6.14) for the pair 

(i,j) one finds : 
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(N) 1,0 4 j V"» i + T 
l,m - I , a P 2 K J * ' N } *J A P v < c o s 2 4 j > 

P (0) p J 

where ft3'0 for (i,j) = (2,l), ?« J- "J when i and j are larger than 
2 (i.e. no common index) and cos <p „ »*•=• for particles of equal 
mass when one of the indices only is larger than 2 (one common 
index). 
From (7.1) it comes out that for i and j>2 the matrix element 

<<5>*,,B(«21)|#'?»„» - i ^ iM^LL J ^ _ 6, ( 7 . 2 ) 
2K+* 2 I 2K+* l J 2 2 K K ! r(K+2=2) 

vanishes for A jt 0 when there are so common indices. Of course, 
the matrix element (7.1) is one when (i,j)=(2,l). For numerical purposes 
when i or j42 (one common index) Eq.(7.1) can be calculated in 
using the recurrence relation between Jaccbi polynomials with 
cos2p^J - —x for equal mass particles. When/- 0 it is convenient 
to rewrite (7.1) in terms of Gegehbauer polynomials leading to 
the equivalent expression 

£-2 

<$<«,,)!<$<«„)> - <»»'>'<»-»' 2*+' ' 
2K i l 2K 1 J (2K*D-4)I cos*JJ 

2-2 
-1 2 

One notices that x C, K +{x) is independent of the sign of x 
because C2ir+i^-3t) " ~ C2K+1^ X^* H' i e n cos*-.J - •=• it is convenient 
to use the recurrence formula 
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D_ 2 D_ 2 D_ 2 

C 2 4 ) - — I (n+|-2) C^(«) - (n+D-5) C 1 4> f <7-«> 
n+1 2 n+1 < 2 n 2 n-l 2 i 

2 1 D with CQ»1, C. (-J)" T~2» which for large D leads to the asymptotic 

expression 

2 1 1 l2 ' 
c 4 > — • • r r - : - * <*-5> 
n 

D~ n' r[|- ( n + 1 )] 
Eq(7.5) is exact for any D when n-0,1,2 and valid for D»n. 

The simplest matrix element with three potential H.H. refers to 
identical pairs 

^,m .^X.u _ r 

2X* 

• ™» 
S«P ( « o , ) ! ^ <n2,>!9> ( « , , ) > - Y 0 ( D - 3 ) 

2K+<^J 2X+X 2K'+ft'^1 u 

(N)' A,0 (N) X,0 (N) i',0 
<Zm|Xw;«m'>< P | P | P > 

2K+4 2x+X 2^+4' (7.6) 

where 

/
m* |i m' 
*ft(o») Y x(u) Yj,(w)dw (7.7) 

The matrix element 
T/2 

(N) A,0 ,(N) X,0 ,(M)_t',0 f D-4 
cos 

2K+A 
) X,0 <•) «.',0 f 1 
P | P > - / (sin*) 
2X+X 2K*+£' J 

<N) 1,0 (N) X,0 (») V ,0 
P (*> P (*) P («(.) d* (7.B) 
2K+* 2x+X 2K'+A» 

is called "3 P coefficient". 
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When on pair of particles only is different one obtains : 

JLm ^,V *'»m' ^ . U ^*,V 

<^ y (B 2 1 ) l£P («n>f3> (&,,)>-<$> <n ? 1 ) l 9 C0,,)> 
2K+JT1 2x+X 1 J 2K'+*' i l 2x*\ 2x+A 1 J 

< V (n 2 1 ) l îP ( n 2 i > l v ( n 2 p > 

2K+SI " 2X+A 2K' + Jf 

where the first matrix element is given by (7.1) while the second 

is (7.6). In the most general case the pairs of particles are 

different and we have to calculate 

2K+fcXJ 2x+X 2K ,+fc , K* 

Let q be the valye in the set {<P } such that 

1J 
I V> ' 0 for m 4 q 

L> l jjS 0 for n > q ( 7 . 1 0 ) 
n 

The parametric function (6.10) is given by 

Y[LpJ> * 'Vx'ViVr- 'Vq 1 1 " ' 

(N> W- i ( N _ , ) VKVN-2 «O*q.o 
P<*>HJ) P (*^_Jp P (0) YQOq-3) (7 .11 ) 

V. \ 
with 

H V - ' - V I ' V " JL Y I N U J ) ""
 Y i ( < J ) J Y A < ( , , ) d w ( 7 , 1 2 ) 
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The complex conjugate of (7.12) is denoted by <£m|£„m„:...;£ m > 
N H' q q 

Let k be the largest of the q in the sets {*>1J} and {*»k } 

Using (7.11) the general formula giving the matrix element with 

three potential H.H. is : 

c£>* ,<~b V «'.">' [ï0(3k-3)l 

L V D _ 3 ) P L ( 0 ) P L ' ( 0 ) 

N' N 

••••'• < V n N { V i m N - r - " V k l * , ' I l , > 

[ L r v m j 
[j-N-1 k 

[L.,£.,m. 
J J 3 (7.13) 

(N) * ,L , (N) X,0 (N) *I,t- , 

< P L » P A I P J " > 

p (rtJ) P (»!*) n P(^«) p («£*> 
L N L' N q*k L « L q 

1 1 

The 3P coefficient is defined as in (7.8) but with L„ . i 0. All 

the possibilities for the pair (i,j) and (k,£) occuring in Eq.(7.13) 

can be deduced from the restricted cases reported in table 1. 

Let us treat the case k • N-l which refers to one of the indices 

i,j,k,& equal to 1 or 2 i.e. in which there is at least on common 

index between the three couples of indices. 

In Eq.(7.Q) the sum must be taken over the seven quantum numbers 

mH,m̂ ,«jj_j,Jl ,J,' A and L. ..The * sum "over mi the azimutal quantum 
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numbers , can be performed leading to a matrix element including 
a quadruple sum : 

,2 
^ ' m ^ » u ^ ' » m ' [ V D - 6 > T 
°L 1 J A 2 1 L' n Yn(D-3) 

m+X 
(-1) 

(N) D.,0 (N) * 
P(0) P 
L L 

[(2* + l)(2tt.'+I)(2X + l) I A ' X *\ J J \m' V -a} 
(0) ( 4*> 

% » V V i ( " ° ( 2 V I ) ( 2 N ' + , ) ( 2 V I + 1 ) I O O ( A O O oAoo o/j^Vi^ 

L A L' 

P (*>jj) P /«-{J > P <°> P <**-P < 7 - 1 4 ) 

L L' LH-1 LN-1 

we assumed that one of the indices (i,j) is either 1 or 2. When 
A«V m 0, a case which happens with central potentials, 
the matrix element (7.14) contains only a triple sum and takes the 
simpler form : 

2 - ^ 
A'm />° IT$>™ r*n<D-6)1 («IT) 2 

TNTM 
P(0) 

E /*N N-l A\ ( L (N) 0,0 (H) t„,L„ 

(V') (^. i + i no o oj < V w i PA i PJ "*> 
* M , J t » - l ' L N - 1 
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(N)î,N,LN_j (NH N,L j (H-l)lN_,,0 (N-l) tH_i,0 

* P(*$ Pf* Jlf ) P ( 0 ) F (*!fo (7-'5) 

L L ' LH-1 LN-1 

For natrix elements with only central potential harmonies il « m -0, 

the sum over &„_< vanishes and Eq.(7.15) contains a double sum : 

«%„>l9l»,.>lff,«W~ b ^ î ï ^ m 
2K i J 2x 2K' " Yn( D - 3> <N> 0 0 W 0 0 

P (0) P(0) 
2K 2K' 

V* ( N )V LN-
'N' N-l M 2K 

, (N) 00 (N) t„,L„ . 
'l P I P > 

2x 2K' 

<•> t..Vl <">• *»^-l<"- , } *N'° <»-'> V ° 
P (*1J) P (/) P(0) P (*>£,) (7.16) 
2K H 2K'N

 V l "-H-? 

where *NéI-N_,< min [2K-«R,2K'-A]J] . 

Eqs(7.14), (7.15) and (7.16) can be used when one at least 

of the indices (that we chose in the pair (i,j)) is 1 or 2 . 

In the last case that we have to investigate there is no common 

index between the three pairs (2,1), (i,j) and (k,£). One can 

chose arbitrarily (i,j) » (4,3) and (k,£) - (6,5). One finds that 

the matrix element (7.13), which vanishes except when £» t* -

X" 0, is given by 

< 9 (o 4 3>|^ (a 2 1)l9 <o 6 s» ^ l 

5 
2 "I 

(4ir) 

2K '" 2x 2K' " J Y0(D-3) (N) 00 (N) 00 
P(0) P(0) 
2K 2K' 
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x Z _ ^ <N) 0 , L „ _ . (N) 00 (N) O . L . . (N) 0,L„ , (N) 0,L„ . 
T i < p I p I p > P <^7l) P $7i)> 
l j N - l ' u N - 2 2K 2X 2K* 2K 2K* 

(N-1)0,L 2 (N-l) 0 , L N _ 2 (N-2) 00 (N-2) 00 

P ( ? ) P ( |> P ( 0 ) P(TT/2) (7.17) 
W LN-1 LN-2 S-2 

4 3 1 
with cosy; » - — for equal mass p a r t i c l e s . E q . ( 7 . 1 7 ) a p p l i e s 

N-l V3 
to any three potential harmonics where each particle occurs only 
once. 

8-3P coefficients 

The matrix elements with two and three H.H. are needed for the 
calculation of the potential matrix in (4.4,). For two H.H. we deri­
ved the formula (7.1). For three H.H. if one uses a symmetrized 
(or antisymmetrized) H.H. basis in the expansion of the wave func­
tion, the two body potential occuring between the two H.H. in (4.4) 
can be chosen for an arbitrary pair of particles (e.g. for the 
pair (2,1)). Then using a H..H. expansion of the potential, as in 
(3.2), in the calculation of the potential matrix one finds that 
the needed matrix elements are of the type (7.13). 

But if one takes advantage of the closure of the potential basis 
in an expansion of any two body functions, the Eq.(4.6) is used 
and the matrix elements can be calculated for only one definite pair 
of particles (for instance (2,1)). Then the full potential V (f) 
must be sandwiched between two potential harmonics defined for the 
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same pair (e.g.(2,1)) leading to an utilisation of the matrix ele­

ments (7.9) when the potential is expanded in H.H.. 

In the first procedure the knowledge of the general matrix ele­

ments (7.14) and (7.17) are needed,but when we have to deal with 

unsymmetrized H.H. only the knowledge of the simpler matrix elements 

(7.9) is necessary. In any case we have to calculate 3F coefficients 

but for the last procedure only those which refer to !«_. • 0 (see 

Eq.(7.8)) are used. Moreover for central potentials only 3F coeffi­

cients with both £ and t«_f " 0 are needed. A general 'formula, re­

produced in Appendix, giving the 3P coefficients as a double sum 

has been derived in ref.(27). 

Here we intend to give simple recurrence formulae enabling one to 

calculate the matrix elements (7.8) for central and tensor forces 

i.e. when i , X and A* are either 0 or 2.Refering to (7.9) and (3.2) for 

a central potential, one must calculate the potential matrix 

<S*(a 2 1)l v ( r . . ) | $ (n ,)> -
2K i l 1 J 2K' i l 

_ J _0 s+Q t^S rJ> (D.O) 
E < ^ ( R 2 1 ) I ^ <B 2 I ) | *P(r . 2 1 »<\P<f l 2 I >l ïP (fi..)> v (r) 
X 2K i l 2 X

 i 2K | , £ 2 i l 2x J X 

(8.1) 

where the last matrix element is given by (7.3). The first matrix 

element is (7.6) with I - X >• I' - 0. In order to calculate the 3P 
(N) 

coefficients (7.8) one derives ..wo different expressions for P. 

First one uses the relation between Jacobi P_ £(cos2$) and 
1 n 

a+"2 (28) 
. Gegenbauer C (cos<f>) polynomials ~ to write : 

2n+l 
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(N) 0,LN_, LH_j 

P (+) - g(V,K) -^i°*> CV(cos*) (8.2) 

where 
1/2 

8(V,K) - 2

v"*r(v) | | ( « « v + n < « » n i ] 
L [2(K+v)] ! J 

' V - L_ .+§ - 2 

N-l 2 ( 2 9 ) 

Then one utilizes the relation between Jacobi polynomials 

v-i,l v-i,i v-l,rl 
(n+v) P (x) + (n+V-i)P(x) - (2n+v) P (x) 

n n-l n 

to find the relation between two contiguous P functions : 

(N) 0,LN_, [2K+V+1 2K+2V-1 _ K _ V " ( N )

D

0 , L N - 1 , . , 

*««„_, ««•LiKSÉT -ÏXT- 2TÔTJ P

2 ( K . „ i {
> 

2 | | ^ g(v,K) (sin*) 0^(008*) < 8 , 3 ) 

Introducing twice (8.2) and once (8.3) into Eq.(7.8) for 5.-5.'-X-0 

one obtains the recurrence formula 

(N) 0,0 (N) 0,0 (N) 0,0 

< P « I • P,v I P,V> 

T2X+V+1 2X+2V-1 X 1 

L2X+V-1 x+V 2x+lJ 

1/2 (N) 0 ,0 (N) 0 , 0 (N) 0 ,0 

* P 2K I P 2 ( X - 1 ) I P 2 K ' > 

- 2^*2 g(v,K) g(V.K') g(V,x) D,(V,2K+1,2K'+1,2X) ( 8 . 4 ) 
2v+I ' 
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(8.5) 

(30) 
where D., the integral calculated by Hsu ,js given in terms of 
binomial coefficients by 

(S-2K+V-A /s-2K'+V-l\ 
V-l / \ v-l / 

(S-2X+v\ /s+2v\ 
V-l )( V-l) 

where S - K+K'+x- D. vanishes when X is out of the range 

U-K'UxéKfK' + l 

On the other hand K, and K' in (7.8) must fulfil the triangle 
inequalities for ,H -X-SL' « 0 to provide a non vanishing 3P coef­
ficient . 
For applying the recurrence formula (8.4) one can either start 

from the minimal value x -= |K-K'| and generate higher order matrix 
elements or begin with the maximal value X " K+K*+l for which the 

° m 
first term in (8.4) vanishes and generate lower order matrix ele­
ments. In this last case the first matrix element is 

(N) 0 , 0 , ( N ) 
< P I P 

2K 

0 , 0 (N) 0 , 0 _ / 2 K + v \ / 2 K ' + v \ 

2(K+K') 2K- 2

2 V ' 

'/2(K+K*+V) + l \ J- 1/2 
2(K+K')+V + 1 K+K'*V+1 2(K+K' 
2(K+K')+V+3 2 (K+K'+v)+ l K+K' 

( 8 . 6 ) 

HC')+3 1 
:' + i J 

When we have to deal with a tensor force v (r-j) S... 
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where the tensor operator 

(VyXa r ) /24irV/2/ ( 2 ) < 2 ) \ 

rij x 5 

is the inner product of two tensor operators, we have to compute 

the 3P coefficients (7.8) either for A«fc'-2 and X«0 or for i-Jl'-X 

•2 in order to calculate the potential matrix. This can be achieved 

in using a recurrence formula relating * P2K a n d 2K" U s i n 8 

the properties of the Jacobi polynomials one writes both P in 
D-5 3 

terms of the Jacobi polynomials P 2 '7(cos2$) : 

jl/2 

(N) 00 
P (*) 

r • T 
2r(K+V+l)Kl I 

.(2K+v+i)r(K+v4)r(K+|)J 2K 

V-1,2 v-1,1 

(K+V+l) P (ëôs2(p> + (K+v-|) P (côs2<|>) (8.7) 
2K 4 K-1 

< N )P(*) - [ 2 r < K + ^ 2 > 
2K L(2K+V+I)r(K+V 

1/2 

)(K-1)1 

4)r(K+|)J 

[• P (cêi2<|>) + (K+|) P <§ôl2d>> I (8.8) 
K ^ K-1 J 

When Eqs(8.7) and (8.8) are written for two consecutive Kand 

K-1 one obtains four linear equations with only three independent 

polynomials. One eliminates P„ between the first set and P_ « 

between the second set of two equations, then equating the two 

expressions obtained for ? K_? provides the following relation 



40 

r -,1/2 (N) 2,0 
(2K+3)(K+V+1)(2K+V-1) P<*) 

L J 2K 
r -il/2 (N) 2,0 

+ (K-l)(2K+V+l)(2K+2v-3) P(4>) 
. J 2(K-1) 

r Tl/2 (N) 00 
- K(2K+2v-l)(2K+V-l) P(*) 

L J o v 
2K 

11/2 (N) 00 f -ii/z QN; UO 
(2K+1)(2K+V+1)(K+V) P(*) (8.9) 

J 2(K-1) 

Eq.(8.9) is used to calculate the needed 3F coefficients by recur­
rence in starting from the 37 coefficients for £»Ji'»X»0 previously 
calculated with Eqs(8.4) and (8.6). First the coefficients 
(N) 2,0 (N) 0,0 (N) 0,0 

< P2K ' P 2 Y ) P 2 K ! > a r e c o m P u t e d - Then starting from these 
coefficients and using again (8.9) one calculate the set 

(N) 2,0 (N) 0,0 (N) 2,0 
< P | P | P > 

2K 2X 2K' 

and finally applying again the recurrence formula one obtains 
the set 

(H) 2,0 (N) 2,0 (N) 2,0 
< P | P | P > 

2K 2x 2K' 

9-A Few Applications 

As extensive applications are not in the scope of this article 
we intend to illustrate this work in giving only simple examp'les 
which may provide a kind of instruction for use. 
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The simplest one refers to the ground state of a system of 
A » N+l identical interacting bosons. A two body central potential 
is assumed. The wave function completelly symmetric in any exchange 
of particles contains a sum over all pairs of particles : 

" D ^ S f Ea£( 0 l j>]«K< 
K-0 Li,j>i Z K 1 J. J K 

*(r,fl) - r ' £_j ^-^ tT,>(«.,) u,.(r) (9.1) 

The partial waves u„(r) are eigenfunctions of the coupled equa-
tions (4.6). One notices that in (9.1) the potential H.H. ,[P2K(n..) 
are normalized but not the symmetrical combination, therefore 
in order to expand • in terms of normalized H.H. one introduces 
the symmetrized basis : 

<•> y ^ £ T > ° <•> . <»> 
i t j > i 

( 9 . 2 ) 

«here 

- 2 
C • K » i < ^ 2 K < ° i j > I ^ K < ° M > > 

k,A>k 

Then E q . ( 9 . 1 ) becomes : 

- 2 = i V (s) -1 
*(r,«) - r L JLi B 2 R ( f i ) 4>.K(r) * K - CR u R ( 9 . 3 ) 

where * is normalized when 
co eo m oo 

Z-r J (<j>K(r))2dr - 2-f C K _/̂  (uR(r))2dr - 1 (9.4) 
K-0 ° K-0 0 



42 

According to (7.3) the normalization constante C„ is given by 

C K 2 - ^ ) < S 4 < S I > I i Ç H C < « i J > > <*-5> 

«rhere 

<$k« a i>l E $ 2 K ( a . . ) > - u*(»-i><"*ï>'<'»-a>>c^i/2) 
2 K 2 1 i,j>i 2 K 1 3 (2K+D-4)! 2 K + r 

(9.6) 

(N-OCN-2)-

2 2 K + 1 r( K +5z3) 

For A large the approximate value (7.5) can be used. Then perfor­

ming in (9.6) a reduction in the ratio of the T functions in 

terms of powers of D leads to the approximate formula : 

=$2K'(n21)l i Ç . 9 2 K ( n i j ) > 
S **• °° 

(N+2HH-I) . I , 
2 °K,0 6 °K,2 

2 K 

+ 1 + _ » Z i _ | 1«-«»-> | fiK>i ( 9 . 7 ) 
M-l j" (D-2K-4) 1 

2 K _ 1 L(o+K-3)(D+K-2)-' 

(o for K^l 
1 (1 for K>1 

where the Kroneclter symbol &K>, * < " • The accuracy of 

(9.7) has been tested for N - 100/200 and 400. The result if 
' (s) 

shown in table 2 (for K - 0 (9.7) is exact and for K » 1 B-UJ) 

does not exist). 
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N K 2 3 4 5 6' 7 

100 (9.7) 
Exact 

13.01 
12.96 

3.50 
3.45 

1.536 
1.521 

1.110 
1.104 

1.021 
1.019 

1.004 
1.003 

200 
(9.7) 
Exact 

25.48 
25.46 

6.59 
6.57 

2.296 
2.288 

1.294 
1.290 

1.065 
1.064 

1.014 
1.0137 

400 
(9.7) 
Exact 

50.47 
50.46 

12.83 
12.82 

3.847 
3.843 

1.678 
1.676 

1.160 
.1.159 

1.0374 
1.0370 

Table 2 

The matrix element (9.7) goes quickly to one for increasing K 
because for two different pairs (i,j) and (.V.,1) the potential har­
monics become orthogonal for rather small K values. Coming back 
to Eqs(8.1), (7.9) and (7.6) the potential matrix occuring in (4.6) 
is given by 

<*P°<a 2,)| £ V(r..)|3>°(n 2 1) - J - Y ( D - 3 ) 2K 2 1 i,j>i X J 2K 2 1 /Sir 
(9.8) 

E(N) 00 (N) 00 (K) 00 /"N< < P I P I P ><TP <«,,)! 2K P I 
2X 2K' 2X 21' ,j>i V 2 X

1 J 

D,0 
,)> V(r) 

X 

where the 3P coefficients are calculate with the recurrence for­
mula (8.4). The calculation of (9.8) can be simplified in computing 
separately the matrix element for V(r„.). 

Then the matrix elements which refer to V(r..) for (i,j)?'(2,l) 
whose contribution vanishes rapidely for rather small X> can be 
calculated only for the first few values of x(e-8> f o r X£7 in 
the cases of Table 2). The matrix element for V(r,.) in (9.8) is 
calculated in using the relation between the spherical harmonics 
m m imp (N) 

Y(0,¥>) - 6 (0) ^==r and the P. ($) functions : 
a a /2T L 
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v i v.[W>«-v,>'T/a V' „ 
e - (-1) j J Pjf uos*) 

D-5 (K) 0,LN_j 
• ^(sin<fr) 2 cos* P($) 

x • L + ¥ • v . • LN-I+¥ ( 9 - 9 ) 

m 
where P (cos<f>) is an associated Legendre function of the first 

kind. 

It can be used when V

N_. and £ are integers i.e. when D » 3N 

is odd (A-N+l even).Then the potential V(rcos$) is expanded in terns 

of Legendre polynomials P(cos$) leading to the matrix element : 

<vP ( n , 1 ) | v ( r , . ) l 5 J ( f t 2 , ) > ' ( - D E (2n+J) 
2K i l 2 l 2 K * i n even 

r ( 2 x + . ) ( 2 r + o i , / 2 p n X Y i : a £t ) Y 
L J Vo o o/Vv^j o -vN_,/ y 

V(rx) V (x) dx 
n 

V i " T 4 - ' " 2 K + T 2 ' ( 9 ' 1 0 ) 

where the parenthesis stand for 3j coefficients. The integral is 

calculated cnce forever for a potential V, only the 3j coefficients 

have to be changed according to the number of particles. 

Eq.(9.10) can also be used to generate the potential multipoles 

(3.3) in taking K' » 0 : 

V R(r) - [ï0(D)J
 < ^ ( 0 2 l

) l V < r 2 1 ) l ^ > " ( _ 1 ) 

2K 
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*[ï 0(D)] J4K+(D-2)J (D-2) 1 / 2 

/ V(rx) Pn(x) dx (9.11) 

An accurate numerical calculation of the potential oultipol.es 

is time consuming therefore Eq.(9.11) provides a very economic pro­

cedure for generating the potential multipoles when we have to deal 

with various A, because only integrals with the Legendre polynomials 

are needed. 

Now let us write explicitely as an example the coupled equations 

describing the ground state of three identical bosons. According to 

(8.4) and (8.5) with » » 2 and v- 1 the 3P coefficients are 

(2) 00 (2) 00 (2) 00 4 

* P 2 K ' P2X' P2K^ ' 7F £ o r K + K ' + X e v e n (9.12) 

and zero otherwise. 

The matrix element (7.3) for two different pairs (i,j) Is (2,1) is 

\° _ 0 . 1 

2K Z 2K X J * * 2K+1 
<o* « W l S P <«i4» " ÏÊÏT- c < l / 2 > W»J> * ( 2 » ° 

where 

2K+1 s i r n t / 3 

I for K - 3n 

-I for K - 3n*l ( 9 , 3 ) 

0 for K - 3n+2 

n integer 

http://oultipol.es
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(2) 00 - 1 . 
Using P(cos2©)« -j- C (co«,j)/cosQ and Y n(3) - -=4-

2K * 2K+1 U "* 

the central potential multipolea become 

(6,0) *» 
V R(r) - /4Ï V (r) - 8/F / V(rcos@) sin2(K+l)@ sinOcosGdQ 

K 0 
ir 

- SS J fcosKv» - cos (K+2) / |v (rcos - f ) d*> (9 .14 ) 
0 J 

The coupled equat ions ( 4 . 6 ) are 

t,2 f Az M £ K + 1 > 1 ' V K ' 

* K - 2K + | ( 9 . 1 5 ) 

with the potential matrix 

m 
K' 
U (r) 
K 

1 ( V C 0 / 2 ) 

i Jw(r) - W(r) * 2 2-J 2K"+1 (W(r)-W(r) )} 
* (|K-K'| K+K'+2 Q-0 K„ , K" K"+2 ) 

where 

K" - K-K'i+2Q, Q m - |>(K+K' -|K-K'|) 

W Q(r) - J casQ <P ï(rcos|) d<P 

The hyperspherical expansion method is a variational method which 

fulfils the Ritz principle because on one hand only a limited num­

ber of coupled equations can be computed numericallly and on the 

other hand instead of the complete H.H. basis only the optimal 
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subset is retained in the expansion of the wave function. 

The quality of this approximation has been previously invea-
tigatedv . It has also been proved1 ' ' that the trend of the 
convergence of the binding energy toward the exact value as a func­
tion of K , the number of integrated coupled equations, is deter­
mined only by the shape of the two body interaction. In order to 
illustrate this theorem we chose to study the increase of binding 
energy in the space completely symmetric S state of the trinucleon 
system and He in the ground state in term of K for two kinds of inter-

m 
actions : 

(32-35) i) For potentials constituted by a sum of Gaussian for which 
the binding energy decreases at the inverse of an exponential 

ii) For Yukawa potentials ' 'for which the binding energy decreases 
-4 as K . We retained for K the values 3,6,9,12 in order to. 
m m 

eliminate the fluctuations in the trend of convergence gene-
1 

rated by COK+1^ 1 /''^ ^ n (9,'6) which takes in sequence the 
values 1,-1 and 0. 

In Fig.l, the increase of binding AE„ - E_ - E v _ is plotted 
S *m *m3 

in terms of K_ on a semi-logarithmic scale. The numerical values are m w 

are those of ref.(8,9).The points are along a straight line as it 
should be. The norms of the partial waves in (9.3) 

SB 

0 
-aK 

decrease as e (see ref .(27,37)) where a is a constant specific 
of the investigated potential. 
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-1/4 
In fig.2 is plotted (Ev - E ) versus K for Yukawa potentials 

*m l W J • 
Once again the points obtained using the data of ref.(8) are 
along straight lines as it should be. 

The knowledge of the trend of the convergence enables one 
to obtain a good extrapolated binding energy in starting from a 
limited number of integrated coupled equations (9.15). Besides 
the space symmetric S state there are still two other states con-

4 tnbuting in the ground state of the tr;nucléon systems and He : 
the mixed symmetry S' and D states. These states are generated by 
the spin-isospin dependence of the nuclear interaction acting 
on YQ(D) A(s,t), the lowest o'rder H.H. in the expansion of the 
wave function, where A(s,t) is the completely antisymmetric spin-
isospin combination. 

Therefore the structure of the wave function is more compli­
cated for fermions than for bosons systems. There is no room enough 
in this article too fully develop the expansion method for fermion 
systems, therefore only the case of the ground state with central 
potentials will be investigated. 
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10-The Potential Basis for Fermions : 

In section 1 we derived the potential basis in starting from 

Yo(D) the lowest order H.H.. The lowest order H.H. occuring in the 

expansion of the wave function of a fermion system cannot be of 

order zero because the Pauli principle prevent fermions to be in the 

same state and in particular no more than two fermions can be in 

(38 ) 

the IS state. We have given in a previous work .a method for cons­

tructing low order H.H. for fermion systems. 

Let us assume that D •, , i(f,. . . ,çN) is a homogeneous polynomial 

of minimal degree L B antisymmetric in any exchange of two fermions, 

where the symbol Dr f£i has been chosen to recall that antisymmetric 

polynomials can be written as a sum of determinants. It is obviously 

a harmonic polynomial because the Laplace operator applied to a 

homogeneous polynomial decreases by two the degree of this polynomial 

without changing its symmetry, therefore it gives zero when acting 

on a homogeneous polynomial of minimal degree : 

We assume for the sake of simplicity that Dr L(£) *•* n o t degenerated, 

i.e.,.that it does not exist another harmonic polynomial Dr,££) 

of the same degree • L' » L for which 
n~ m 

/ 
D (Ç) la V(r ) D(Ç) dft + 0 (10.1) 
IL'1 i,j>i * [LJ 

tet ui choose C M » r and Ç_. - rcos$„ as in (2.1). The central 



50 

potential V(Ç„) acting on D (£) generates harmonic polynomials of 

degree Lm+2K (parity (-1)
 m ) : 

D (f) - P K(Ç N) D (Î) (10.2) 

f Lm' + 2 K I L J 

complete ly determined by the quantum numbers [ L 1 and K which s p e ­

c i f i e s the degree L+2K of the pc :.ynoni; 

f u l f u l the equat ion s i m i l a r to '.'•') : 

c i f i e s the degree L+2K of the pc : . ynonia l . These polynomials must 

/
+ [ L j [ L - ml + 

?* ( P PK «S> V < V , f > dfi - 6 K t K , (10.3) 
( r - l } L n J l L m ' 

where the integral is taken over the surface of the unit hypersphere 

r • 1 in the D • 3N dimensional space. 

Let us separate the coordinate E„ out of the set (E) and 

let us introduce the hyperspherical coordinates (p,ft ) of the set 

(El,. . .»ÇM_i) in such a way that the hyperspherical coordinates (ft) 

be given by (ft }u)„,<!>»,) where u are the angular coordinates of £„ 

and 

p - rsin^H , C N - rcos$N • (10.4) 

Integrating |D (ft)|2over the coordinates ft generates the 
iLml P 

homogeneous polynomial : 

f» ( f ) | 2 dftp- E<[Lj |n ,È> Y°t(<oN) 
ILJ " n,* 

? 2 n + * p 2L m -2n-A ( , 0 5 ) 
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(38) 
where & is even and <[ Lj \n,i>are geometrical coefficients 

When the associated H.H. 

-L_ 
D(S) - t D(|; 

1*J ' L J 

is normalized, the coefficients in (10.5) fulfil the relation 

/|9(0)1* d8 - / |D(fi)|2 dfida>„ 

D-4 
(sin*N) (cos<frB)

2d*M 

^ Ç<U m ] | ».i>r<n*i>r(i •2=2-.) - i ( , 0 ' 6 > 
ra f f l +§) n Ï - T -

Using (10.5) the condition (10.3), with x » cos2$„, becomes : 

/ P(x) P (x) W(x) dx - 6 (10.7) 

where 

r A * f ' ) r f »4 Lm*Ĥ -n 
W(x) - /Î2 4<<[L ] |n,0>(I+x) * (l-x) 

is the weight function associated with the polynomials P(x). 
K 

Eq.(10.7) determines completely the polynomials generating 

the potential basis 



52 

t L „ ! r . , - 1 
D(fii.) - SP(f2-.> D(«) (16.8).") [L f^2K _ 1 J [L ] m K m 

associated with .the lowest order H.H. DCS),where 
jLj [Li I lJ 
SP<"ij)- P (cos2$N) with cos<(iN - r^/r. K K 
The basis (10.8) is complete for an expansion of any function of •• 
T£j and in particular for the central potential V(r..). 
Obviously for L«n»0 the weight gunctions (10.7) is associated with' 

D-5 1 
the Jacobi polynomials P (x) constituting (except for a norma­

le ^ 0 
lization constant) the potential basis cPn^ij) (see Eq.(2.2)). 
The procedure to calculate the coefficients <[L ]|n,£> enabling -
one to construct the weight function (10.7) generated by D.(8) 
has been explained in ref.(22). 

Assuming that the weight function M.(xJ and the associated 
normalized polynomials P (x) are known, we can apply the general 
theorems for expansion problems with orthogonal polynomials. 
In particular the expansion of the potential is given by 

yxi L» ^ 
r ( r i j } " Y V ^ V r ) (10.9) 

where the multipoles are 

l\J /•' &J 
V (r) - / V(rx) P (x) W (x) dx (10.10) 
K j{ K N 

To calculate the matrix elements with potential harmonics for two 
pairs (2,1) and (i,j) we use as in section 6 the kinematic rotation 
vector as a tool and find 



53 

II. ] m ij 
P(cos2? N ) 

P ( l ) 

K 
which reproduces (7.1) when L B««-0. 

The expansion of the wavefunction in terms of potential 
harmonics becomes 

*(r,fl) - r ~7~ DJCfl)£{ 2 - f ^ (flii)l »*<*) (10.12) 
Em K li.j >i K J ' K 

The partial waves u v(r) are solution of the system of coupled equations 

.MV__ <v»»v»^ | j + 2 «;,) u ( r ) . o (.en) 
( m L d r 2 r* J ) K K» K K' 

where 

U (r) - <D(«2l)l 2-/ V( r i i)|D(n 2 1) > (10.U) 
K' [LJ+2K i,j>i J {LJ +2K 

The potential matrix U K is calculated in using (10.9) and (10.11) : 

where the matrix elements 
, [LJ f tLm] [Lj lLj 

<D P y
m D .,„,> - / P(x) P(x) P(x) W(x) dx 

[L B]+2K| X | [ L J + 2 K . ^ K K' X (JwJ ( , 0' 1 6 ) 

generalize the 3P coefficients (7.8) when L m f'0. 
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Comments and conclusion 

The concept of optimal subset proceeds from the basic idea 
that the wavefunction is well described when the two body correla­
tions are included and that the probability for more than two par­
ticles to interact at the same time is small. ••-

If these assumptions are fulfilled the wavefunction can be 
written : 

(x) - I 2-r F(rij,r) I D (ft)$(r) 
( i»j>i ) • 

*(x) - i £*i F(rij,r) |DL(ft)$(r) (11.1) 
( i»j>i ) • 

F(r—,r) is calculated through a H.H. expansion using the potential 
basis complete for any two body function : 

F(r..,r) - 2~i$(a..) fit) * (11.2) 
1 J . K 2K 1 J K 

(7—9) The numerical calculations have shown that this approximation 
is good. We may wonder why such a drastic simplification leads to 
a so accurate result. Let us assume that the tern DT£(2) if; (r) 

_D-1 " 
solution of (10» 13) for K-K'-O and*- r Z - u 0(r) is already a 
rather good approximation of the wavefunction, in such a way to be 
in a situation favorable to apply a perturbation calculation. Here 
the perturbation is the angular dependent part of the potential: 

6V 
K*0 Li»j>i 2K J K 

According to previous analysis a harmonic oscillator (H.O.) 
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basis is convenient for the expansion of the radial functions. 
Let us denote by |K,n> the H.O. state 

|K,n> - i 2-f DCflij) (<|>(r) 
U,j>i L„ *2K' L +2K, m 

constructed with the potential H.H. and the H.O. radial wave 
H,0 (38) 

i> , (r) where n is the number of nodes of the radial wave. In 
starting from the unperturbed state |0> the contribution brought 
by the third-order perturbation which contains the product of matrix 
elements 

<0|6v|Kini><Kini |ov|K2nj!><K4n2|6V|0> 

can be exactly calculated with the exclusive use of the potential 
basis, because any H.H. orthogonal to the potential basis cancel 
this product. The error made in taking only the optimal subset into 
account in the expansion of the wavefunction is therefore of the 
fourth-order when the angular part of the potential is treated 
perturbatively. This fourth-order correction seems very small for 
the investigated problems. 

i 

For solving the expansion problem a large number of coupled 
equations (10.13) have to be integrated. This procedure, which is 
generally difficult, can be simplified in using the Adiabatic 

(41 42) Approximation method ' . Instead of a H.H. expansion one uses 
an angular basis B defined as eigenfunction of the angular diffe­
rential equation: 
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J- Ç ^ f l + V(r,n) | Bx(r,Q) - O x (r) B^r.fl) 

£*ÇQ) - t2(fi) - (D-l)(D-3)/4 (11.3) 

where r is a parameter . 

For solving this equation one expands B, in potential har­

monics converting (11.3) in a matrix equation which can be solved 

easily with standard computational programs . The basis B\ decouple 

the equations (10.13) when the variation with r of B. is neglected 

Then we have to integrate either one equation or three coupled 

(431 equations according as we use the Uncoupled or the Coupled 

Adiabatic Approximation1 ' which takes the variation of B with 

r into account. 

In this paper we have shown how- to introduce the two-body 

correlations 'in the wavefunction. Let us now explain briefly how 

to improve our solution by including more than the two-body corre­

lations. According to the previous discussion our solution is 

limited to a third-order perturbation accuracy because the poten­

tial basis is not sufficient to describe completely the product 

5V y (ft..) of a two body potential and a potential harmonic, which 
2 K 

contains the product for different pairs of two potential harmonics 

In order to enlarge our basis one proceeds like in section 2 for 

introducing the three-body correlations : one constructs a basis 

complete for the two Jacobi coordinates : 

h " *i-*j * rij » h-l " / Ï ( xk- Xijk > ' * rk 
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where X. .. * -r(x.+x.+x. ) is the center of mass of the three par-
1 J K J 1 J it 

tides system. It is obtained in writting that this basis does not 

depend on the Jacobi coordinates Ç. for i<N-l 

(N) 1...A (N-l) t.,0 

where ti). . (w. ) is the spherical coordinates of r4*(ri,) a n d 

r.os<t>N -
 r i j / r • C 0 S * N - i * ^ 'k'l r2-r?] 1 / 2 ' < l i j **k ! mi ,az '* m > i s 

a Clebsh-Gordan coefficient. When A - 0 one finds again the poten­

tial basis (2.2). In order to describe only the three- body cor­

relations one must take out the two-body correlations leading to 

the basis : 

( i,a y * rt^.m , A,m fi\£'m ) 

\ L.Â ij.tfc «,6>« L a f J Utàlyly, L ° B J (11.5) 

where C is a normalization constante. 

This basis, orthogonal to the potential basis, describes only 

three-body correlations. It is not our purpose in this paper to 

study how the coupled equations must be completed in order to im­

prove the solution obtained with the potential harmonics therefore 

Che properties of the three-body basis (11.5) will not be further 

investigated, but we must keep in mind that the next improvement 
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of our solution is obtained in taking the three-body correlations 
into account. 

In this work we have shown how to extend the method used 
in our early paper ' to any many-body problem by constructing th'e 
potential basis enabling one to describe the two-body correlations. 

We have seen that contrary to the allegations of Efros 
the use of the kinematic rotation vector as a tool is not "too 
artifical" but is very well adapted to the calculation of the ma­
trix elements with potential harmonics. He must notice to this 

. respect that in our early works ' o n trinucleon and Be bound 
states the mixed symmetry S state was already included as a suita­
ble linear combination of potential harmonics and that the method 
to expand any two body operator sketched in ref. has been 
applied with realistic potentials . Our results are of course 
in agreement with those of Efros for the cases considered by 
him. The matrix elements with two and three potential harmonics 
have been explicitely calculated when the lowest order H.H. occu­
rring in the expansion of the wavefunction is of order zero (i.e. 
YQ(D)). Recurrence relations leading to an easy numerical calcu­
lation of the needed matrix elements have been given. 

But for fermion systems we have seen that in each case the 
potential basis must be constructed from the weight function 
generated by the lowest order H.H. occuring in the expansion of 
the investigated state. The potential harmonic expansion method 
which has been applied successfully to the calculation of few 
'nucléon bound states with realistic interactions v ' and in 
a simplified version to Light nuclei seems to open one of the 
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most accurate and promising possibilities of solving the Schrodinger 
equation by introducing consistently tt<<! two-body correlations 
generated by rhe interaction. 
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- Appendix -

-I Expression of the grand orbital operator h2 (SI) for the choice 
of hyperspherical coordinates <1.11>. 
The operator is obtained from the recurrence formula : 

2 

L £ ( f i ) - J L + [3(i-2> cotan4,.+2(cotan*.-tan*.)]-^- + *_fi5il + S-T i-1 
x * 3<fr* L X l l J 8 * i cos*^ s i n a * i 

- 4(.-z|) 4 • 6fw<l*H>l JL • A * 2 + 2^illi 
3aj L Jdzl l+*£ 1-s£ 

Z£- 0 0 8 2 ^ B i C ^ , ^ . . . ;«•$.,*£) 

t 2(n)- 4(%i), V f l » i * ^ - ^ " J » ! * * • > •-*(**i]iij«») - o w«>> 

-II Potential multipoles 

Other expressions equivalent to (3.3) can be obtained 
a,b 

a) in terms of the Jacobi polynomials P_ : 

5 ^ 1/2 
D,4 In 2 (2K+H+|-l)riK+A+|-l)K! I 

VK* r*" J D+A-2 2 r (^)r (K+5^.)r (K+*+|) 

1 £zl ji+i D~ 5 * + 1 

l +*0 P K
2<x) 2 (l-x)" 2" (l+x)" 2" dx (II.I) 

I 

-1 

b) in terms of the Fourier transform. Let 

'fk> - Z J (-i) A"(1,J) Y*(«k) va(k) 

be the Fourier transform of (3.1) where 



v.(k) - —L- I j (1er. ,) V.(r..) r". . dr.. 

The potential multipoles occuring in (3.2) are given by 

M K 
V£r)-(-l) 

D+3 
2 D lf2~<2K+ll+§ -l)r(K+A+^-l)r(K4^ ) 

Kir(î^)r(K+*+|) 

1/2 » 

/ v (k) J (kr) - ^ 
y * 2K+»4-l nJr1 

T* ter' 

(II.2) 

-III Recurrence formula for the potential multipoles. 

The relation between Jacobi polynomials 

(K+«ÎË+1)(1_X) p („) ._ (K+a+l)P,.(x) - <k+l) P (x) 
£ K K K+1 

applied to the expression (II. 1) provides the recurrence formula 

D+2, 
VR(r) 

J/2 _ D D_3 _ 1/2 _ 3 -1 /2 
,1 T 2 l r 1 RK+fc+f-DCK+Eçi) 1 D,*. f(K+l)(K+)l4)l D,A 
> " % ~n — V r >- S- 2 " v ( r > 

L (2K+H+^)(D-3)J L 2K+i+£- I J K L 2K+Ï+7+1 J K+1 

-IV Formula for the 3P coeff ic ients : 

1 

/ < 
a i. + 7 a, l+T cti ,aj+ 7 C%,Î.Ï + i 

(1 -x) (1+x) * P(x) z P ( x ) z P(x) dx 
K K! K, 

3 
a*l+2 rfo,+K,+l)r(a 2+K 2 + l) 

" 2 r ( K + « f l> , . , . , , ^.J.n,-.„...3 
K.+K 

K,!l̂ ! T(a, +Kf*i«~)r foz+Kj+lzfj) 
min(K, ,q) 

r ( a + K + 4 + q + 2 } p-max(0,q-K2) r(o,+q-p+l)rfa+p+l) 
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Figure Captions 

Fig.1 i Increases of binding energy in MeV vs. K D the number of 
integrated coupled equations for a)the Triton, b) *He. 
The potentials are sun of Gaussians. 
Egg is the binding energy obtained by integrating the K m 

first coupled equations using the potentials Vx[91, 
GFDT [ 24] , B [ 32] , V [ 33] , A-T or S3 [ 34] , E-H or S4[ 35] . 

Fig.2 : Increase of binding energy va . K m for the Yukawa potentials 
Y (Bell-Delves) and MVI (Malfliet-Tjon) [36]..One uses 
the numbers of ref.[ 8] and [19]. 

i 

Fig.3 : Percentage of the partial waves $g(r) in Eq.(9.3) for the 
ground state of He obtained by integrating fourteen cou­
pled equations (Km - 14) with the Gaussian potentials [19]. 
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