FR PI00®4 P

6. International workshop on laser interaction and
henomena
rontorey CA, UBA 25 - 29 Oct 1982

CEA-CONF --6562

HIGH DENSITY TRANSITION LASER DRIVEN IMPLOSIONS

C. Bayer, D. Billon, M. Decroisette, D. Juraszek,

D. Meynial

Centre d'Etudes de Limeil, B.P. n° 27, 94190 Villeneuve-
Szint-Georges, France.

INTRODUCTION

In the scheme of inertial confinement fusion, the conditionms
for fuel ignition have to be economically achieved by applying an
isentropic compression. Por laser fusion, required final densities
range between 10° to 10" times the liquid fuel demsity /1/,

First experiments in the field have been often performed with
so-called exploding pusher targets /2-7/ interests of which Being
manyfold : easy manifacturing of the pallet, a bare DT filled glass
microballoon ; simply described behaviour /8=11/ 1ying on a strong
emission of suprathermsl electrons leading to a rapid increase of
temperature and the explosion of the shell ; relative insensitiveness
to hydrodynanic instabilities and irradiation defects, authorizing
simple focusing devices ; a low areal demsity at the end of compres-
sion, insuring an easy detection of any core emission (meutroms,a:
particles and X-rays), and thus a precise analysis of the implosion.
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As final densities are low ~ a few 1/10 g.em ° = ,‘gfforts

vere orientel towards ablation ; the objective is to progressively

compress the fuel by an unexpanded pusher, and to preserve it from
preheating. ‘

The two methods generally proposed for reducing preheat are :
on one hand, a high Z screen in the pusher, or at least a thicker
target wall , on the other hand, a reduction of fast electron gene~
ration, obtained by lowering the irradiance or employing shorter
wavelength : this last solution appears very attractive, as provi-
ding in the same time high absorption rate and low preheat ratio
[12-15/. 1In any case, a precise knowledge of electron transport is




necessary. Recent experimental and theoretical works give some evi-
dence that fast electrons are preferentially emitted towards the
underdense plasma, and trapped in a rapidly expanding suprathermal

corona ; as a consequence, temporal evolution of the preheat may dif-
fer from that of the laser pulse.

I~ an ablative implosion, leading to high density and low tem—
perature of the core (fuel and compressed pusher), and thus to high
Jodr values, conventional diagnostics such as X-rays imaging are no
more suitable and other techniques like X-ray shadowgraphy <3 or neu-
tron activation 24 have to be developped.

Several laboratories have been imvolved in so-called transi-
tion implosions, where both lengthening of the laser pulse and
thickening of the pusher wall lead to a more ablative regime than the
exploding pusher one 25,30, OQur first results in this field have been
obtained with the Nd-glass facility C6, allowing a tetrahedral irra-
diation of DLi microspheres and neon-filled microballoons 3!. The
experiments we present here, have been realized with the eight beams
lagser faciliry Octal 32,33 delivering 500 ps duration 1.06 um pulses
(Fig. 1), and plastic coated glass microballoons irradiated in cubic
geometry ; high demsities (10 x Pliq DT) achieved with the thicker

pellets have required sn X-ray shadowgraphy probing system, which is
described elsewere 23
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Fig. | Typical laser pulse-shape recorded with an Imacon infared

camera (FWHM = 500 ps).




EXPERIMENTAL AXD XUMERICAL MEANS

Experimental Set-Up

The eight f/1.5 lenses allow a nearly uniform energy deposition
for d/R = 2, vhere d is the distance between best focus and target
center, and 2 the target radius /. Essential diagnostics mounted on
the interactioz chamber concern I. R calor1metry, charged particles
collection, aeutron detection, and X-rays emission in the 1-10 keV
range ; as previously said, X-ray shadowgraphy was developped in or-
der to study tte hydrodynamical behaviour of nearly ablative implo-

sions, for w-ich self emissions from the gore are slightly detectable
as the temperature is low and_fpdr high

Targets

Experizerts described here have been performed with glass mi~
croballoons :2C ym in diameter, } pm thick, filled with equimolar D.T.
at pressure up to 25 bars ; the wall thickness was increased up to
8 um by plas:zic coating 32-33

Numerical Restitutions have been performed with our one dimensional

lagrangian code FCI1 (ome fluid, two temperatures) which is provided
with several subroutines allowing to simulate experimental diagnos-

tics such as X-ray pinhole photography and time-resolved X~ray sha-

dowgraphy ; che thermal heat flux is given by the harmonic mean

of the class:ical spitzer thermal flux 34 and of the inhibited ther-
mal flux Q

= £x 0.64 X ng k T ("T’ th
Q De e

f is a free parameter in the code ; it has been kept equal to 5.10-2
for all the siculations presented here. The radiative transfer is
treated by a multigroup method with a varying Eddington factor ;
X-ray line erission is not taken in account.

Supratbermal electron transport is simulated by a multigroup
diffusion method with a limited flux insuring eiectrical neutrality
at any time. Slowing down occurs through Coulomb collisions with ther~
mal electrons. Self cons1stent e1ectr1c field is not modeled, so fast
ions generation (v > 2, 10° cm.s- ) is not treated. Suprathermal dig~
tribution fuzction is assumed maxwellian, with

. 17,42 .3
T, = 62 . (éi(t) 2 /107 ) T, CR(t) + TeCR(t)

where TeCR is tbe thermal componant temperature in the vicinity of
critical. In our cases, Ty was close to 10 keV.

There is presently no theoretical model providing with the
fraction of 2>sorbed energy carried away by fast electrons, which




appears thus as a second free parameter in the code ; this energy is

wvasted either in collision processes in the denser part of the target,
or in ion acceleration in the corona.

For long laser pulses, the corona extension is large enough
that the probability for a suprathermal electrom to preheat the
dense pellet is small! ; this induces a core-corona decoupling 35,

\

Fig. 2 Time dependance of the partition betveen preheat and fast
jons acceleration introduced in the numerical simulations.
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To simulate such an effect, we set in the code a preheat source
decreasing ia time, the rate being adjusted to provide a best fit
of experimer:al results (Fig. 2). For 120 \im microballoons, 8.5 2
of incident laser energy is attributed to fast electrons (i.e. 35 2
of absorbed energy) ; around 8 2 of this suprathermal energy is
deposited into preheat, the remaining part is recovered into fast
ioms.

EXPERIMENTAL RESULLS AND NUMERICAL SIMULATIONS

We presert here experimental results dealing with the influ-
ence of the shell thickness AR, for constant target diameter (2R),
incident laser emergy Ej) and DT pressure (popt).

Table 1.

( : : 3 )

( D . E F . G )
( : : : )
(2R um : N7 : 121 119 N 1A )
( : : : : )
( ARgjpo2 = : .95 : .67 : 1 : . .81 )
( _ : P . a t a )
( Poyy g.cm > : 5.107° :5.410° :5.610°:5.3107%)
( : : : : )
E ARy M f 0 f 3.8 f 5.5 f 8.2 §
( Ex/Ei % 2205 :22%5 :23%5 :26%5 )
( : : : : S
(Efastions/E; 7 :302%1C :25210 :25210 :25% 10 )
( : : : : )
( Neutron Yields : 2.10° : < 5.10° : <5.10° : <5.10° )
( : : : : )

Target characteristics as well as absorption efficiencies, fast
ions enmergy ratios and nrutron vields are reported in table 1.

Numeri:zal simulations are initiated with target and -laser pulse
characteristics ; experimental energy balance deduced from ion and
photon calorimetry define the deposited energy ; the final 'fittings
are carried cut by comparison with other experimental data, i.e.
mainly the different X-ray emission and absorption recordings, and
eventually tzZe neutron yields,

Focusicg conditions already mentionned insure a nearly uniform
energy deposition, as evidenced by the X-ray pinhole picture (Fig. 3).




Fig. 4aprerents the time resolved X-ray emission along a diameter

of the bare microballoon (target D). Figs. 5a, 6a and 7a present the
X~ray shadowgrams (time-resolved absorption picture along a diame-
ter of the microballoon) for the plastic coated targets (E, F, G) ;
in this cases, core and corona self emissions are very faint, so that
the main data for comparison with numerical restitutions are the

time resolved X-ray absorption profiles (t1m1ngs of X-ray probing
with respect to the laser pulse are shown in Figs. 5b, 6b and 7b).

Fig. awas obtained vith three shots on identical targets but
with different X-ray source timings (See Tig. 6b). The transmission
limits in the shadowgrams, (outlines A in Figs. 5c, 6c and 7¢) are
defined within a + 5 um accuracy, due to the spatial resolution of
the pichole and to the noise in the recording, the dynamic of which
(= 10) allowing not to discern strongly differing levels. Notice the
double transmission profile which can be observed for the target G,
vhose transmission remains relatively high at the end of laser pul-
se (Fig. 7¢).

These profiles have to be compared with the simulated iso-
density contours (outlines A in Figs. 5d, 6d and 7d), defined as
I(r,t) = Io(t) x T(r,t) = constant, where 1 o(t) stands for the
source intensity at time t, and T(r t) for the target X-ray trans-
mission. The X-ray source emission is assumed to be spatially uni-
form and to follow the same time evolution as the laser pulse :

. P(t - A)
To(®) = =g~
where Py is the maximum laser power, and A the probing delay, time.

Bare Microballoon (D)

Numerical simulations for glass-DT interface r-t diagram and
iso-emission comtours are presented Fig. 4d ; level ratio between
the highest emission zone (700 < t<850 ps) and the outer contour
is = 100. Couparison with Fig. 4c brxngs out that :

- the cinimum of outer X-ray emission contour radius appears

at t = 850 ps, in agreement with experimental data
{toiq = 800 + 150 ps) ;
- this time corresponds to the maximum DT compression ;
- within the experxmental uncertainties, space-time evolution

of X-ray emission is well restituted,

Coated targets (E, F, G)

Figs. 5d, 64 and 7d show the simulated r~t diagrams for glass~
DT interface, induced shock in the fuel, and X-ray iso-transmission
(.1 < 1/15 < .2).
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Fig. 3 X-ray pinhole recordings for a bare microballoon 120 ym
in diadeter.




Fig. 4 a) Tize resolved X-ray Fig. 5 a) Time resolved X-ray sha-
emission f:or target D ; b) Time dowgram obtained wich target E
scale relazive to the incident (uwper signal : X-ray source alone

laser pulse (L) ; c¢) Graphic lower signal : X-ray ource trans-
interpretation of 4a ; d) Nume- mission through the imploding mi-
rical simuiation reults ; croballoon) ; b) Time scale and

Broken lines correspond to iso- relative timing of laser pulse (L)

density coctours, at different and X-ray source (X) ; c) Graphic

level. interpretation of the absorption
contour in a) ; d) Numerical si-
mulation results (—glass DT
interface ;..... shock ; Az:sIso
transmission " 0.1 and 0.2.




Fig. 6 a) Tine resolved X-ray
shadowgram obtained with target
F (three different sghocks) ;
b) X-ray scurce timings for these

experiments ; c¢) Graphic inter-

pretation of the absorption con-
tour in a) ; d) Numerical simu-
lation results (— glass DT inter-
face ;...sbock ; Az=ziso-trans-
mission fL = 0.1 and 0.2.
o

Fig. 7 a) Time resolved X-ray
shadowgram obtained with target

G (three different shocks) ;

b) Xj : X-ray source .timing used
in this experiment e&z : proper
X-ray source timing for probing

at maxioum compression ; c¢) Gra-
phic interpretation of the
absorption contour in a) ;

d) Numerical simulation results
(~——glass DT interface shock
Azssigo-transmission .l
and 0.2, T

=0.1




Fcr targets E and F, the X-ray probing time is well fitted
and the minir— iso-transmission contour radius occurs at the same
time as that of the glass-DT interface (Figs. 5c, 6c).

Experioental curves are well accounted by numerical ones
within 100 ps, i.e. within the experimental accuracy. Also the pro-
bed region is close to the glass~DT interface, however, the spatial
resolution is not sufficient to determine the DT compressiom.

For target G, the experiment (Fig. 7c¢) is well restituted
(outlines A; on Fig. 7d) but the shadowgraphy timing does not allow
to probe the i—plosion during the maximum of compression ; a sup-
plementary delay time of 400 ps would have been necessary, as shown
by the iso-contour simulated for A = 750 ps (outlines As on Fig. 7d).

Experimental and calculated compression times are presented
Fig. 8, versus the equivalent glass shell thickness
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Excepted target G for which timing was uncorrect, agreement is
fairly good.
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Fig. 8 Comparison of compression time estimated by X-ray shadow-
grapay 8 and numerical simulation e .
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Fuel thermodynamical behaviours for the different targets are
presented Fig. 9 and 10, as well as temperatures and densities evo-
lutions versus wall thickness (Fig. 11). Highest density
(1.2 g.cm ) is obtained for 5.5 um plastic coating. At last,
compared experimental and simulated neutrom yields are shown

Fig. 13
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Fig. 9 Fuel thermodynamical evolution for the different targets.




DISCUSSION

Uncertainties in evaluating the target performances are due
to both experimental inaccuracy, and crudenmess of modeling the phy-
sics in the code, particularly the absorption and transport processes.
Bowever, all the simulations have been done within identical comdi-~
tions, and results can be compared as a function of the characte-
ristic parameters of the implosion.

Progress towards a more ablative regime in order to improve
ppr and Scdr, involved :

a) A lowerinz of the entropy jump in the DT bv suprathermal preheat
and shock

The level of suprathermal preheat partly depends on the fast
electron meaa free path compared to the shell thickness AR ; it
can be reduced by increasing AR.

The to%al preheat in the fuel T_ can be evaluated from the
DT thermodynamical diagram, as the starting temperature of the isen—
tropic phase (Fig. 10).

Numerical simulations show that the fraction of incident ener-
gy deposited in the fuel by suprathermals decreases when increasing
the shell thickness (Table 2) ; in the same times, shock preheat
is also reduced as the acceleration is lowered. As a result, Tp
decreases from 7.10° to 2.10° °K (Fig. 10).

Table 2.

¢ Eg.th
ARCBHIO : TEi

0 1.5%x 10"

3.8 7.4x107°

5.5 °4.7%x107°

5

8 f2.7x10”

it e N N i Nl Nl Sl Sl N

b) To improve the efficiency 6f following transfers :
Laser energy — kinetic pusher energy—— Dt internal energy.

Classical ablative acceleration models 36 give an hydrodymamic

efficiency X . Log? where X is the ratio of the final pusher
"B I - X




mass to the initial one ; maximum N is obtained for X = .2. However,
such a model assumes a stationnary state, which is mot reached in
our cases : as a matter of fact, transit time of the shock in the
pusher is not small compared to the laser pulse duration.

Moreover, NH depends also on the reaction pressure of the com-
pressed fuel against the pusher, and thus of the suprathermal preheat.

10

b

Fig. 10 Predeat temperature T, versus equivalent shell thickness.




It is the saze for the second traasfer process, the efficiency of
which depends on the preheat of taoth fuel and pusher.

The evolution of the fractionnal maximum kipetic energy is
reported Fig. !2a versus the equivalent shell thickness. This tar-
get gets its maximum kinetic energy at nearly the end of the laser
pulse (800 ps).
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Fig. 11 Final fuel density e and temperature @ versus equivalent
shell thickness. :
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Fig. 12 a) Variation of hydrodynamical efficiency (maximum pusher
kinetic energy over absorbed enmergy) versus equxvalent
shell thickness

b) and ¢) Variation ofjde for the pusher and the fuel.

Compression efficiency and final performances are summarized
Figs. 1] and 12. It can be observed that the maximum mean DT tempe-
rature decreases when AR is increased, while Ppr and SpTpdR present
a maximm for AReq = 4 um ; also qusherpdn increases with AR.

Maxima for fractionnal kinetic energy and jnrcdR are obtained
for slightly different wall thicknesses (respectively 3 and 4 um) ;
this can be due to a lower efficiency of the wall for the smaller
thickness, as it is then more preheated.

Comparison between experimental and simulated neutron yield
needs some comments (Fig. 13), as the second one appears generally
greater. Neutron calculations are very sensitive to the physiesl
models included in the codes, particularly those describing the

energy transport processes : thus model uncertainties make simula-
tions unreliable to some extent.
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Fig. 13 Variation of the neutron yield versus the equivalent shell
thickness
x experimental result
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However, the discrepancy can also be due to other effects
ignored by ID simulations : .
= spherical three dimensional large scale effects due-to
non uniform illumination
= hydrodynamic instabilities
- DT-glass mixing.

~-From numerical simulations neutron appears to occur in several
burst : the first occurs at the initial shock collapse ; the others
durlng the phase of maximum concentrative. In the exploding pusher
regime only the first burst exists as slowing down of the pusher is
very fast. Neutron emission is then correctly evaluated 32. On the

corntrary more ablative implosion shows numerically these several
bursts.

In our case, experimental results seem to indicate that only
the first burst is observed (Fig. 13).

Such an effect is more clearly evidenced with large diameter
high aspect ratio targets (240 < 2R < 340 um ; 100 < RS <200) for
with the experimental neutron yield is close to the calculated
first burst but about two order of magnitude below the total calcu-
lated yield. Disagreement is possibly attributed to upper mentionned
effects wich can strongly affect the behaviour of the pusher at the
end of compression.

These forndamental issues are addressed in a theoretical paper
devoted to the case of large aspect ratio microballoons 37

COXCLUSION

Implosion studies have been presented, the aim of which were
to explore the transition between exploding and ablative regimes.
Eghancement of ppt and (pR)pr has lead to reduce the preheat fac-
tors and optimize the laser — fuel energy transfer by imploding
thickened targets with intermediate laser pulse (500 ps).

X-ray shadowgraphy has been dr relopped, as a suitable diag-
nostic for ablative target probing. Nuderical simulationd .have been
performed with a 1-D lagrangian code, a particular attention being
beared on the description of suprathermal transport.

Increasing the thickness of the target shell has been checked
to increase § usherpdr' lower the preheat and induce a more abla~
tive behaviour ; a maximum in final DT density has been observed.
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