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ABSTRACT 

r(n--.AK-)/r(fi-->aii) = 0.675 ± 0.008, 
r(n--.£V-)/r(n--»aii) = 0.236 ± 0.008, 
nn--.E-)t0)/r(n--»aii) = 0.089 ± 0.005, 

In an experiment in the CERN SPS charged hyperon beam, a sample of 16,000 CI' decays was 
collected at an Q~ momentum of 131 GeV/c. The O" lifetime, the branching ratios and decay 
asymmetry parameters for the main decay modes were measured, giving: 

r i v = (0.823 ± 0.015) X 10"'° s 

a(CT-> AK-) = -0.025 ± 0.028 
<*(£T-.EV) = 0.09 ±0.14 
a(n-->E-n°)= 0.05 ±0.21 

For the rare decay modes, the following results for the branching ratios were obtained: 

r« r -» EVvyr(£r -» ail) = (p.56 ± 0.28) x 10-1 

r(n--.E-n +n-)/(r(n-»all) =(3.7 + J;t)X 10-* 
HIT -• E-y)/(r(Q- -» all) < 2.2 X 10~3 at the 90% confidence level 
r(n--»AiT)/(r(ir-»all) < 1.9 X 10~4 at the 90% confidence level. 

A sample of 32,000 S" decays collected under the same experimental conditions gave a new 
measurement of the E~ lifetime: 

r-. = (1.652±0.051)X 10-'°s . 

Combining the measurements or the present experiment with those obtained in a previous 
experiment in the SPS hyperon beam gives: 

Tn. = (0.823 ±0.013)X 10-'°s 

r(fl- -. AK.-)/r(ir -» all) = 0.678 ± 0.007 
r(n--.sV)/nn--»aii) = 0.236 ± 0.007 
r(ÎT -• £-n°)/nn- -» all) = 0.086 ± 0.004 
r(n--»s-7t+rt)/nn--.aii) =(4.3!JJ|)x io-\ 

The experimental results are compared with theoretical calculations. 



1. INTRODUCTION 
The first operation of the CERN SPS hyperon beam established the existence of a significant 

flux of Cl~. Measurements of the fl" lifetime and branching ratios based on about 3000 decays have 
already been published 11,21. Following the upgrading of the SPS external proton beam from 
210 GeV/c to 240 GeV/c a new measurement has been performed with the hyperon beam 
momentum increased from 115 GeV/c to 131 GeV/c. The decay loss over the 12 m between the 
production target and the decay region was smaller by a factor of 2.4 at the higher momentum. In 
this article we report results on a new data sample of about 16,000 fi~ decays. 

We have measured the Q~ branching ratios in the decay chains 

(1) tr-*AK- , A-tpjt-
(2) I J - - . S V , S°-»Ajr° , At pit- , n'-.yy 
(3) 0 ~ - » s V , E~->Ajr , A-»p!T , n"-*yy 
(4) cr-+S°e-v , E°-.A;i° , A->pjT , n°-»yy 
(5) n"-»E"n+n" , E~-*An~ , A-»pjT , 

and the decay asymmetry parameters for the modes ( 1), (2), and (3). Upper limits have been placed 
on uV. branching ratios for the decay modes 

(6) Ci~-»ï~y , 5"-»A7T , A-tpjr" 
(7) Q~->Air" , A-»pir~ . 

The O" lifetime was obtained from the most abundant decay channel fi~ -» AK". We have also 
measured the S" lifetime from a sample of 32,000 S" -> An" decays. 

In section 2 of this paper we describe the apparatus and the trigger. The results on the main 
decay modes (1) to (3) are presented in section 3 and the rare decay modes in section 4. The 
comparison with theoretical calculations and the conclusions are given in section 5. 

2. APPARATUS AND TRIGGER 
2.1 Hyperon beam and experimental apparatus 

The hyperon beam consisted of a magnetic channel and associated detection apparatus [3]. 
The magnetic channel comprised three bending magnets M1, M2,and M3, and two superconducting 
quadrupoles, Q1 and Q2 (see fig. 1). The hyperons were produced by the 240 GeV/c proton beam 
which struck a 32 cm BeO target located between the poles of M I. The magnetic channel, which had 
a momentum acceptance of 10% FWHM, selected negative particles with a mean momentum of 
131 GeV/c, produced at an average angle of 2 mrad with respect to the proton beam. At the exit of 
the magnetic channel a DISC Ccrenkov counter was used to trigger on Ci~ particles. The direction 
of the beam particles was measured with an accuracy of ±0.07 mrad (r.m.s.), by five multiwire 
proportional chambers (beam chambers), located upstream and downstream of the DISC. The 
momentum of the beam particles was determined to better than 1% using a relation given by the 
beam optics, between horizontal angle and momentum 131. 

The experimental apparatus is shown in fig. 2 The charged decay particles were analysed in a 
magnetic spectrometer which comprised a magnet with a bending power of 2.4 T • m and two sets of 
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drift chambers to measure the coordinates upstream (DC0-DC4) and downstream (DC5-DC8) of 
the magnet- The momentum resolution was Sp - ±1.5 GeV/c at 100 GeV/c. The solid angle 
subtended by the magnet aperture and the drift chambers accepted all charged particles from 
fi~ -» AK~, A -t pjr~ decays occurring in the 11.5 m long decay region upstream of the first drift 
chamber (DC 1). 

A lead-glass array | 4 | was used to measure the energy of y-rays produced in n~ decay chains. 
A sandwich of two MWPCs and two 8 mm sheets of lead, placed immediately in front of the 
lead-glass array (see fig. 2), was used to locate y-ray impact points Tor the decay channels (4) and 
(6). The efficiency and the accuracy of the y-ray detection and n° reconstruction were measured as a 
function of the id momentum using E + -> pn° decays obtained by retuning the hyperon beam for 
positive polarity at 100 GeV/c. For the study of the semi-leptonic decay channel n~ -» H°e"ï, the 
electron identification was obtained by combining the inforrratici of the lead-glass array with that 
of the transition radiation detector |4] also shown in fig. 2, presiding a total rejection of 20,000:1 
against hadrons. 

The main changes to the apparatus from that described in ref. 131 were that an additional drift 
chamber (DC0) was used to improve the track reconstruction in the beam region, and the lithium 
radiator of the first transition radiation detector was removed to reduce the probability of unwanted 
y-ray conversions. The Cerenkov counter downstream of the magnet was not used in the analysis of 
the n~ decays. 

2.2 Trigger and data collection 

The trigger required an incident n~ by a coincidence between the beam telescope and the DISC 

together with the decay A -• p;r~ which was defined by a coincidence between the multiplicity counter 

and the proton counter. 

For the beam telescope a TO • Tl • T2 • M • Â2 coincidence was required, where TO, T l , T2 

were the beam counters and A1, A2 the beam halo counters. The fi~ were selected by the DISC. To 

obtain a high trigger efficiency, the DISC was equipped with a special profiled diaphragm (31 and at 

least 7 out of 8 phototubes were required to give a signal. (The detection efficiency thus obtained was 

95% for flr passing right through the DISC). To select events where the A -> for" decay occurred 

before the first drift chamber we requited a signal of more than one charged particle in the 

multiplicity counter in coincidence with a signal from the proton counter, which was located 

downstream of the spectrometer magnet and intercepted all protons from A -» pn~ decays, but 

could not be reached by negative decay particles or'beam particles. This decay trigger accepted 

44% of all those tl~ which triggered the DISC and decayed in the il~ -t AK" mode. 

The trigger rate was about 22 per 108 beam particles, in a beam spill of one second duration. A 

microprocessor 151 reduced this rate by a factor of 2 by rejecting high-multiplicity events using 

information from the beam chambers. Even so, the trigger rate was more than one order of 

magnitude greater than the genuine £1" counting rate. The background triggers were mainly due to 

multiparticle events and to S" -» An", A -• pn~ decay chains, which occurred before or inside the 

DISC and managed to fire seven of the eight DISC phototubes and also fulfilled the multiplicity and 

proton requirements. A total of 1.6 X 10' triggers were collected in 6 weeks. 

At regular intervals, the DISC pressure was set to detect S" and triggers were taken in 

otherwise unchanged conditions. The 2 " -• \n~ events, which have a decay topology similar to 

n~ -• AK~ decays, were used to monitor the performance of the apparatus. They were processed 
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immediately to check the efficiency of the data taking. Later in the course of the analysis, they were 

used to determine the parameters of the Monte Carlo simulation of the experiment and they also 

provided a measurement of the 3 " lifetime. 

The correct DISC pressure setting for the fi" trigger was deduced from the relative positions 

of the E~, E"", and it" peaks in the pressure curve. The positions of these peaks were checked 

regularly during data taking. 

Other auxiliary runs were performed at regular intervals during the data taking to monitor the 

performance of the electron and y-ray detectors. The gain settings of the phototubes in the 

lead-glass array were checked in special runs with muons and the performance and the energy 

calibrations of both the transition radiation detector (XTRM) and the lead-glass array were 

checked with 6 GeV/c electrons obtained by retuning the hyperon beam as an electron beam |4 | . 

3. ÎT MAIN DECAY MODES 
3.1 Event selection 
3.1.1 Selection criteria common to all iï~ decay channels 

The first step in the analysis was to reduce the multiparticle background in the Q~ data. Most 
of the genuine n~ decays and 2 " decays were expected to have a single charged particle at the exit of 
the DISC (the fi~/2" or a charged decay particle) with the A -• prc" decay occurring further 
downstream. The 3 " monitor sample was therefore used to determine an appropriate criterion for 
selecting Cl~ decays, based on the charged particle multiplicity at the exit of the DISC. 

The H" -» AJI~ events were fully reconstructed by first requiring a A -» piT decay, i.e. a positive 
and a negative track with an intersection situated within errors between z = 2 m and z = 13 S m (see 
fig. 2) and having an effective mass m p . - within ± 10 MeV/c ! of the A mass. The width of the m p„-
distribution was 4 MeV/c 2 (FWHM). In addition to the A, a negative track was required, which, if 
interpreted as a n~ track, gave an effective mass m A i t . within ± 15 MeV/c J of the S" mass*'. With 
these requirements the contamination in the 2 " sample was reduced to a negligible level. 

A wire multiplicity was defined to be the sum of wires struck in the x and y planes of the third 
beam chamber which was situated just downstream of the DISC. With this definition the mean 
multiplicity for a single particle is approximately 5. A comparison of figs. 3a and 3b, which show the 
wire multiplicity distributions for beam triggers (mostly pions) and for the reconstructed S" 
sample, confirms that the multiparticle background in the £ " sample is indeed small. 

Figure 3c sliows the same distribution for fi" triggers. The dominance of the multiparticle 
background is obvious. Events with a wire multiplicity larger than 12 were rejected, except in the 
search for the fi" -» E~rr+rr~ decay mode. This cut reduced the multiparticle background in the fi~ 
sample by a factor of 4. The loss due to this cut was 2.5% for 2 " decays and, because of the shorter 
lifetime, it was estimated to be 4% for £1" decays. 

The presence of a A -» pn" decay was a common feature of all the fl~ decay channels which 
were studied. Therefore, a reconstructed A, as defined above for the S" events, was required in all 
cases. The reconstructed Q~ decay vertex, as defined later for each of the decay modes, had to be 
downstream of z = Ï m. For the decay Q" -> E°e"i>, a cut at z = 1.3 m was applied instead. A 
reconstructed beam track was required in all cases, with the exception of the Ci" -» AK" and E" -» 
Art" events used for the lifetime determinations. 

•) Thewidthofthcm^ distribulionwas&MeV/c!(FWHM). 



3.1.2 Selection of Cr-* \K~ decays 
An additional negative track was required which, if interpreted as a K" track, gave with the 

reconstructed A an effective mass m A i r within ±60 MeV/c2 of the Ci~ mass. The fl" decay point 
defined as the intersection of the K~ track and the reconstructed A track, had to be downstream of 
z = 2 m and within errors (typically <5z = ±0.2 m), upstream of the A decay point. Furthermore, 
momentum balance was imposed by requiring the difference Ap'between the measured n~ 
momentum and the sum of the A and K~ momenta, as measured with the spectrometer, to have 
components | Ap L | < 13 GeV/c and Apr < 0.23 GcV/c. The widths of these distributions were 
<5pL = 3.5 GeV/c (r.m.s.) and SpT = 0.05 GeV/c (r.m.s.). The Ap* cut removed about 50% of the 
contamination due to Ci~ -» E 0 T T events, in which momentum is carried off by a n". 

Figure 4 shows the scatter plot m A i t . versus mA 1 [. of a partial sample (16%), where mA t.is the 
effective mass obtained by interpreting the event as a An" decay. In the case of events having more 
than one possible combination of decay tracks, the combination taken was that which was in closest 
agreement with the constraints m p ». = m A , | Ap L | = 0, m A K - = m H and with geometrical matching 
between the track segments before and after the analysing magnet. This track combination was also 
used to determine m^ . . The figure shows a clear Ci~ -» AK" signal together with a considerable 
background of S~ -» An" events. It was required that mA t t_ be larger than 1.35 GeV/c !, a cut which 
rejected practically all E" , but also 14% of the genuine CT -» AK" events. However, those 
H" -» An:- decays for which an additional spurious track was used to fake an Cl~ -* AK" 
decay are not removed by the mass cut. To reject this type of background with the minimum loss of 
genuine fi~ -» AK" decays, the closest approximation to the S" -» Air" hypothesis was also defined 
for the constraints listed above in the case of events with several possible decay-track 
combinations. If the S" -> An" hypothesis corresponded to a better approximation than the 
fi~ -• AK" hypothesis, the event was rejected. Figure 5 shows the scatter plot of the missing mass 
MM(Q"-n~) versus m A K . after these cuts, where MM(n~—n~) was obtained by interpreting the 
"K~" track as a n" track. The band around the 2° mass corresponds to fi~ -* E°n" background 
events. The distribution of m A K - for the same sample is shown in fig. 6. The observed width is 
6 MeV/c 1 (FWHM). Within ± 18 MeV/c : of the Ci' mass the sample contains 12,082 events with 
an estimated background of 307 ± 37 n~ -» E°;t" events. The residual E" -• An" background was 
estimated to be 60 ± 8 events by using the distributions of the E~-> An" monitor sample. 

3.13 Selection of Ci~->S.°n~ decays 
The CT decay vertex, obtained by the intersection of a beam track and a negative particle 

track, had to be, within errors, upstream of the A vertex. Figure 7 shows the scatter plot of the 
effective mass m ^ . versus the missing mass MM(fi"—n"), for a partial sample (16%). For events 
having more than one possible decay track combination, the track combination chosen for the 
calculation of M M ( B " - i " ) was the one which was in closest agreement with the constraints 
m„,. = mA, MM(n"-ir~) = m, . and with geometrical matching between the track segments before 
and after the analysing magnet. For the calculation of mA„., we chose the track combination which 
was in closest agreement with the E" -» Arc" hypothesis. The curve drawn on fig. 7 represents the 
kinematical boundaries of the (An"ir°) final state for Cl~ decays. The plot shows a clear E° signal 
and a considerable E" background. The E" contamination comes mostly from E" triggering the 
DISC and to a small extent from fi" -i S"Jt° decays. The diagonal band on this plot contains 
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fi" -* AK" events where the K" is interpreted as a n~ *'. To suppress the H~ background, we 

required MM(fi"—IT") to be within ±100 MeV/c2 of the E°mass. This cut removed 98% of the S~ 

decays. In the absence of measurement errors the fi" -> AK" decays would have a longitudinal 

momentum balance Ap L = p " — pC ~ P* = 0 . In practice, the measured standard deviation on 

Ap L is 3.5 GeV/c. To reject further this type of background we required Ap L > 7.2 GeV/c. This cut 

removed 94% ofthe residual AK" contamination but also 15% ofthc genuine fi"-»E°jt~ events. In 

addition we required the squared ( fi"—A—n~) missing mass, which should equal m2,,. to be within 

the range -0.03 < MM 2 ( f i r - A - i T ) < 0.06 (GeV/c 2) 2. Figure 8 gives the scatter plot n y , . 

versus MM(fi~ — n") for the resulting sample. The figure shows a 2" signal concentrated mainly 

inside the kinematic limits and a small residual S~ background. The E° and E" events outside the 

limits are multitrack events where the track combinations for MM(fl"- j") and m ^ . 

are different. To reduce further the S" background, we rejected events which gave a closer 

agreement with the S" -• An" hypothesis than with the S°Jt~ hypothesis. This selection removed all 

the S" from the sample except for a very small contribution in the (E°, E" ) crossing region. 

At this selection level the residual background consisted mainly of fi" -» AK" decays, as 

shown by fig. 9 which gives m A K - versus MM(fi"- i") . Figure 10a is the MM!(fi"—A—it") 

distribution for the same sample showing a clean peak centred atmjn. The (fi" — IT") missing-mass 

distribution is shown in Tig. 10b. The width ofthe S" mass peak is 10 McV/c ! (FWHM) and there 

' r a r e 2013 events within ± 4 0 MeV/c 2 of the E° mass and 1759 events within ±20 MeV/c2. The 

amount of residual background is discussed in subsection 3.2, where information from the v-ray 

detectors is also used. 

3.1.4 Selection o/fi~-> S~n°decays 

The candidates for this decay channel were selected by the following requirements, in addition 

to a A as defined previously. There was an additional negative track which, if interpreted as a n~. 

gave an effective mass m A i i . within ±20 MeV/c2 ofthe S" mass. Within errors, both the 3 " and A 

decay vertices were located within the range 2.0 < z < 13.5 m with the A vertex downstream of the 

E~ vertex. The fi" vertex, i.e. the intersection ofthc reconstructed E" track with tne beam track, was 

within errors upstream ofthe S~ vertex. 

The it" momentum was defined as the difference Ap between the beam momentum and the E" 

momentum. In fig. 11 we show a scatter plot of MMx, the square of the (fi"—E") missing mass, 

versus the longitudinal component Ap L for a fraction (16%) ofthe selected events. The full curve 

drawn on the figure corresponds to E~ -• An" events, interpreted as fi" -• 2 " + X, with a 

reconstructed Ap T = 0. For Ap T > 0, the S" -» An" events lie below this curve. The events situated 

near the boundary curve with values of lApJ < 10 GeV/c are due to contamination from S" 

produced in the target with a momentum close to the average beam momentum. The events close to 

the upper part or the curve with Ap L = 30 GeV/c correspond to E" with an average velocity equal to 

the fi" velocity for which the DISC was luned. Such a low momentum S" background was expected 

from fi" -> S"n° decays in the magnetic channel. To select the fi" -• S~K" events, we required: 

Ap,.> 10.12 + MMji/dn,2, - m| )l p„„ m . 

This is the straight part ofthe dashed line in fig. 11. This cut removed most ofthe E" contamination 

allow | Ap,. [ and a large fraction of the low momentum E". We further reduced the E background 

•) Ton very gppilapprnxiinnlion. IMMUÏ' — Jt )\' + nl\, = m', + m\ + m1, - mj, Hull ~*AK decays. 
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by requiring Apr > 0.15 GeV/c. This cut corresponds to the curved part of the dashed line. The two 

cuts together removed 98% of the total background but also 40% of genuine Q~ -» H~JI° events. 

Figure 12 shows the total CT -» S~7r° sample after these cuts. There is a clear signal in the JI° mass 

region. In fig. 13 we show the distribution of MMx. The final sample was obtained by requiring 

-0 .016 < MM?; < 0.052 (GeV/c 1) 2 and contains 862 events. 

3.2 CT -» S°!t~ and Q~ -» 2"n° signal and background determinations 

3.2.1 Method 

To evaluate the signals and the backgrounds of the Sir decay modes, we used the fact that both 
channels have among their decay products a n° which decays into two y-rays. Therefore, requiring a 
signal in the lead-glass array reduced the background of events which did not contain a y-ray. We 
used a simple algorithm, which ensured a high y efficiency and minimized possible biases, giving a 
background rejection factor of 3. 

Let N, be the number of events in a Q~ -» Sn sample of which N,' have an accepted lead-glass 
signal; then the Kn signal S, and the background B, are solutions of the two equations 

N, = S, + B, 

N; = ES, + rB, , 

where £(r) is the fraction of signal (background) events which were accepted by the lead-glass 

requirement. 

The same relations hold for the events situated on either side of the signal region and we can 

write: 

N 2 = S, + B, 

N 2 ' = cS, + rBj , 

where N, is the sum or the events on either side of the signal interval, N, the sum of the events 

situated in the same regions but with a detected lead-glass signal, S, the residual signal, B, the 

background, e and r the same variables as before. Thus, we have a set of four independent equations 

with 6 unknowns. To solve the system two additional constraints are needed. For each decay mode 

the additional information required to solve this set of equations is presented below. 

3.2.2 CT-t Z°x~ signal and background determination 

For this channel the quantity r was estimated using the (OT—n~) missing-mass distribution of 

fig. 10b, where the regions beyond ± 5 0 MeV/c ! from the 2° mass are expected to contain only 

background events. The result obtained was: 

r = 0.36 è 0.04 . 

The second constraint was derived from a relation between B, and Bj. Since 95% of the 
background in the data sample was due to Q" -» \K~ decays, we used the Monte Carlo simulation 
program described in subsection 3.3 to generate such decays. These events were then processed 
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through the complete fi~ -• Z°iC analysis program. The distribution of the (£2~—JI~) missing mass 
thus obtained was linear within ± 4 0 MeV/c2 of the 2° mass. 

For the data sample, N, was the number of events within ±20 MeV/c ! of the S° mass (see 
fig. 1 Ob) and Nj the sum of the number of events in the two 20 MeV/c2 intervals on either side of this 
mass range. On the basis of the Monte Carlo simulation we found that the £1" -» AK~ background 
contributed equally to B, and B,. The very small residual E~ background, entirely contained in the 
(3°, E") crossing region of fig. 8, wa3 estimated to be 23 ± 5 events by assuming a linear 
dependence of the genuine Q" -» 3° j r signal on mA l l_, within ±50 MeV/c2 of the E~ mass. The 
whole S~ background contribution is within ±20MeV/c 2 ofthe E° mass. Thus we have B, = B, + 
23. 

From the experimental numbers, N, = 1759, NJ = 1357, N, = 254, and NJ = 126, we 
obtained: 

£ = 0.825 ±0.014 , 

S , = 1556 ± 5 2 , B, = 2 0 3 ± 2 8 , 

S , = 74 ± 2 4 , B , = 180 ± 2 8 . 

Thus the total CI" -• H°7T signal within ±40 MeV/c 2 of the 2° mass is S = S, + S, = 1630 ± 
65 events and the background amounts to 383 ± 54 events. The errors include the statistical errors 
on the sample size and the uncertainties connected with the estimation of r. 

The efficiency E is an average over the n" momentum spectrum. Figure 14 shows the variation 
of E as a function of the missing longitudinal momentum Ap L . The decrease ofe for small Ap L is 
due to the geometrical acceptance. This variation of E could possibly introduce a bias in the signal 
determination. Therefore as a check we divided the Apu range into three independent intervals and, 
computing the signal for each of them, we found a total of 1627 events in good agreement with the 
number given above. 

3.2 J fi~ -* Z'n" signal and background determination 
The determination of the signal for this channel was more difficult than for fi" -» E V " because 

the background was larger and arose from more than one source. Therefore a linear interpolation 
from the side regions into the m 2

0 peak (fig. 13) was not appropn* :•!. The gamma-detection efficiency 
E was obtained as a function of the missing longitudinal momentum by correcting the efficiency 
curve measured for the decay fl" -» E ° J T (fig. 14) for the difference in geometrical acceptance 
between the two decay channels. Figure 14 shows also the resulting curve. The mean value over the 
accepted Ap L range was 

E = 0.939 ±0.016 . 

The efficiency is larger than in the fl~ -» Z'n~ case because the average ;r0 momentum or the 
selected events is larger (see figs. 17a and 18). The fraction r of the background events which gave a 
spurious y-ray signal was estimated for different Ap L intervals by selecting events on either side of 
the if signal, i.e. MMji > 0.086 (GeV/c') ! or MMj < - 0.05 (GcV/c2)1. 
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It was found to be constant within errors over the full Ap L range spanned by the missing jr. 
The mean value was 

r = 0.28 ±0.05 . 

Using the values of e and of r, the signal and the background were derived from 'he two 
equations 

N, = S, + B, 

N; = -S, + rB, . 

From the experimental numbers N, = 862. N,' = 646, we obtained 

S, = 614 ± 37 , B, = 2 4 8 ± 3 3 . 

The errors include the statistical errors on the sample size and the uncertainties on r and e. 

3.3 «Monte Carlo Simulation 
In order to obtain lifetimes, branching ratios, and asymmetries from the data, it was necessary 

to correct for the geometrical acceptance of the apparatus, the reconstruction efficiencies, and the 
effects of kinematic cuts. These corrections have been determined from a detailed Monte Carlo 
(MC) simulation of the experiment. The MC events were analysed with the same set of programs as 
were used for the data. The parameters describing thr apparatus wert chosen so that the MC 
accurately reproduced the decay distributions for Hie 2~ -» Kn~ event sample described in 
subsection 3.1.1. The fi~ decays were then simulated using the same parameters. 

3 J.I Description of the Monte Carlo model 
The incident hyperon trajectories were generated using the known beam optic. 131 aad the 

observed distributions in the beam chambers. As the hyperons traversed the apparatus tr.cy 
underwent sequential decays. In cases where the first dec ,y oi;curr<"d before the end or the DISC, 
the event was weighted with a detection efficiency which depended on the distance the hyperon 
travelled through the DISC before r" icaying. 

The charged dica. nroducM were propagated through the spectr^neter magnet using the 
measured field map. They undei.went appropriate multiple scattering and, in tnr. case or elect; ̂ ns, 
also emitted bremsstrahlung. There was 7% or a radiation length between the DISC exit and the 
magnet entrance including 2% in the lithium radiator. Coordinate measurements in the chambers 
were obtained from the tracks, using the appropriate resolution functions and detection effici-ncies. 
In the case of the beam chambers the smearing was applied directly to the spatial coordinates, 
whereas, for the drift -hambers, simulated drift times were created with the measured timing 
resolution functions. 

Over most of the sensitive area of the drift chambers the accuracy and i ffi' -y were uniform. 
However, there was a rapid variation of these two parameters in a small re. • ose to the beam 
axis, caused by space-charge effects. A fraction of the protons emitted by the A in the decay chain 
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passed through the beam region of the drift chambers in front of the magnet ( 14% for Q~ » AK " 
decays and 40% for H" decays). A detailed study of protons from the sequential decay 2 " -> An", 
A -t p7t was therefore conducted to ensure that the measurement accuracy and inefficiency were 
corr"ctly reproduced by the MC. Figure 15 shows a comparison between distributions of R p (the 
distance or the proton from the beam axis at z = 15 m) for the oat; and two sets of MC events. One 
MC distribution was generated neglecting the drift-chamber inefficiencies in the beam region; for 
the other these Were taken into account. Fron the differences between the :wo MC curvuF it wac. 
ostir • ated that 8% of the H~ -» A/r", A -> pit" decays were lost bectiuse of this ei;\-ct. For the P." 
dcrays this loss was much smaller. 

j.3.2 Comparisons between uala and MC distributions 
A scries of comparisons was made between the data and the MC distribuions to check that 

the simulation was adequate. In the following we present the results of some of the more important 
tests, and we discuss some special tentures in the MC program jsed for the fir -» H~n0 decay. 

CT-AK~ decay 
The data sample used for the comparisons was that defined in subsection 3.1.2. The effective 

mass distribution is particularly sensitive to the chamber resolutions. Figure 6 shows the MC/data 
,. comparison of the (AK") effective mass. The data and MC distributions arc in agreement apart 
from the tails which are more pronounced in the data. A large fraction of this excess is due to the 
Or -> S°ir" background events, which give a flat effective mass distribution when interpreted as 
fi~ -t AK - (see fig. 5). The A momentum distribution is shown in fig. 16a and thv dhtribution of ihe 
A an;!i with respect to the beam particle in i'ig. 16b. The data are adequately reproduced by the MC 
•liiiributions. 

n." -» S.°n~ decay 
The (3°jr) data sample of 1759 events (including 203 ± 28 background events) was that 

defined in subsection 3.1.3. For the MC/data comparison the small H~ -t .\x~ contamination was 
reduced to a negligible level by rejecting events with a (Air") mass within ± 15 MeV / c 1 of the S" 
mass. In addition, for the data sample, events outside the selected (QT— ") missing-mass window 
were used to subtract statistically the residual background for all distributions. This sample was 
also used for the determination of the Q~ lifetime and the asymmetry parameter in this decay mode. 
Figure 17a shows the MC/data comparison of the {(1~—A—n~) missing longitudinal momentum 
distributions. The full histogram corresponds to the data sample after background subtraction, the 
dashed histogram to the background itself. The CÎ" -> AK~ contaminatior- was expected at the lower 
end of the missing-momentum spectrum. The agreement between the full histogram and the MC 
distribution shows that the background subtraction was adequate. Figure 17b s>ows the MC/data 
comparison of the angle between the 0~ and the n~. The range spanned by this angle was larger than 
for any other decay, The good agreement of the MC and data distr'jutions was a critical check of 
the geometrical input parameters. 

Or-ts.'n" decay 
The MC simulation had to describe problems specific to this decay mode for fi" decaying 

inside the DISC. For instance it is only for this decay mode that an important amount of terenkov 
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light emitted by the charged decay particle can reach the DISC phototubes because the velocity of 
the E~ is on an average equal to that of the Q~ and the decay angle is small. Also due to the large 
angle between the it 0 and the fi~, 2.8% of the y-rays converted in the mirror or in the flange of the 
DISC. These events were vetoed by the halo counter A2 (see fig. 1). 

For the data sample, the background of 248 events (see subsection 3.2.3) was subtracted by 
using the events outside the MM!(fi~ —S~) window (fig. 13). The distributions of the missing 
longitudinal momentum are shown in fig. 18 Tor the data after background subtraction, for the 
background itself and for the MC events. 

3.4 il' and E" lifetimes 
3.4,1 fi-->AJT decay 

For the determination of the Q~ lifetime, we did not use the beam-chamber information in order 
to avoid potential errors from a confusion of Q~ and K~ tracks in the beam chambers. The 
momentum balance cuts were replaced by the requirement lp A + p K . | > 115 GeV/c, which was 
almost as effective for the (S°it_) background rejection and made no use of the beam chambers. 
Furthermore, a more restrictive cut than described in subsection 3.1.2 was applied to the effective 
mass m ^ . by rejecting events where any combination of spectrometer tracks yielded m ^ ^ 
1.35 GcV/c 2. The requirements on the effective mass m A K - and on the vertex ordering were the same 
as for the branching-ratio sample. The distribution of the Q~ decay points as obtained from the 
intersection of the K~ track and the reconstructed A track is shown in fig. 19. For z > 2 m, the 
sample contains 13,800 events. The difference between this simple and the branching-ratio sa.i.pie 
is mainly due to the inefficiencies of the beam chambers and to the beam track reconstruction. The 
background of (330±40) Q~ -> S"s" events in this sample was taken into account by adding to the 
MC events a corresponding amount of Q~ -» E°n" MC events whljh had survived the ii~ -> AK~ 
selection. After cuts the MC sample contained 50,000 events, whose weights were calculated for 
each CÎ" lifetime assumed in the fitting procedure. Table 1 shows the results of the fits for different 
cuts in the z-coordinate along the beam, where the quoted errors are statistical only. The samples 
with an upstream fiducial cut at 2 m included events which decayed inside the DISC. For these 
samples it was therefore necessary to apply a correction for the variation of the DISC efficiency 
with the distance travelled by the IT inside the DISC before decaying. There is an uncertainty of 7% 
in the mean number of photoelectrons used in the calculation which introduces an additional 
systematic uncertainty on the lifetime, <5rn- = 0.008 X 10"'° s. To avoid this uncertainly we 
therefore use the value obtained from the sample with 2.8 < z < 10 m: 

r n - = (0.823 ±0.013) X ÎO" 1 0s . 

The MC distribution of the decay points obtained for this value of t;,. is shown by the curve in 
fig. 19, which is in good agreement with the data distribution. The variation of xl with i^ in the fit for 
the chosen interval 2.8 < z < 10 m is also shown in fig. 19. To check on possible background 
effects, we subtracted statistically the estimated amount of O - -» 2 " J T background from the data 
using the decay-point distribution of the events with | mA K- — m,, | > 25 MeV/c !. From the lifetime 
fit using the pure CÎ" - . AK" MC sample we obtained r„ = (0.822 ± 0.013) X 10"'° s in the same 
decay region. 
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3.4.2 Or-ts.il decays 
The ÇT- lifetime has also been determined for the Q" -» En decay modes as a cross-check or 

the analysis procedures and the acceptance calculations. 
The Q~ -» 2°;:" sample with the background subtracted was the same as for the MC/data 

comparison (see subsection 3.3.2). The n~ decay point was obtained from the intersection of the n~ 
track and the beam track. The reconstruction error was 0.18 m (r.m.s.), slightly smaller than for the 
fi~ -+ AK" mode because of the larger decay angles. The resulting decay point distribution is shown 
in fig. 20a. For z > 2 m, the sample contained 1505 events. The results of the fits for different decay 
regions are given in Table 2. In the inverval 2.8 < z < 8 m we obtained: 

T„. = (0.82 ± 0.05) X 10-'°s , 

where the error is statistical only. The MC distribution corresponding to this result is given by the 
curve in fig. 20a; it shows good agreement with the data. 

For the lifetime determination in the n~ -* E"n° decay mode we used the branching-ratio 
sample (subsection 3.2.3), which contained 614 events after subtraction of 248 background events. 
The distribution of the £!~ decay points obtained from the beam track and the reconstructed S~ 
track is shown in fig. 20b. In the interval 2.8 < z < 8.4 m the result of the fit was 

r„ =(0.92 ±0.07) X 10-'° s . 

The agreement between the lifetime results for the Sn decay modes and the AK" decay mode 
gives further support to the validity or the MC calculations and the adequacy of the background 
treatment. 

3.4.3 E"-t An" decay 
The data sample was collected in special runs distributed over the whole n~ data-taking period. 

After the selection described in subsection 3.1.1 the sample contained 41,200 events. The S~ decay 
point was obtained from the intersection of the n~ track and the reconstructed A track, with an error 
of 0.20 m (r.m.s.) along the beam direction. As in the case of the decay fi~ -» AK", we thus avoided 
the use of the beam-chamber information for the lifetime determination. The resulting decay-point 
distribution is shown in fig. 21. Table 3 lists the results of the lifetime fits for different decay 
regions, based on a sample of 10s E" -• Ajr~ MC events after cuts. We use the value obtained from 
the 31,817 events in the decay region 2.8 < z < 10 m (as Tor IT -» AK"), 

r s = (1.652 ±0.033) X 10-1 0s , 

where the error is statistical only. The MC distribution corresponding to this value is shown by the 
curve in fig. 21, which again is in good agreement with the data. The variation of x7 with t is also 
shown in fig. 21. 

3.4.4 Systematic errors 
The largest contribution to the systematic errors of the lifetime determinations arose from the 

uncertainties of the drift-chamber inefficiencies in the beam region (DC0-DC4;, which resulted in 
systematic errors 
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ôva. = 0.005 X 10-'° s and <5rH = 0.037 X 10" 1 0 s . 

The absolute beam momentum was known with an accuracy of 0.5%, with resulting errors 

<5rn =0.004X 10-'°s and <5r2-= 0.008 X 10-'°s . 

If the lifetime of the A, which is used in the MC calculation, is increased from the world average 
value 161, r A = 2.632 X 10'° s, by the experimental error (5rA = 0.020 X 10 ' 1 0 s, the measured 
lifetimes increase by 

<5rn. = 0.002 X 10-'° s and <5r2 = 0.008 X 10"'" s . 

The total systematic errors are 

Svn. = 0.007 X 10-'° s and <5r,_ = 0.039 X ÎO" 1 0 s 

for the il' -» AK~ and the S" -» An" decays respectively. 
These systematic errors have been added in quadrature to the statistical errors. 

3.4.5 Comparison with earlier measurements 
" 'The result for the fi~ lifetime 

r n . = (0.823 ± 0.015) X 10-'° s 

is in agreement with the earlier hyperon-beam result obtained from a sample six times smaller 
collected at 98 and 115 GeV/c, 

rn_ = (0.822 ± 0.028) X 10- | os(ref. 11!) 

and with two bubble-chamber results, r n = (0.80±S:!1) X 10 _ l ° s (réf. [7]) and %. = (0.7518:!*) X 
10- 1 0s(ref.l8]). 

The result for the 2~ lifetime, 

r , = (1.652 à 0.051) X 10- | 0 s , 

is in agreement with the earlier hyperon beam result obtained at 98 and 115 GeV/c from a sample of 
equal size T r . = (1.665 ± 0.065) X 10"'° s (réf. Ill) and with the average value from three other 
precise measurements in bubble chambers r . = (1.617 ± 0.028) X 10"'° s (refs. |8-10|). 

3.5 Cl~ -* AK~ and Ci " -» E it decay branching i atios 
The numbers of events for each decay mode are given in Table 4, together with the relative 

acceptances obtained by MC calculation. From these numbers we obtained the ratios 

R, = ncr-» AK-)/T(rr-.EV) = 2.86 ± 0.12 
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and 
R2 = r\rr -* s v y r o r -• S-B") = 2.65 ± o. 19 , 

where the errors are statistical only. For the calculation of the branching ratios we have assi med 
that the contributions of these 3 modes add up to 100% of the fif decays. 

Systematic errors in the acceptances are important only If they are different for the various 
decay modes; thus wc have investigated the uncertainties on the ratios R, and R2. The calculation of 
the DISC efficiency for CI' decays occurring inside the sensitive volume of the DISC introduces an 
uncertainty <5R,/R, = ±0.4%, owing to the different CI' decay-point distributions for the final event 
samples. Uncertainties in the measurement of the efficiencies of the drift chambers (DC0-DC4) in 
the beam region give rise to <5R,/R, =±0.5%. Finally the uncertainties in the lifetimes of the 
particles contribute <5Ri/R, = ± 1.5%, of which the major part is due to the error on the E° lifetime. 
The total systematic error in the ratio of the acceptances for the AK~ and the S°ir" decay modes is 
then <5R,/R, = ± 1.6%. The systematic error in the ratio of the Sn acceptances arising from the 
same error sources is mostly due to the uncertainties in the lifetimes. We obtained 5Rj/R2 

= ±1.6%, and thus 

R, = r(n~-» AK-)/r(n--»H°n-) = 2.86 ±0.13 

R, = n t r -» EVyncr -. s-a") = 2.65 ± 0.20 

and the branching ratios listed in Table 4. The quoted errors include the estimated systematic 
uncertainties. Table 4 also contains the branching ratiof. obtained in the previous experiment [2|. 
The two sets of measurements are in good agreement. 

3.6 Q~ decay asymmetry parameters 
The main Cl~ decay modes 

ir-»AK -

n--»EV-

are the only observed examples of non-leptonic weak transitions between the J p = 3/2+ and 
J p = 1/2* multiplets orSU(3). 

These decays may occur via P and/or D amplitudes leading to the following expression for the 
«parameters: 

« = 2Re(P*D)/(|P| ! + IDI2) . 

Thusor gives the amount of parity mixing for each decay mode. 
As the mean production angle of the beam was close to zero (2 mrad), the CÎ" were not 

polariïed. The or parameters were obtained from the angular distributions of the final haryon in the 
decay chains «T •+ AK~, A -» PTT), (fT -* H V , S° -. A A and (fi~ -. S V , 2" -• An"). These 
angular distributions are given by 
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W(cos0)= 1/2(1 +Acosfl) , 

where 8 is the angle between the direction of the intermediate decay baryon (A or E) in the Q rest 
frame and the direction of the final baryon in the (A or S) rest frame. The decay asymmetries A are 

and 
A n =afr'h < 

respectively. For a A and a,, the following values were used: oA = 0.647 ± 0.014, 
a.. = —0.411 ± 0.022, a. = —0.436 ± 0.019. These values were obtained by averaging refs. 
18-171. 

The decay angular distributions W(cos 8) are shown in figs. 22a,b,c for the three decay modes. 
The full histograms represent the data samples and the dots were obtained from the MC simulation 
with ern = 0. For the fl ' -» AK" decay mode (fig. 22a) the data include (307 ± 37) 
Q -» S"ir and (60 ± 8) S -» Art background events. In the MC distribution the appropriate 
numbers of MC events satisfying the (AK~) selection criteria were statistically added for those two 
decays i take into account the residual background. The effect on the asymmetry was negligible. 
F«r the fi ' -» En decay modes (figs. 22b and c) the background was subtracted from the data as 
described in subsection 3.3.2. The dashed histograms correspond to the background distributions. 

The values of A obtained from the fits between data and Monte Carlo are 

A£ =-0.016 ±0.018 
Af," = -0.036 ± 0.051 
A* = -0.020 ± 0.090 . 

The errors are statistical only. 
Systematic uncertainties arose from several sources. Uncertainties in the measurement of the 

efficiencies of the drift chambers (DC0-DC4) in the beam region give rise to 

<5A£ = 0.004 and £Af, = 0.002 . 

The background subtraction is a source of possible systematic error only for the Q -» S"n decay 
mode, where the slope of the background (see fig. 22b) is rather different from that of the signal. The 
uncertainty in the background subtraction gives S Af," = 0.008. The uncertainty Sp/p = 0.5% on the 
average beam momentum contributes <5A„ = 0.002, SAj;" = 0.022, and SAj = 0.005. 

The total systematic errors in the asymmetries A were thus estimated to be SAfc - 0.005, 
<5Af,"= 0.023, and<5Af, =0.006. 

Using the values given earlier foraAand<*„, we obtain 

a* = -0.025 ± 0.028 
a% = 0.09 ±0.14 
af, = 0.05 ±0.21 . 
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The quoted errors include the estimated systematic uncertainties. 
A result, a j = 0.06 ± 0.14, from the earlier hyperon-beam experiment was given at the Tokyo 

Conference 11 Si. This measurement is superseded by the present result where the systematic 
uncertainties are much better understood. 

4, n RARE DECAY MODES 
4.1 Search for Cl'-t S"e îi 

The decay cascade corresponding to this mode is 

n -*E"ev 
UA+ir" 

L-2y 
1 >p7[ 

The incoming beam particle and all the decay products, with the exception of the antineutrino, 
could be measured in the apparatus. The directions and the momenta of the charged decay particles 
were obtained from the magnetic spectrometer information and the energy of the electron was 
measured in the lead-glass array. For the y-rays converted in the lead/MWPC sandwich placed in 
front of the lead-glass array, the coordinates of the conversion points were measured in the MWPC 
and the energies in the lead glass. It was thus possible to reconstruct the S" by choosing its 
decay-point position zE, (z n < z„., < zft.) such that the effective Ayy mass be the closest 
approximation to m .̂. This procedure was applied to the EV data sample and fig. 23 shows the 
Ayy mass distribution thus obtained. The observed width is 4 MeV/cJ (FWHM) and for 84% of the 
reconstructed events the Ayy mass is within ±20 MeV/c! of the S" mass. However, owing to the 
limited geometrical acceptance for the y rays, the Ayy reconstruction efficiency alone was only 44%. 
Therefore the Ayy mass reconstruction was not required for the initial stages of the Q -» 
S"e~v search. 

The candidates were first required to satisfy the basic selection criteria described in section 
3.1.1. In addition to the beam track and the A thus obtained, a negative track, the electron 
candidate, was required. The imer• cc'ip». of that 'rack with the beam track had to be downstream of 
z = 1.3 m, a cut less restrictive than for the other decay modes, to allow for a more detailed study of 
the background and a better determination of the signal. 

An important source of background was due to cases where a ir" produced within the event gave 
an electron through Dalitz decay or y-ray conversion. These events originated from the CI" -• Src 
decay modes or from beam particle interactions upstream of the (DC0-DC4) drift chambers, in 
which additional tracks were produced. It was therefore required that there be exactly three charged 
tracks reconstructed in (DC0-DC4). Because of random or duplicate tracks in the drift chambers, 
this requirement rejected also a large fraction of the genuine O -» 5°e v decays. The efficiency or 
the cut was taken to be equal to the value found for the fl -» S"n channel: 48%. 

The hadronic background was reduced by using the information from the electron detectors: 
the lead-glass array and the transition radiation detector (XTRM) shown in fig. 2. The performance 
of these electron detectors is described in detail elsewhere |4|. The minimal electron selection 
requirement for the additional negative track was that the ratio between the energy deposited in the 
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first layer of the lead-glass array and the track momentum be larger than 0.52. After applying this 

cut there were 511 events in the sample (sample 1). This minimal electron selection was applied to all 

the subsequent samples and, in addition, more stringent electron cuts were based upon two other 

requirements for that negative track. 

XTR condition: a signal was required in the XTRM. This was 81% efficient for electrons while 

rejecting hadrons by a factor of about 20. 

Lewi-glass condition: the ratio between the sum of the énerves deposited in the first two layers 

of the lead-glass array and the track momentum was required to be larçer than 0.81. 

The hadron rejection obtained with the full lead-glass requirement was 1000:1, uncorrelated 
with the XTRM rejection, with an electron efficiency of 89%. With all requirements applied the 
rejection was thus 20,000:1 for an electron efficiency of 72%. 

Three more samples were defined by applying to the events or sample 1 additional electron 

conditions: sample 2 with the XTR condition; sample 3 with the lead-glass condition; sample 4 with 

both the XTR and the lead-glass conditions. Table 5 gives the number of events in each sample and 

their evolution when additional criteria described below were applied. 

The MC simulation program was used to produce CI" -» 3°e" v events which were analysed with 
the same set of programs as for the data. Figure 24 shows the distribution of ^ , the position of the 
A decay vertex, for the four data samples and for the MC events. The distribution for sample 1, 
which is mainly background, is peaked at small zA values, whereas, owing to the sequential decay 
chlù'ri Q~ -* 3° -> A, the CT -» S°e"v events are concentrated towards larger \ values. As the main 
background was caused by interactions in the DISC region, it was also concentrated towards small 
z n . values. Therefore the two-dimensional distribution (zA—z,,., Zj,-) of the samples was used to 
evaluate the semi-leptonic signal and the background in the data samples. Let N^i) be the number 
of events in the i , h bin for sample 1, and N2(i) be the corresponding number of events for sample 2; 
then the signal S 2 and the background B, = J ] B2(i) were determined by a least squares fit using the 
set of equations: ' 

N,(i) = d(i)'S î/£ + yB2(i) 

N3(i) = d(i)-S : + B ;(i) , 

where e = 0.81 was the efficiency of the XTRM and y the rejection of the XTRM for the 

corresponding sample. S 2, Bj, and y were varied. The distribution d(i) of the signal was obtained 

from the MC events. The same type of equations were used for samples 3 and 4, The results of the 

two fits were: 

S 2 = 12.8 ± 7 . 2 , Bj = 27.2 T 7 . 2 , y = 1 8 . 2 , 

S, = 14.1 ± 6 . 5 , B 4 = 16.9 T 6.5 , y = 1 1 . 6 . 

For electrons, the lead-glass condition had an efficiency close to 100%. Therefore one 

expected S, = S 2, in agreement with the fit results, whereas the background varied by almost a 

factor of 2 between the two samples. 

The background contributions from the fl~ main decay modes were evaluated from the data. 

None of the events of the main decay modes satisfied the electron-selection criteria. Therefore, as it 
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was required, that there be exactly 3 tracks in (DC0-DC4), the main decay modes could only 
contribute if that negative track had not been reconstructed and there was one extra negative track 
in the event which had in addition to satisfy the electron criteria. In the data samples there were, 
amongst the events with 4 reconstructed tracks, no Q~ -• AK", 4 fi~ -» S°n", and no il" -» H"it° 
which satisfied the electron cuts for the extra negative track. Taking into account the chamber and 
geometrical efficiencies, we estimated that there were no Q~ -» AK~, 0.4 il' -t SV", and 0.15 Q~ -> 
2"n° background events. The last number was obtained from the measured ratio R2 = (r(tV -» 
S" ;T)/r(n~ -» Z'Tt") = 2.65. These contributions were already taken into account by the fitting 
procedure with the exception of that from fi~ -» Z"n~ decays for which the zA and z,, distributions 
are similar to those from Q~ -* S"c"v decays. 

The signal determination vas checked by applying additional cuts. Columns 2-4 of Table 5 
give the observed numhers or events in samples 1-4 for: 

- z„ > 2 m , 

- z„>2m and r y = EL0/(E* + E„) > 0.3 , 

- z n > 2 m and a reconstructed S" mass within ±20MeV/c!ofnv., 

where the quantity E L 0 is a measure of the energy deposited in that region of the lead-glass array 
""•that can be reached by y-rays from the il' -> H° decay chain, and E# + E, is defined as Ê  — 

E . - E A . 
We then estimated the expected numbers of signal and background events in samples 2 and 4 

surviving the additional cuts by the following method. A common value S = 14.1 was assumed for 
samples 2 and 4 without additional cuts, corresponding to B, = 25.9 and B4 = 16.9. The 
efficiencies of the additional cuts for the signal were derived from the il~ -» E°7T data sample, using 
an appropriate scaling for r to take into account the neutrino energy in the il~ -» 
S°e"T decay. The resulting estimates for the signal after cuts are given in columns 2-4. The 
background suppressions due to the cuts were assumed to be the same for sample 2(4) as for 
sample 1(3). They were given in each case by the ratio between the numbers (N I ( J | — S/s) without 
and with the additional cuts, where N is the observed number of events and S the expected signal. 
From these suppressions and from the number of background events before cuts, B, = 25.9 and 
B4 = 16.9, we obtained the expected background values listed in columns 2-4. 

The observed numbers of events and the expected sums S+B agree in both samples 2 and 4 
and for all cuts, although the ratio S/B varies by a factor of 6. For instance, Tor column 3 of table 5 
in the case of sample 4, if there were no Q" -» S°eT> signal instead of the assumed S = 14.1, one 
would expect 9.2 ± 2.8 events whereas 17 events are observed. The agreement is taken as a 
confirmation of the initial signal determination. 

Figure 25a shows the (Ae~) effective mass distribution for sample 4 with ẑ , > 1.3 m 
(31 events, column I of Table 5). Figure 25b shows the same sample with Zj,. > 2 m and rf > 0.3 
( 17 events, column 3 of Table 5). The curves represent the MC distributions normalized to the 
calculated fl~ -> E°c"v signals. 

The various checks confirm the initial signal determination. The semi-leptonic branching ratio 
was calculated from S, = 14.1 ± 6.5cvents minus 0.4fi""-» E°TI" back ground events: 

R = n n - - . SVv)/rn--»all) = (S, - 0.4)-BR(AK-)/(a-e,-ee-NAlc.) , 
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where a = 0.41 was the acceptance relative to the decay Q" -> AK", e, = 0.48 the relative efficiency 
of the 3 tracks requirement, e, = 0.72 the electron selection efficiency, and N A K- = 11,715 events, 
BR (AK") = 0.675. The uncertainties on these numbers are negligible compared to the error on S 4 . 

We thus obtained 

R = (0.56 ± 0.28) X 10" 3 , 

where the quoted error includes the uncertainty of the signal determination and that due to the 
statistical size of the sample. 

4.2 Search for Çl~ -> â~n*n~ 
The decay fi- -» S.'K*n~ is different from all the other decay modes studied here in that it 

produces five charged tracks in the spectrometer. We searched for this decay by selecting all events 
with a reconstructed E~ and with p' least two other charged tracks. The general selection criteria 
(subsection 3.1) were applied with the exception of the wire multiplicity cut in the third beam 
chamber. 

For the Q~ vertex, we required that the intersections of the beam with the reconstructed S~ 
track and the tracks of the two additional particles of opposite charge be compatible within errors. 
For al! those intersections we then required, within reconstruction errors, 2^. < z,. < z^, where 
z A^rid z 3 - refer to the A and S~ decay vertices, respectively, and furthermore z^. + 2 i5ẑ . > 2 m. 
The effective masses had to fulfil the conditions 

| m p , - - m A | < l 0 M e V / c ! , | m A „ _ - m s . | < 18MeV/c2 . 

The difference Api. between the beam momentum and the sum of the longitudinal momenta of the 
decay particles had to be | A p L | < 18GeV/c. The width oftheApi distribution wasestimated to be 
3.8 GeV/c (r.m.s.). Out of 25,400 events with at least five reconstructed tracks and the effective 
mass m 2 . within ±50 MeV/c 2 of the fi~ mass, only 5 events remained, all with more than one 
track combination satisfying all criteria. 

A possible contribution to these events could be H" -» STif decays with a subsequent Dalitz 
decay or y-ray conversion. Since the opening angle of the produced e + e" pair would be close to zero, 
this background is strongly suppressed by the requirement, which is part or the event selection, that 
the 7t+ and n~ be different tracks in both sets of drift chambers ( D C M and DC J i B). We used the 
information from the lead-glass array and the lead/M WPC sandwich as well as the XTRM detector 
to reject the residual background events, excluding all track combinations for which the it* or the ri~ 
candidate had an electron signature. For two events the pion candidates were identified as e + e" 
pairs. Three events remained, where all tracks of the event pointed to the electron detector, but had 
no electron signature. From the known electron-detection efficiency, the background from Dalitz 
decays and y conversions in this sample was estimated to be less than 0.05 events. 

Finally we selected the best track combination per event on the basis of the effective masses 
nip,,- and m ^ . , the momentum balance Ap L and the geometrical properties of the fi~ vertex. The 
effective masses (E~JT*;T~) and (3'irM Tor these best combinations were 1680, 1686. and 1697 
MeV/c 2 (i.e. within ±15 MeV/c 2 or the Or mass), and 1487.1525. and 1508 MeV/c1. respectively. 
The measurement accuracies on m_ , and m_ t , were estimated in be 7 McV/c1 and 6 MeV/c 1 

(FWHM). respectively, from n MC calculation. 

18 



The branching ratio obtained from the three observed events is 

R = n c r -• E-!r+jr)/r(n- -» all) = (3.7i î:f) x io- 4 . 

One event with m, n , = 1533 MeV/c 2 corresponding to a branching ratio 9 X 10~4wasfound 
in the sample collected at 98 and 115 GeV/c. The combined result is then: 

R = (4.3i?:J)X 10- 4 . 

Theoretical expectations 1191 arc that the fl" -• E"-r+ir" decays should occur mainly via the 
fi~ -• S*°(153ûk" decay mode. It is important to note tnat for this decay, because of the limited 
phase space, the average S*° observed mass would be decreased by roughly 12 MeV/c2, with about 
10% of the events having a mass smaller than 1500 MeV/c1. Therefore the 4 events arc consistent 
with the n~ -» S*°(1530)7r~ hypothesis. We shall discuss further the Sl~ -» S.*°n~ decay rate in 
section 5, where a comprehensive discussion of the fi~ decay results will be presented. 

4.3 Search for CT -» S'y 

The selection criteria used in this case were the same as for the fi~ -» E~7i° decay mode (see 
subsection 3.1.4) except for the missing-mass cut. The momentum p of they ray was defined as the 
difference between the fl~ and the E~ momenta. Only events with this vector momentum pointing 
towards the lead-glass array were retained and it was required that the ratio E,/p between the energy 
deposited in the first layer of the array and the y-ray momentum be larger than 0.39. This cut had an 
efficiency of 98% for single y-rays. Additional information on the y-ray conversion point was 
provided by the lead/MWPC sandwich situated just in front of the lead-glass array. The distance D 
between the predicted impact point of the y-ray and the closest reconstructed hit in the lead/MWPC 
sandwich was calculated. For Or -* E~y decays, owing to the measurement errors on the transverse 
components of p, the average value of D was expected to be (80/p) cm with p in GeV/c. It was 
required that the proouct (D • p) be smaller than 160 cm • GeV/c corresponding to a 25% loss. 
Figure 26 shows the distribution of the(Q~—E~) missing mass squared for the 71 selected events. 
The two curves on the figure were obtained from the MC simulation of f!~ -» STTP 
and fi~ -* S 'y decays. Both curves are normalized to the total number of events. The distributions 
are consistent with all the events being due to Q" -> 3~n° decays. A fit of the relative abundance of 
the two decay modes gave an upper limit of 9 t l" -» E"y events at the 90% confidence level. 

The £1" -» E~y acceptance relative to tl~ -» AK" was found to be 0.31 from a MC calculation. 
Taking into account the 90% conversion probability and the 87% detection efficiency of 
the y chambers, the total y-ray detection efficiency was c r = 76%. Thus, from the upper limit of 
9 0"-» E~y events, we obtained, by using the number of events and the branching ratio of the (AK~) 
channel (Table 4): 

H O - - . S - y ) / r \ t r -> all) < 2.2 X I0~ s at the 90% confidence level . 

This is to he compared with the limit of 3.1 X 10"' obtained in the previous hyperon beam 

experiment I2|. 
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4.4 Search for Q~ -» An' 
We have made a search for the AS = 2 decay fi" -» An" by applying all cuts used for the 

[l~ -» AK" sample (see subsection 3.1.2) with the exception of the requirement on the effective mass 
m^.. Instead we required the effective mass mA ] I. obtained by interpreting the additional negative 
particle as a x~ to be within ±60 MeV/c2 of the CI" mass. There remained 9 events (see fig. 27), two 
of them within 18 McV/c! of the Q" mass. One of these two events has mA K- = 1674 MeV/c'for a 
different track combination and is therefore rejected. The remaining event has a missing 
longitudinal momentum ApL= pf — p£ — pi" = 9.94 GeV/c. Discarding this event, which has a 
longitudinal momentum imbalance of 2.8 standard deviations, we calculate an upper limit on the 
branching ratio 

r(fr-.AjT)/r(fr-»aH)< 1.9 X 10"4 at the 90% confidence level . 

This is seven times lower than the previous limit of 1.3 X 10"' (ref. (21). 

5. DISCUSSION AND CONCLUSIONS 
In this section we discuss the impact of our results on various theoretical predictions. For the 

purpose of these comparisons we have combined the results of the present experiment with those 
measured in the previous experiment at the SPS hyperon beam. 
- The CT lifetime is T„. = (0.823 ±0.013) X 10"10s. 
- The parameters of the ÎÎ" main decay modes are given in Table 6. 
- The ratio ofthen~-»H7r decay rates is 

R2 = r(n- -. sV)/r(ti- -. H-*0) = 2.72 ± 0.17 . 

Taking into account the phase-space difference between the two il' -> En mod'is, a pure 
I AI I = 1/2 transition amplitude would give R, = 2.07, which differs by 3.8 standard deviations 
from the experimental result. From the value of R, we obtain the ratio between the | AI | = 3/2 and 
the | AI | = 1/2 amplitude: 

A,/A, =-0.063 ±0.014. 

The dominance of the \ AI | = 1/2 amplitude in the non-leptonic decays or kaons and octet 
hyperons has been studied extensively and, using the QCD framework, a coherent description of 
these decays has emerged |20,211. The same formalism has been applied to fi~ decays by several 
authors 119, 22-241. The elementary quark operator in the strangeness changing transition 
corresponds to the scattering process s + u-»u + din which only one strange quark is involved. 
As the Q~ contains three strange valence quarks, several diagrams which are present for other 
hyperon decays do not contribute in the Cl~ case. Since the suppressed diagrams correspond to 
| AI | = 1/2 transitions, the relative contribution of | AI | = 3/2 is enhanced. 

In the formalism of Shifman. Vainshtein and Zakharov |20l (SVZ), the effective weak 
Hamiltonian, which includes QCD corrections and SU(4) flavour-symmetry breaking, is of the 
form: 
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i=6 
H^(AS= l) = V2G Fsinff (cosfl (£ CO, . 

i=l 

The Oi are four-quark operators. They all correspond to | A11 - \n weak transitions except 

for 0 4 which is a |AI | = 3/2 operator. C, and C, are zero in the absence of SU(4) flavour-

symmetry breaking. 

A prediction of the model, independent of the values of the coefficients Q, is that the three 

main decay modes are dominated by P-wave amplitudes 1221. This implies a a =» 0, in agreement 

with the asymmetry parameter measurements (see Table 6). The decay rates are therefore 

expressed as a function of the P-wave amplitude. The fi -» Sndecay rates are thus written as 123]: 

r = (GJ747T) sin ! Br cos2 0, pi l(F, + nO/24 m,, 1 | B | 3 . 

We will use the most recent evaluation of B by Lusignoli and Tugliese 1241, It can be written as 

B = K(B„„U. + H l - C , + 2(C, + C , ) - P + d-CJ) , 

where Bp,,!, is the contribution of the pole terms and P that from the "penguin" diagrams. Both these 

terms receive contributions only from the operators O s and O,, in particular P is proportional to 

(Ç, + 3/16 C f i). For fi -» S V , K = 1, d = 2 and for fl -» Z~n", K = 1A/ 2, d = - 4 . The 

expressions for B„„it, P, and H are given >> réf. I241. The pole contribution is about 15% of the ^ther 

term. The values of the coefficients C,, C,, C, and C 4 are only weakly sensitive, via logarithmic 

corrections, to the value of the mass at which the strong coupling constant g2(m)/47t is equal to 1. 

For instance, when one varies m from m„ to m„ the quantities [—C, + 2(C, + C3)i and Ct are 

increased by only about 8% and 5% respectively. On the other hand, C 5 and CK which are entirely 

generated by QCD corrections depend strongly upon the value of m. When m is decreased from m,, 

torn, the quantity (C, + 3/i6C6) is multiplied by a factor of 2. 

We use as input the values C, = — 2.8, C, = 0.06, and C, = 0.08, corresponding to g^nOMn 

= 1 at the pion mass and we determine C, and (C, + 3/i6Cs) using our measurements of the two 

Q " -» En decay rates. Figure 28 shows the constraints imposed by the rate values in the plane [C 4 , 

(C, + 3/16 C s )1. We obtain the results" : 

C, + 3/16 C„ = -0.172 ± 0.005 
C 4 = 0 .261±0064 . 

The quoted errors are only those due to the uncertainties on the decay rates. 
The value of (C, + 3/16 Ch) is slightly smaller than the theoretical value of -0 .15 obtained by 

SVZ 1201 with g'(m)/4jr = 1 at the pion mass, which may indicate a value of m slightly smaller than 
m„.The value or C 4 is significantly smaller than 0.41 which was originally predicted by the model, 
but it is in excellent agreement with the value C 4 = 0.25 needed to fit the pure 1 AI | = 3/2 K ' -> 
n ' JI" decay amplitude 1211. 

•) Wc used the values 0.122 GeV for H and 10.9 for the penguin enhanccmsm factor. m^Km,, + m,,Xm, + m„)|. 
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The il~ -+ AK~ decay amplitude calculated with the values of the coefficients C, given above is 
25% smaller than the experimei.-jl result. This amplitude is dominated by a (fl'S'K") pole term 
whose contribution is subject to a theoretical uncertainty which might well be as large as the above 
discrepancy. 

From this comparison of the experimental parameters for the ii~ main decay modes with the 
theoretical predictions, we conclude that the SVZ model is rather successful at describing the 
enhancement of the |AI| = 1/2 amplitude by ^e penguin diagrams, whose contributions 
correspond to about 75% of the fl" -» Sir decay amplitudes The suppression of the 
I AI I = 3/2 amplitude by about a factor of 1.5 with resncct to the prealction, which is also found in 
the case of the K + -• n*ita decay, remains to k°. explained. 

The il' -> E"(1530)n decays are expected to dominate the E~7t+JT~ decay modes. Assuming 
that the 4 events areQ" -» S*°jr~ events, we deduce using a branching ratio of 2/3 for H*° -» S~JI + : 

r(n- -» s*V)/r(n- -» ai:, = (6.4±î:S) x 10-4 

n n - -* s ' V ) = (7.8i!:3) x io8 s-; . 

Neglecting the contributions of the D- and F-waves, the decay rate can be written as [241: 

H I T - » h * V > = (G F m.s in9 c cose c / 2 jlf • (p r / !8irm n )(k + | A | ! + k"|B| 2) , 

where 

k i = ( E s . _ •n . . ) [ (E s . /m s . )
1 ±(E ! 5 . / in s . )+ s«] . 

The dominant contributions to the amplitudes A (S-wave) and B (P-wave) were first derived by 
Finjord and Gaillard [ 191. To calculate the decay rate we have used the more complete expressions 
of Lusignoli and Pugliese [24] which include the pole term and commutator contributions. The input 
parameters for the H*° resonance were a central mass value of (1531.8 ± 0.34) MeV/c7 and a width 
of 9.1<t MeV/c !. The distortion of the Breit-Wigner due to the P-wave decay amplitude of the S* was 
also taken into account. Using the value3 given earlier Tor the coefficients C|, we obtained 

r(£l--» E * V ) = (•"•. ± U) X 10" s"1 , 

where the contributions to the quoted theoretical uncertainty are (in units of 10' s~'): 8 due to i n l 
and <5ms., 6 due to <5C4, <5Cj, and <5C8, and 4 from the uncertainties on the pole-term contributions. 
The S (P) w*ve partial decay rates are 33 (8) X 10s s~\ 

It should be noted that the relative sign of the penguin and non-penguin amplitudes is the same 
in P-wave HIT and S*"w" decays, but changes in S-wave S*V" decays. Thus a small change in the 
parameters Ci, which would hardly affect the il' -+ Zjr decay rates or the fi~ -t E*V~ F-wave partial 
decay rate, will strongly affect the £T -t S*"s" S-wave amplitude A, and this effect is magnified by 
the kinematic factor k + (which is much bigger than k"). 

!n conclusion, the theoretical estimate of the il' -> EM7Tdecay rate appears to be 
significsr.tly Isrger than the experimental result. However, the quoted theoretical uncertainty, which 
includes only the effects listed above, is likely to be an underestimate. 
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The theoretical predictions on weak raaiati'e decays have been recently reviewed by Kogan 
and Shifman 1251. The Q~ -» E~y branching ratio is expected to be ( I -1.5) X 10"', about two orders 
of magnitude lower than the experimental upper limit of? 2 X 10~\ 

Finally, the value obtained for the 0~ -» S°e"v branching ratio, R = (0.56 ± 0.28) X I0" 2 is in 
agreement with the theoretical prediction 1191 of about 1 X 10 _ I . 
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Table 1 

Resultsoffi lifetime fits using the decay mode Q -» AK" 

Zmlnt Zniii* Events rn ZVDF 
(m) (10- '"s) 

2.0, 10.0 13737 0.835 ±0.011 41.9/38 
2.8, 10.0 9875 0.823 ±0.013 37.8/34 
4.4, 10.0 3879 0.813 ±0.027 28.3/26 
2.0, 8.0 13413 0.836 ±0.013 31.7/28 
2.8, 8.0 9551 0.821 ±0.016 27.6/24 

Table 2 

Results of CÏ' lifetime fits using the decay mode fl" -» S.V 

Zmini Z m ax Events r ( i ZVDF 
(m) (10"'" s) 

2.0, 8.0 1471 0.833 ±0.037 30.6/28 
2.8, 8.0 1133 0.823 ±0.047 25.9/24 
2.0, 7.0 1433 0.850 ± 0.040 28.7/23 
2.8, 7.0 1095 0.840 ± 0.056 24.1/19 
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Table 3 

Results of S lifetime fits 

Zmlm Zmn\ Events r- r / D F 
(m) (10 '"s) 

2.0, 12.0 38815 1.613 ±0.024 47.0/48 
2.0, 10.0 37580 1.633 ±0.027 33.3/38 
2.8, 10.0 31817 1.652 ±0.033 30.1/34 
4.4, 10.0 18832 1.617 ±0.051 19.3/26 
2.0, 8.0 34364 1.637 ±0.036 29.3/28 
2.8, 8.0 28601 1.670 ±0.045 25.8/24 

Table 4 

Ci~ decay branching ratios 

Decay channel AK EV E V 

Events 11715± 116 1630 ±65 614 ±37 

Relative acceptances 1.0 0.398 0.397 

Branching ratios 0.675 ± 0.008 0.236 ± 0.008 0.089 ± 0.005 

Results at 98 and 
115GeV/c(ref.2) 0.686 ±0.013 0.234 ±0.013 0.080 ± 0.008 



Table 5 

Signal and background in Q -> 3°e v samples 

\ Cuts 

Samples* \ * 

z n > l . 3 m z„. > 2 m z,, > 2 m ^ > 2 m 
r > 0.3 S 0 mass 

1 511 342 126 69 

2 40 30 19 8 

S, = 12.8 ± 7 . 2 S =13.4 S =12 .0 S = 5.4 
B, = 27.2 T 7.2 B = 17.1 B = 5.8 B = 3.3 

3 213 153 63 29 

4 31 26 17 6 

S 4 = 14.1 ± 6 . 5 S = 13.4 S =12 .0 S = 5.4 
B 4 = 16.9 =F 6.5 B = 11.8 B = 4.2 B = l . 9 

* See text for the definition or the electron-selection criteria applied to each 
of the four samples. 

Table 6 

The fi~ main decay modes (combined results) 

Branching ratio r 
( lOV) 

°h 

i r - » A K - 0.678 ± 0.007 8.24 ±0.15 -0.025 ± 0.028 

n - - » H V 0.236 ± 0.007 2.87 ± 0.09 0.09 ±0.14 

H - - . S V 0.086 ± 0.004 1.04 ±0.05 0.05 ±0.21 
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Figure captions 
Fig. 1 Schematic view of the magnetic channel and beam counters: bending magnets (Ml, M2, 

M3); superconducting quadrupoles (Ql, Q2); horizontally adjustable collimators (CI, 
C 2, C 3): beam-denning counters (TO, T1, T2); beam halo veto counters (A 1, A2). 

Fig. 2 Plan view of the apparatus: helium bag (He); transition radiation detector composed of a 
lithium radiator (Li) and xenon proportional chambers (Xe); drift chambers (DC) 

Fig. 3 Wire multiplicities in the third beam chamber: 

a) Tor beam pnrticles; 
b) for reconstructed H~-* An" events; 
c) for fi" raw data. 

Fig. 4 il' -» AK" candidates. (An") effective mass versus (AK~) effective mass for a partial 
sample (16%). 

Fig. 5 (Q" — JT") missing mass versus (AK") effective mass Tor the il~ -> AK" sample. The 

horizontal band around the 2° mass corresponds to il~ -» S°>r~ background events. 
Fig. 6 (AK") cfTective mass for the il~ -» AK" sample. The curve represents the corresponding 

MC distribution. The arrows indicate the mass interval used Tor the signal determination. 
Fig. 7 il~ -» H°n" candidates. (An") effective mass versus (fi~ — n~) missing mass for a partial 

sample (16%). The curve represents the kinematic boundaries of the (A!t"n°) final state 

Tor £5" decays, 
tig. 8 CI" -» EV~ candidates. (Arc") effective mass versus (fi" —)T) missing mass, for Ci' -» 

2°/r~ candidates with additional selection criteria (see subsection 3.1.3). The horizontal 

band around the H " mass corresponds to E" -» An" background events. 
Fig. 9 (AK") effective mass versus (il~—it") missing mass for the £1" -> S°!r" sample before 

applying the £° mass cut. The horizontal band around the il' mass corresponds to 

il' ->AK~ background events. 
Fig. 10 Q"-» SV~ sample. 

a) (il~—A—jr~)missing mass squared. 
b) (Si-—7t~) missing mass. 

Shaded histograms, events with a y signal. 
Fig. II il~ -» E"JI° candidates. (fi~ — S~) missing mass squared versus the missing longitudinal 

momentum for a partial sample (16%). The full curve shows the kinematic limit. The 

dashed lines indicate the Ap L and Apr cuts applied for the il' -• E"n° selection. 
Fig. 12 il~ -t S"7t° sample. (iï~ — S") missing mass squared versus the missing longitudinal 

momentum. The dotted lines define the mass interval used Tor the signal determination. 
Fig. 13 (il'— S") missing mass squared for the Q" -» S _ n° sample. The arrows indicate the 

mass interval used for the signal determination. Shaded histogram, events with a y signal. 
Fig. 14 Percentage of the signal accepted by the lead-glass requirements. The distribution for 

il' -» S"JT" has been measured and used as input to deduce the ÏÎ" —* S"it° curve. 
Fig. 15 Distribution of the distance R p between the proton track and the beam axis at z = 15 m 

for S" -» Air, A -» pjr" decays. The histogram represents the data. The dashed curve 
corresponds to the MC for 100% efficiency in the central region of DCO to DC4 and the 

full curve to the MC with adjusted inefficiencies. 
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Fig. 16 Q -»AK sample. 
a) Distribution of the A momentum for data and MC. 
b) Distribution of the A angle with respect to the beam particle for data and MC. 

Fig. 17 fi ' -» E"n sample. 
a) Distribution of the missing longitudinal momentum for signal, background, and MC. 
b) Distribution of the n angle with respect to the beam particle for signal, background, 

and MC. 

Fig. 18 fi -> E ÎI" sample. Distribution of the missing longitudinal momentum for signal, 
background, and MC. 

Fig. 19 fi -* AK decay-point distribution. The curve represents the result of the lifetime fit. 
The arrows indicate the interval used for the fit. The inset shows the variation ofx !(for 34 
degrees of freedom) with the CI lifetime. 

Fig. 20 a) fi ->E"TI decay-point distribution, after subtraction of the background shown by the 
dotted histogram. The curve represents the result of the lifetime fit. The arrows 
indicate the interval used for the fit. 

b) fi -» S n" decay-point distribution, after subtraction of the background shown by 
the dotted histogram. The curve represents the result of the lifetime fit. The arrows 
indicate the interval used for the fit. 

Fig. 21 E -*\n decay-point distribution. The curve represents the result of the lifetime fit. The 
V arrows indicate the interval used for the fit. The inset shows the variation of x1 (for 34 

degrees of freedom) with the S litetime. 
Fig. 22 a) fi -»AK sample. Distribution of the cosine orthe angle between thr direction of the 

A in the fi rest frame and the proton direction in the A rest frame. The points are the 
MC distribution fora* = 0. 

b) fi -> S"JT sample. Distribution of the cosine of the angle between the direction of the 
S" in the fi rest frame and the A direction in the 3" rest frame, after subtraction of 
the background shown by the dashed histogram. The points are the MC distribution 
fora f," = 0. 

c) fi -»E n" sample. Distribution of the cosine of the angle between the direction of the 
E in the fi rest frame and the A direction in the E rest frame, after subtraction of 
the background shown by the dashed histogram. The points are the MC distribution 
fora^ = 0 . 

Fig. 23 Distribution orthe Aj>y effective mass for the fi -»S'V sample. 

Fig. 24 fi -» E"e ïî candidates. A decay point for: 
a) samples 1 and 3 (shaded); 
b) sample 2; 
c) sample 4; 
d) MC sample normalized to sample 1. 

Fig. 25 fi -»E"e v candidates. (Ae ) effective mass distribution for: 
a) sample 4, column 1 of Table 5. 
b) sample 4, column 3 of Table 5. 
The shaded events are those satisfying E° reconstruction. The curves represent the MC 
distributions normalized to the signals. 
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Fig. 26 O" -* S~)> candidates. Distribution of the {if—S") missing mass squared. The full 
(dashed) curve shows the MC prediction for (1~ -* E~y(Q"" -» H"Jt°) decays. 

Fig. 27 Cl~ -*\n~ candidates. Distribution of the (An") effective mass. 
Fig. 28 Constraints imposed on C 4 and (C s + 3/16 Cj) by the Q~ -» E°n~ (solid line) and the 

CT -» H~7i° (broken line) decay amplitudes. The strips correspond to ± 1 standard 
deviation. 
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