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“LIFETIME": A COMPUTER PROGRAM FOR ANALYZING
DOPPLER-SHIFT RECOIL-DISTANCE NUCLEAR LIFETIME DATA

John C. Nbi]s* ++
Matthew P, Fewell
Noah R. Johnson

I. INTRODUCTION

For many years, the Doppler-shift recoil-distance method has
served as a very reliable mathod for the determination of 1ifetimes of
excited nuclear states. It was the advent of high-resolution y-ray
detectors coupled with the development of accelerators offering a
variety of energetic heavy-ion beams that enabled this technique to
achieve its present prominence and sophistication. Lifetimes ranging
from about one picosecond (ps) to several hundred ps can be determined

in such recoil-distance measurements.

Until recently, most recoil-distance 1ifetime measurements were
carried out following heavy-ion Coulomb excitation. The analysis of
such data, especially for deformed nuclei where the lifetime of each
successively-higher-spin member of a band is shorter than that of the
state below 1t, is accomplished in a relatively simple manner. This
is not the case, however, for the data collected following a compound-
nucleus reaction. Here the problem is complicated by the fact that a
given level often has appreciable side feeding from unseen transitions
from the y-ray continuum. Further, this side feeding frequently has
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long 1ifetimes associated with it which can cause ambiguities in the
solutions of the Bateman equations describing the decay chain. These
problems can be surmounted, however, and we describe here a computer
progyram which handles these complexities, thus opening the oppor-

tunities to obtain very valuable model-free matrix elements for tran-

sitions connecting excited states in nuclet.

The program LIFETIME described in this report is designed to
extract lifetimes of nuclear levels from Doppler-shift recoil-distance
experiments by performing a least-squares fit to the experimental data
(shifted and unshifted photopeak intensities and branching ratios).
The starting point for our program was the program MASTER supplied to
us from G.S.I., Darmstadt, by Hans Emling.! It incorp. rates the
program MINUIT, a general-purpose program for function minimization
and parameter error analysis developed at CERN by F. James and M. Roos.?2
Initial populations of levels and transition rates between levels are
treated as variable parameters. In terms of these parameters, the
population of each level as a function of time is determined by the
Bateman equations, and the calculated values of the shifted and un-

shifted intensities are obtained.

Included in LIFETIME is the option of making 2 number of correc-
tions to the data. These consist of corrections for position- and
velocity-dependent changes in the solid angle subtended by the detec-
tor, for the effect of attenuation of alignment during flight, and for



y rays emitted during the slowing-down time resulting in an energy
distribution between the shifted and unshifted energies. Since these
corrections depend on the parameters which are being varied, the pro-
gram provides the option of making them either at every iteration,
which can be very time-consuming, or just once with the initial values

of the parameters.

Very often the side-feeding pattern to the levels of interest is
not known. Thus, it becomes necessary to define additional levels
from which feeding tr2:sitfons occur. In this program, the initfal
population and transition rate for each modeled feeding level are
treated as variable parameters. A further option, which is available,
js to assume a rotational band to model the feeding pattern to a par-
ticular level (e.g., the highest level in a cascade). The transition
rates Ajk (in ps-1) are defined in terms of a quadrupole moment Q

(1n e<b) and transition energies Ejx (in keV) for Ky = Kx = 0 as:
Ajk = 1.2253 x 10-15 E5c5 Q2 (J5 2 0 0] 9k 0).

Here, Q and the initial population of the highest level in the band
are treated as variable parameters. Experimental values for tran-

sition energies may be used.

The possibility that the measured zero target-plunger distance is
not the true zero is considered by subtracting a term Dy from each
flight distance. The quantity Do is treated as a variable parameter

in the least-squares fit. Further, if there are two or three



transitions out of a given level and the branching ratios are known
experimentally, these branching ratios may be entered as data and will

be included in the least-squares fit.

If a photopeak is known to be a multiplet consisting of two or
more transitions in the same nucleus and if the positions of these
transitions in the level scheme are known, the program can be in-
structed to sum the calculated intensities of the transitions and to

make a multi-component fit for the 1ifetimes.

Sometimes 1t 1s important in the lifetime analyses to utilize
dats from different experiments; e.g., from experiments involving dif-
ferent reactions to give the same final nucleus. The program LIFETIME
has been written so that such data from two or more different experi-
ments can be simultaneously included in the analysis 1if 1t can be
assumed that the relative 1intensity of each transition is the same in
all of the experiments. A normalization factor for each experiment is

treated as a variable parameter.

The recoil velocity with solid-angle corrections is calculated
from the shifted and unshifted energies if an energy calibration and
data on the shifted and unshifted peak centroids are provided as input

information.

The program LIFETIME {is written in FORTRAN 77 and versions are
available for the Perkin-Eimer 3230, VAX 11/780, and UNIVAC 1100/82

computers.



II. THE INPUT FILES

A. DATA FILE

Each 1ine in the Data File begins with a data type identifier
(which must begin in column 1) that identifies the data on the line.
A11 1ines are in free format. Allowable delimiters are blank, comma,
semi-colon, =, <, and >. Zero values may be omitted 1f no non-zero
values follow. Energy levels are referred to by assigning each one a
level identifier, which 1s a character constant. Each level ID (or
group of level ID's) must be enclosed in parentheses in order tu be
decoded as a character constant rather than as a number. Level ID's
may be composed of up to four numbers, letters, or symbols, except for

the above-mentioned delimiters.,

Blank 1ines are ignored, and may be included to make the file
more readable., Each data type identifier may be abbreviated by the

first two letters. A description of each 1ine follows.

NUCLEUS, ZR, AR

NUCLEUS: Data type.

IR: Atomic number of recoil nucleus.
AR: Atomic muss of recoil nucleus in u,

This 1ine should be first.

LEVEL, (LID(1), LID(2), ..., LID(N))
LEVEL: Data type.
LID(I): Level ID.



This line should be second, and must come before any other reference
to Level ID's, The Level ID's must be ordered so that each succeeding
level decays to a level or levels already listed. If all the Level
ID's cannot be 1isted on one 1ine, they may be continued on additional
1ines, each beginning with the data type identifier LEVEL. The maxi-

mum number of levels cannot exceed NL (see Sec. VII. C).

OPTIONS, ICOR, IPOS, IVEL, IALN, ISHP, IVOL, IPLT, NPTS, NPTG
OPTIONS: Data type.
ICOR = C Corrections are not made.

= Corrections are made initially only.

Corrections are made every iteration.

1POS

Positional solid-angle corrections are not made.
Positional solid-angle corrections are made.
IVEL Velocity solid-angle corrections are not made.

Velocity solid-angle corrections are made.

| }
O = O = O = O N =

IALN Alignment attenuation corrections are not made.
Alignment attenuation corrections are made.

1SHP

Lineshape corrections are not made.

= 1 Lineshape corrections are made.

IvoL

"
o

Detector surface 1s assumed to be black for all y-ray energies.
= 1 Solid angle is calculated by integrating over the volume of
the detector.
IPLT

n
o

Line-printer plots are not made automatically.
= 1 Line-printer plots are made automatically, 6 1ines per inch.

s 2 Line-printer plots are made automatically, 10 lines per inch.



NPTS: Number of points in numerical integration along flight pata.
NPTG: Number of points 1n numerical integration over detector volume.
Zero values may be omitted i1f no non-zero values follow. If NPTS or
NPTG is specified as zero, its default value 1s 11. If this 1ine is
omitted, the default values are: OPTIONS, 1,1, 1, i, 1, 1, 0, 11, 11

ALIGNMENT, TAUZ, TAU4
ALIGNMENT: Data type.
TAU2: Relaxation time for alignment attenuation coefficient a in ps.
TAU4: Relaxation time for alignment attenuation coefficient @, in ps.

If this 1ine is omitted, the default values are: ALIGNMENT, 30, 10.

BAND, (LBND), (LFST), AJB, NSTATES, EGB(1), ..., EGB(NSTATES)

BAND: Data type.

(LBND): Level ID of level being fed by band.

(LFST): Level ID of first level in band.

AJB: Spin of first level in band.

NSTATES: Number of levels in band.

EGB(N): Transition energies, in keV, starting with the transition to
level LBND and proceeding up the band. If zero, these will be deter-
mined internally with EGB(1) = 500 keV.

Level ID's must be enclosed in parentheses. This 1ine is omitted
if there are no feeder bands. If there are more than one band, then
there must be one BAND 1ine for each. The maximum number of bands

cannot exceed NB, and, for each band, NSTATES < NS (see Sec. VII. C).



BRANCH, (IBR), (JBR(1)), BR(1), BRR(1), (JBR(2)), BR(2), BRR(2), ...
BRANCH: Data type.

(IBR): Level ID of initial level.

(JBR(K)): Level ID of final level.

BR(K): Branching ratio.

BRR(K): Error in branching ratio.

Level ID's must be enclosed in parentheses. Zero values may be
omitted 1f no non-zero values follow. A maximum of four branching
ratios for each initial level is permitted. This line is omitted if
there are no branching ratios or repeated if there are more than one
level for which branching ratios are available. The total number of

branching ratios cannot exceed NR (see Sec. VII. C).

EXPERIMENT, L

EXPERIMENT: Data type.

L: Experiment or data set number.

Experiments must be numbered sequentially. A1l data following this
1ine and hefore the next EXPERIMENT 1ine are assigned to experiment L.
If there 1s only one experiment, this line may be omitted. The number

of experiments cannot exceed NE (see Sec. VII. C).

DETECTOR, TDD, DL, DRO, DRI
DETECTOR: Data type.

TDD: Target-detector distance in cm.



DL: Detector length in cm.

DRO:. Detector outer radius in cm.

DRI: Radius of inactive core of detector in cm.

If these values are the same for all experiments, this 1ine need be

included for the first experiment only.

DISTANCE, DIST(1), DIST(2),'..., DIST(NDIST)

DISTANCE: Data type.

DIST(I): Recoil fiight distance in um.

If NDIST distances cannot be listed on one 1ine, they may be continued
on additional lines with the same data type identifier. NDIST cannot
exceed ND (see Sec. VIl. C).

VELOCITY, BETA, DBETA, 2S, AS, RHOST, FOIL, BETAl, DBETAl, FWHM, STIME
VELOCITY: Data type.
BE+A: Recoil velocity, v/c (Default value is 0.01j.
DBETA: Error in recoil velocity.
2S5: Atomic number of stopper material, may be set to zero for Pb.
AS: Atomic mass of stopper material in u, may be set to zero for 208pb,
RHOST: Density of stopper material in g/cm3, may be set to zero for
Pb or Au.
FOIL: Thickness of slowing foil in mg/cm?. Complete stopping is indi-
cated by setting FOIL = 0.
BETAl: Slowed velocity, v/c, for retarding foils.
DBETAl: Error in slowed velocity.
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FWHM: Full width at half maximum in keV of an unshifted peak at 500
keV (Default value 1s 1.5 keV).

STIME: Stopping time or slowing down time. (If STIME = 0.0, 1t will
be calculated by the program.)

Lero valuus may be omitted 1f no non-zero values follow.

TRANSITION, (LNI, LNF), EGAM, AJI, AJF, IFIT, ALF
TRANSITION: Data type.

(LNI): Level ID of initial level.

(LNF): Level ID of final level.

EGAM: Transition energy in keV.

AJI: Spin of initial level.

AJF: Spin of final level.

IFIT = 0 Do not include this transition.

1 Include only unshifted data.

2 Include only shifted data.

3 Include both shifted and unshifted data.
AFL: Internal conversion coefficient (If zero, it will be calculated
internally 1f internal table exists; see page 42.)

Level ID's must be enclosed in parentheses.

1f this vy ray is a multiplet (1.e. more than one transition with
energies too close together to be resolved), then this 1ine must be
followed immediately by one or more MULTIPLET 1ines for the second,
third, etc. member of the multiplet.
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MULTIPLET, (LNI, LNF), AJI, AJF

MULTIPLET: Data type.

The others are the same as for the TRANSITION 1ine. Level ID's must
be enclosed 1n parentheses. The total number of data curves cannot
exceed NC, and the number of transitions, counting each member of any

multiplet separately, cannot exceed NT (see Sec. VI(I. C).

The TRANSITION (or MULTIPLET) 1ine must be followed immediately
by a set of INTENSITY lines, one for each flight distance, in the same
order as in the DISTANCE line.

+NTENSITY, PS, DPS, PU, DPU

INTENCTTY: Data type.

PS: ' .ifted peak intensity.

DPS: Error in shifted peak intensity.

PU: Unshifted peak intensity.

DPU: Error in unshifted peak intensity.

There will normally be NDIST lines, where NDIST {s the number of
flignt distances. However, 1ines with all zeros may be omitted if no
1ines with non-zero entries follow. If DPS = 0, then the shifted data
point 1s omitted from the fit., 1f DPU = 0, then the unshifted data

point {s omitted.

END
The 1ast 1ine in the Data File must be END.
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B. PARAMETER FILE
The first 1ine in the Parameter File is a TITLE, up to 70 charac-
ters, which will be reproduced on the output. Each 1ine after the
first begins with a parameter type identifier (which must begin in
column 1) that identifies the parameter information on the 1ine. All
lines are in free format. Allowable delimiters are blank, comma, semi-
colon, =, <, and >. Zero values may be omitted 1f no non-zero values
follow. Level ID's must be enclosed in parentheses. Each parameter
type identifier may be abbreviated by the first letter. There must be
one line for each parameter, as follows:
TYPE, IDENT, PARA, STEP, ALO, AHI
TYPE = TRANS - transition rate.
POP - initial population.
QUAD - band quadrupole moment.
DZERO - distance zero offset.
NORM - data set normalization factor.
END - end of parameter file, must be last.
IDENT = (LNI, LNF), initial and final level ID's of transition rate.
(LNI), level ID of initial population.
(LBND), level ID of level being fed by band.
L, experiment number for zero distance or normalization.
PARA = starting value for the parameter. Default value is zero for

all parameter types except NORM, for which it is one.
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STEP = {nitial step size for minimization search. If STEP = 0, the
parameter will be permanently f1ixed.

ALO = lower bound on parameter.

AHI = upper bound on parameter.

If both ALO = 0 and AHI = 0, the parameter 1is unbounded. The last

1ine must have TYPE = END. The maximum number of parameters is NP,

and of variable parameters is NV (see Sec. VII. C).

C. VELOCITY DATA FILE
The format for the Velocity Data File is the same as for the Data

File (see Sec. II. A). A description of each 1ine follows.

EXPERIMENT, L, AA, AM, AB
EXPERIMENT: Data type.
L: Experiment or data set number.
AA, AM, AB: Coefficients in the energy calibration
E = AA + AM*C + AB*C**2, where C is the channel number
and E {s the energy in keV.
Experiment numbers must agree with those in the Data File. A1l data
following this 1ine and before the next experiment 1ine are assigned
to experiment L; Calibration coefficient default values are AA = 0.0,

AM = 1.0, AB = 0.0.
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TRANSITION, (LNI, LNF)

TRANSITION: Data type.

(LNI): Level ID of initial level.
(LNF): Level ID of final level

Level ID's must be enclosed in parentheses.

CENTROID, CS, OCS, Cu, DCy, CL, DCL

CENTROID: Data type.

CS: Centroid channel number of fully shifted peak.
DCS: Errnr in fully shifted centroid.

CU: Centroid channel number of unshifted peak.
DCU: Error in unshifted centroid.

CL: Centroid channel number of less shifted peak.

DCL: Error in less shifted centroid.

The TRANSITION 1ine must be followed immediately by a set of

CENTROID 1ines, one for each flight distance, in the same order as in

the DISTANCE 1ine for experiment L which appears in the Data File.

There will normally be NDIST 1ines, where NDIST {is the number of

flight distances. However, 1ines with all zeros may be omitted if no

lines with non-zero entries follow. Any centroid entered as zero (or

negative) 1s omi:ted from the calculation. Any error entered as zero

(or negative) is set by default to 0.05.

END
The Tast line in the Velocity Data File must be END.
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[I1. HOW TO RUN THE PROGRAM

For definiteness, this section refers to the version on the Perkin-

Elmer computer. The other versions are essentially similar.

A. TO RUN THE PROGRAM IN INTERACTIVE MODE FROM THE TERMINAL:
Set up the input files with a single f{le name and different

extensions:

Parameter file: FILENAME.XXX

Data file: FILENAME,YYY

Velocity file:  FILENAME,ZiZ
(For example: YB160.P0O1, YB160.DU1, YB160.v01)
At the terminal, type LIFE FILENAME, XXX,YYY,ZZZ. If no velocity calcu-

lations are intended, the last extension, ZZZ, may be omitted.

After reading the input and performing the initial calculations,
the program will ask: WHAT NEXT? At this point, one may enter from
the terminal one of 24 possible commands, which are described in Sec.
II1. C. Following some of the commands, numerical arguments may be
specified (on the same 1ine, separated by blanks or commas). Zero
arguments may be omitted 1f no non-zero values follow. Some commands
will ask for additional information which should be entered as re-
quested. As each stage in the program is completed, the message WHAT
NEXT? will appear on the terminal. At that time the user may enter

the next desired command.
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B. TO RUN THE PROGRAM IN BATCH MODE:
Set up two additional files: FILENAME.JOB and FILENAME.CMD., The

J0B file, FILENAME.JOB, has three lines:

S User 1d, acct no, password

LIFE FILENAME ,XXX,YYY, [2ZZ],FILENAME,.CMD,NULL:

SIGNOF
The CMD file, FILENAME,CMD, contains the commands to be executed, one
per 1ine. At the terminal, type SUBMIT FILENAME.JOB., The resulting
output will be saved in FILENAME.PRT.

C. THE COMMANDS:
ALTER

This gives the user the opportunity to change the corrections
being made, the data curves and branching ratios being included in the
fit, and the highest and lowest levels included in the calculations.
In interactive mode, the instructions for making these changes will
appear on the terminal. In batch mode, four lines must follow the
command ALTER in the CMD file (or three lines if there are no branch-
ing ratios). On the first 1ine, specify the new values for ICOR,
IPOS, IVEL, IALN, ISHP, and IVOL. On the second 1ine, enter the data
curve number and value of IFIT for each data curve to be changed (e.g.
1,1,2,1,3,1 {f data curves 1, 2, and 3 are to have only unshifted data
fitted). Data curves are numbered in the order in which they appear
in the data file. Enter 0,0 if there are no changes. On the third

1ine, enter the branching ratio number and the number 1 (include in
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fit) or 0 (do not include) for each branching ratio to be changed.
Enter 0,0 if there are no changes. Omit this 1ine if there are no
branching ratios. un the fourth line, enter the new LID's for LMIN,

LMAX in parentheses.

CALL

The value of x2 (FCN) is calculated and displayed on the terminal.

CRECT
The corrections to the data are calculated using the current
parametcers. This command may be used to periodically update these

corrections when using option ICOR = 1,

END
The program is terminated with a full printout of the final

results. If IPLT > O, printer plots are produced also.

ERROR, argl

The value of argl becomes the value of the variable UP, a con-
fidence interval used ty the subroutines SIMPLEX, MIGRAD, and MINOS.
For example, as FCN is a chi-squared function, if the user desires a

68% confidence interval, then UP = 1, which is the default value.

EXIT

The program is terminated with no final printout or plots.
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FIX

Parameters are removed from the variable 1ist, and their values
fixed at the values they have at the time the command is executed. No
more than NF parameters may be fixed at one time (see Sec. V1I. C).
. Interactive mode, the instructions for specifying the parameters to
be fixed will appear on the terminal. 1In batch mode, on the 1ine in
the CMD file following the command FIX, specify the parameter numbers
of parameters to be fixed, separated by blanks or commas. A range of
numbers may be designated with a dash (e.g. 1,3,5-8 means that param-
eters 1, 3, 5, 6, 7, and 8 will be fixed). Parameters are nurbered in

the order in which they appear in the parameter file.

HESSE

The covariance matrix is calculated. If a covariance matrix

already exfists, it is replaced by the new one.

MATOUT
MATOUT prints the covariance matrix, and calculates and prints

the individual correlation coefficients, which are the normalized off-~

diagonal elements of the covariance matrix.

MIGRAD argl, arg2, arg3
The program performs a minimization using the MIGRAD technique,
which s described in Section VI. B. The command may have three argu-

ments, which control the convergence.
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argl: NFCNMX - Maximum number of calls to FCN. The minimization
will be stopped after this number of calls even if convergence has not
been attained. I[f NFCNMX=Q, there is no maximum.

arg2: EPSI - Tolerance on the minimum FCN value. The program
has the ability to predict, from the covariance matrix and the first
derivatives of FCN, how far it is vertically from the true minimum.
When this predicted distance SIGMA becomes smaller than EPSI for two
consecutive iterations, this convergence criterion is satisfied. The
default value = 0.1 UP (see ERROR).

arg3: VTEST - Tolerance on the stability of the error matrix. The
program calculates the average fractional change in the diagonal ele-
ments of the covariance matrix from one iteration to the next. When
this quantity is smaller than VTEST for two consecutive iterations,
this convergence criterion is satisfied. The default value s 0.04.

Convergence 1s attained when both the EPSI and VTEST criteria are
satisfied simultaneously, or when SIGMA (defined above) becomes less

than 10-5 EPSI.

MINOS, argl, arg2, arg3

A MINOS error analysis is performed on specified parameters. The
arguments are the same as for the command MIGRAD: NFCNMX, EPSI, and
VTEST. (However, here VTEST has a default value of 0.20.) In inter-
active mode, the program will ask you to specify the parameter numbers
of the parameters for which a MINOS analysis is desired. In batch mode,
this must be done on the line 1n the CMD file following the MINOS
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command. A range of parameter numbers may be designated with a dash
(e.g. 1-3 means parameters 1, 2, and 3 will be analyzed). Parameters

are numbered in the order in which they appear in the parameter file.

MINPLOT, argl, arg2, arg3, arg4, argb

The MINOS subroutine calculates and produces a printer plot of
FCN as a function of a selected parameter at ten equally spaced values
of the parameter on each side of its best value. At each step, FCN is
reminimized by varying all the other parameters.

argl: parameter number of parameter to be plotted.

arg2: range of plot on each side of best value (If zero, MINOS

will determine range.)

arg3: NFCNMX

argd: EPSI

argh: VTEST

These last three have the same default values as for the MINOS command.

QUTPUT, argl

If argl = 1, the values of the parameters are printed in full
whenever SEEK, SIMPLEX, or MIGRAD is executed. Also, a table of popu-
lations of levels as a function of time is included in the final out-

put. If argl = 0, these are not printed. (The default value is 0.)

PAGE

The printout begins a new page at the point this command is

executed.
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PLOT, argl

A printer plot is printed immediately without terminating the
program. If argl = 1, the plot 1is adjusted for 6 1ines per inch; if
argl = 2, for 10 1ines per inch. If no argument is given, the default
value is IPLT from the input data file. (The 1ine printer of the
Perkin-Elmer computer must be set manually for 6 or 10 lines per inch

before executing this command).

PRINT
The final output is printed immediately without terminating the
program. It 1s useful if one wants an intermediate output to deter-

mine what to do next.

RELEASE

Fixed parameters are made variable again. 1In interactive mode
instructions for specifying the parameters to be released will appear
on the terminal. RELEASE can operate only on parameters which were
originally variable and were fixed by a previous FIX command. If a
covariance matrix exists at the time of the execution of a RELEASE
command, only the diagonal element for the restored parameter is esti-
mated. In batch mode, on the 1ine in the CMD file following the com-
mand RELEASE, specify the parameter numbers of the parameters to be
released, separated by blanks or commas. A range of numbers may be
designated with a dash (e.g. 1, 3, 5-8 means that parameters 1, 3, 5,
6, 7, and 8 will be released).
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RESTORE, argl

This command is similar to RELEASE, except that either all pre-
viously fixed parameters are returned to variable status, or only the
last parameter fixed becomes variable.

argl = 0: A1l previously fixed parameters are released.

arg2 = 1: The last parameter fixed is raleased.

SAVE

‘SAVE causes the current values of the parameters to be stored in
a file 1n a format such that the fils can be used as the Input Param-
eter File when the program is run again. In interactive mode, after
the command SAVE is entered, the program asks for the name of the file
in which to store the parameters. If this file already exists, the
program asks if the user wishes to overwrite it. The user is given
the opportunity to provide a new title to replace the title on line 1
of the file. In batch mode, the 1ine in the CMD file following the
command SAVE must have the name of the file in which the parameters
are to be saved, and the next 1ine must contain the title. If the

file already exists, it will be overwritten automatically.

SEEK, argl

SEEK causes a Monte Carlo search for the minimum of FCN. The
argument is the number of FCN calls to be made during the search. The
default value is 10 NPAR, where NPAR is the number of variatle param-
eters. For each FCN call from SEEK, all variable parameters are cho-

sen randomly according to uniform distributions centered at the best
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parameter values with widths equal to the previous step sizes. At the
end of SEEK, the parameters are those corresponding to the lowest

vatue of FCN,

SEND PROGRESS

SEND PROGRESS can be executed at any time. It interrupts th: pro-
gram, and, if one of the fitting routines (SIMPLEX, MIGRAD, OR SEEK)
is in progress, it writes on the terminal the time of day, FCN value,
number of calls to FCN, and the current value and percent change of
each parameter. Control is then returned to the program instruction
following the last one executed before the interrupt. It is useful
for checking on the progress of a fit which may otherwise go on for
hours before convergence or maximum calls to FCN is reached. (SEND

PROGRESS may be abbreviated SEND P).

SEND STOP

SEND STOP may be executed at any time a fit (SIMPLEX, MIGRAD,
or SEEK) or MINOS 1s 1in progress. It causes the fitting routine to
terminate smoothly at the end of the current iteration. The program
then asks "WHAT NEXT?" and accepts a new command from the terminal.
Since the fitting routine did not converge, the parameters are prob-
ably not at optimum values, but will have values corresponding to the

smallest value of FCN obtained so far.
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SIMPLEX argl, arg2

The program performs a minimization using the SIMPLEX technique,
which 1s described in Section VI, B, The command may have two argu-
ments, which control convergence.

argl: NFCNMX - Maximum number of calls to FCN. The minimizatton
will be stopped after this number of calls, even 1f convergence is not
attained., If NFCNMX = 0, there 1s no maximum.

arg2: EPS] - Tolerance on the range of FCN values. Default
value = 0.1 UP (see ERROR).

Convergence 1s attained when the function values at the NPAR + 1

simplex points differ by less than EPSI.

VELCOMP

The program computes the recofl velocity (and the slowed velocity
if appropriate) from the shifted and unshifted (and less shifted)
photopeak centroids in the Velocity Data File (see Section II. C).
The current values of BETA (and BETALl) are replaced by the newly

calculated values.
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IV. HOW TO USE THE PROGRAM

The first step 1s to construct an energy level diagram which
shows all the transitions for which you wish to include recoil-
distance data. To this, add additional pseudo-levels to model the
feeding pattern to each real level. Give each level an ID, which may
consist of up to four letters, numbers, or symbols (except blank,
comma, semi-colon, parentheses, <, >, =). Figure 1 shows a sample
level scheme. Levels L1 - L4 are real levels, and transitions from
these levels are those for which recoil-distance data exists. Feeding
to level L2 1s modeled by parallel transitions from feeder levels F2
and F2', Feeding to level L3 1s modeled by the two-step cascade from
levels F3 and ?3'. Feeding to level L4 is modeled by a rotational

band with a constant quadrupole moment.

The next step is to decide which of the levels' inftial popula-
tions will be fixed at zero and to assign starting values to the ini-
t1al populations of the remaining levels. In the sample case of Fig. 1,
we might decide to fix the initial populations of levels L1 - L4 and
Bl - B3 at zero and to assign 5 units to level F2, F2', F3, and F3',
and 20 units to level B4, We must also assign initial values to the
transition rates for each of the transitions, and these should all be
different. We might assign 0.0lps-! to the transition L2 + L1, 0.10 ps-!
to L3 + L2, 0.18 ps-! to L3 + L1, 0.20 ps-1 to L4 + L3, 0.25 ps-! to
F2 + L2, 0.35 ps-! to F2' » L2, 0,50 ps-! to F3 + L3, and 1.0 ps-! to
F3' + F3. We may choose a starting value of 2e+b for the quadrupole

moment of the rotational band.
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Fig. 1. Level Scheme for the sample case.
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These starting values are entered in the Parameter File (see
Sec. [I. B) which would look 1ike this:
CASE 1: INITIAL ESTIMATES

POP FZ} 5.0 1.0 0.0 100.0
PoP F2') 5.0 1.0 0.0 100.0
poP F3) 5.0 1.0 0.0 100.0
POP F3') 5.0 1.0 0.0 100.0
poP B4) 20.0 1.0 0.0 100.0
TRANS (L2,L1) 0.01 0.005 0.0 500.0
TRANS 2L3,L2 0.10 0.05 0.0 500.0
TRANS L3,L1 0.18 0.05 0.0 500.0
TRANS (L4,L3) 0.20 0.05 0.0 500.0
TRANS F2,L2) 0.25 0.05 0.0 500.0
TRANS Fe',L2) 0.35 0.05 0.0 500.0
TRANS (F3,L3) 0.50 0.10 0.0 500.0
TRANS F3',F3) 1.00 0.20 0.0 500.0
QUAD La) 2.0 0.2

DZERO 1 o.o 001 "1.0 1.0
NORM 2 1.0 0.1

END

For each parameter, the first letter in the key word identifies
the parameter. For initial populations (POP), the next symbols are
the level ID, and the numbers are the value of the parameter, the step
size with which that parameter is varied initially, the 1oyer 1imit,
and the upper 1imit. The parameter is required to remain between
these 11mits. For the transition rates (TRANS), the entries give the
initial and final level ID's, the value, the step size and the lower
and upper 1imits. For the rotational band quadrupole moment (QUAD),
the symbols identify the level ID of the level befng fed, followed by
the value of the quadrupole moment and the step size. If, as in this
case, both the lower and upper 1imits are zero or blank, then the
parameter has, by default, no limits. If the step size is zero, or
if the step size and both 1imits are blank, then the parameter 1s fixed

at the starting value throughout the minimimization. The parameter
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DZERO 1s a distance offset in um subtracted from each flight distance

to correct for the possibility that the measured zero distance 1s not

the true zero. The parameter NORM {s the normalization factor for

data set 2 to make i1t compatible with data set 1, which has a nor-

malization factor of 1.0 by default,

One should then construct the Data File (see Sec. II. A). For

our example (Fig. 1), assuming two experiments, it might look 1ike this:

NUCLEUS
LEVEL
BAND
BRANCH

EXPERIMENT
DETECTOR
DISTANCE
VELOCITY
TRANSITION
MULTIPLET
INTENSITY
INTENSITY
INTENSITY
INTENSITY
TRANSITION
INTENSITY
INTENSITY
INTENSITY
INTENSITY
TRANSITION
INTENSITY
INTENSITY
INTENSITY
INTENSITY

EXPERIMENT
DISTANCE
VELOCITY
TRANSITION
INTENSITY
INTENSITY
INTENSITY
END

70, 160.0

L1, L2, L3, L4, F2, F2', F3, F3', B1, B2, B3, B4
(L4), (81), 6.0, 4, 500, 600, 700, 800

(L3), (L1), 0.6, 0.1, (L2), 0.4, O.1

1

5.0. 2-0, 1.2. 0.2

10.0, 20.0, 50.0, 100.0
0.02, 0.002, 82, 208.0
(L2,L1), 300.0, 1.0, 0.0, 3
(L4,L3), 4.0, 2.0

0.09, 1.00, 33.98, 1.00
0.27, 1.00, 33.44, 1.00
1.81, 1.00, 30.81, 1.00
7.11, 1.00, 24.46, 1.00
(L3,L2), 400.0, 2.0, 1.0, 3
0.09, 1.00, 6.48, 1.00
0.40, 1.00, 6.21, 1.00
1.80, 1.00, 5.12, 1.00
3.69, 1.00, 3,63, 1.00
(L3,L1), 700.0, 2.0, 0.0, 3
0.23, 1.00, 16.34, 1.00
1.00, 1.00, 15.34, 1.00
4.35, 1.00, 11.91, 1.00
8.55, 1.00, 7.73, 1.00

5.0, 30.0, 60.0

.06, 0.006, 79, 197.0, 0.0, 4.5, 0.04, 0.004
L3,L2), 400.0, 2.0, 1.0, 3

02, 1.00, 8.03, 1.00
10, 1.00, 7.93, 1.00
43, 1.00, 7.55, 1.00

OCOO—~0O N
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In this file, the first 1ine identifies the recoil nucleus as
160yp, Line 2 gives a label for each level. Line 3 indicates that
there 1s a rotational band feeding level L4, that the first level of
the band is Bl, whose spin 1s 6, and that there are 4 levels in the
band with transition energies 500, 600, 700, and 800 keV. Line 4
gives the branching ratios from level L3 to level L1 (0.6 + 0.1) and
to level L2 (0.4 £ 0.1). The OPTIONS and ALIGNMENT 1ines are omitted
because the default values are desired. Blank 1ines are ignored.

Line 5 designates the data following as experiment or data set 1.

Line 6 gives the target-detector distance anu detector dimensions in
cm. Line 7 gives the flight distances in um. Line 8 gives the recoil
velocity (v/c) and error, identifies the stopper material as 20Ppp,
and specifies that the recoils are stopped completely. Line 9 gives
the initial and final level ID's, transition energy, and initial and
final spins for the first transition, and specifies that both the
shifted and unshifted data be included in the fit. Line 10 indicates
that this transition 1s a doublet, and gives initial and final level
ID's and spins for the second transition of the doublet. Lines 11-14
give shifted and unshifted intensities and errors for each of the four
flight distances. Lines 15-24 give the same information for the

second and third transitions.

Lines 25-31 give similar information for the second experiment.
Line 27 indicates that the reccil velocity is 0.06 : 0.006, the slow-
ing fofl material 1s 197Ay, the slowing foil has a thickness of 4.5
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mg/cm2, and the slowed velocity 1s 0.04 % 0.004, The DETECTOR 1ine is
omitted here because the target-detector distance and detector dimen-

sions in this example are assumed to be the same as in experiment 1.

1f one wishes to use the shifted and unshifted centroid data to
compute the recoil velocity with solid-angle corrections, a Velocity

Data File (see Sec. II. C) may be constructed. For our example, it

might look 1ike this:

EXPERIMENT 1, O, 0.5, O

TRANSITION (L3,L2)

CENTROID 816, 0.1, 800, 0.1

CENTROID 816, 0.1, 800, 0.1

CENTROID 316, 0.1, 800, 0.1

CENTROID 816, 0.1, 800, 0.1
TRANSITION (L3,L1)

CENTROID 1428, 0.2, 1400, 0.2
CENTROID 1428, 0.2, 1400, 0.2
CENTROID 1428, 0.2, 1400, 0.2
CENTROID 1428, 0.2, 1400, 0.2
EXPERIMENT 2, 0, 0.5, O

TRANSITION (L3,L2)

CENTROID 848, 0.1, 800, 0.1, 832, 0.1
CENTROID 848, 0.1, 800, 0.1, 832, 0.1
CENTROID 848, 0.1, 800, 0.1, 832, 0.1
END

The final step 1s to run the program. Suppose the Parameter File
is called CASE1.POl, the Data File CASE1.D01, and the Velocity Data

File CASE1.V0l. At the terminal, enter

LIFE CASEl1,P01,D01,VO0l
and wait for the terminal to respond,

WHAT NEXT?
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Then enter 2 series of commands, one at a time, each time WHAT NEXT?
appears. A typical series of commands might be:

SEEK

CORRECT

SIMPLEX

VELCOMP

CORRECT

MIGRAD

CORRECT

SAVE

END

This series of commands tells the program to perform a SEEK (Monte
Carlo) minimization, calculate the corrections to the data, perform a
SIMPLEX minimization, calculate the corrected velocity, correct the
data again, perform a MIGRAD minimization, correct the data again,
save the final values of the parameters, and end with a full printout.
(The command SAVE must be followed by answers to questions asked by
the terminal after command 1s entered, specifically, the name of the
file in which to save the parameters and whether a new title is

desired.)

We have used the program LIFETIME to analyze several sets of
recoil-distance data at ORNL (See Ref. 3), and suggest the following
procedure. First, divide the levels into reasonable groups, e.g. each

isolated band and the region where the bands come together. Use two-
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step cascade feeding into each level for which the observed intensity
in 1s less than the observed intensity out. Estimate initfal popula-
tions from the intensity balance, dividing it between the two levels
in the feeder cascade. Estimate transition rates from other nearby
nucle! when available. Set lower 1imits on initial populations and
transition rates to zero, and upper 1imits at a physically realistic
point. Use ICOR = 1 and call CORRECT after each fit. Taking one
group at a time, call SEEK and SIMPLEX with all parameters variable.
Then, starting with the highest level in the group and working down,
call SIMPLEX and MIGRAD first varying only the parameters associated
with this level, then varying the parameters associated with this
level and all above it. The last step calls SIMPLEX and MIGRAD with
all parameters variable, and, without calling CORRECT, call MINOS to
get uncertainties in the lifetimes which i1nclude correlations with the

other parameters. ;

It is often the case that data for lower levels have smaller un-
certainties than those for higher levels and, when all parameters are
variable, the effect of the lower levels may shift the transition rates
of the higher levels. This may be noticed during the fitting as one
comes down the cascade in step two. A suggested procedure in this case
is to start at the top and fit three levels at a time, adopting *the 1ife~
time of the middle level as the best value. (E.g., vary parameters asso-
ciated with levels 10, 9, and 8 to get 1ifetime of level 9, vary param-
eters of levels 9, 8, and 7 with 10 fixed to get lifetime of level 8, etc.)
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V. ORGANIZATION OF THE PROGRAM

The program is in two files, LIFETIME.FTN and MINUIT.FTN.
LIFETIME.FTN contains the main program and the physics calculations,

MINUIT.FTN contains the minimization and error-analysis subroutines.

The main program LIFETIME reads the data file and parameter file
by calling INDATA and INPAR, performs necessary initializations, per-
forms corrections on the data if ICOR = 1, prints out initial infor-
mation, and transfers control to COMMAND1. COMMAND1, along with
COMMAND2, decodes and executes each command entered from the terminal.
The value of x2 is calculated by ASSIGN and FCN each time it is
needed. Corrections to the data are performed by CORRECT every time
FCN is called if ICOR = 2, or else initially and following the commands
CORRECT and ALTER 1f ICOR = 1. Values of shifted and unshifted inten-
sities are calculated by MASTER, in which the time-independent coef-
ficlients are calculated by COEFF, and the time-dependent intensities
by DECAY. A flow chart is shown in Fig. 2.
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Although MINUIT has been adapted to some extent to make 1t more
interactive, 1t is basically as described in Ref. 2, to which the
reader 1s referred for more detail. We include here some of the

description of MINUIT from this reference.

MINUIT incorporates three minimization routines: (1) SEEK - a
Monte Carlo searching subroutine; (2) SIMPLEX - a minimizing sub-
routine using the simplex method of Nelder and Mead,“ which is "safe"
and reasonably fast when far from minimum and which does not compute
the covariance matrix, giving instead order-of-magnitude estimates of
its diagonal elements (parameter errors); (3) MIGRAD - a minimizing
subroutine based on a variable-metric method by Fietcher, 5 which is
extremely fast near a minimum or in any "nearly quadratic" region but

slower if the function is badly behaved.

The value of any variable parameter can be forced to stay within
specified 1imits. This is done by creating two parameter sets, called
internal and external. These are related by

U=A+ (sin X + 1)(B-A)/2,
where X is an internal parameter, U is the corresponding external
parameter, and A and B are the lower and upper bounds on U, respec-
tively. It is seen that although X may vary from -« to +«, U will
remain bounded by A and B. The minimization routines see only the
internal parameters, while the external values are used to compute
FCN, which yields x2. If an external parameter is unbounded, then

U= X. Since X is unbounded, it is possible that its value may exceed
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(16) 1%, for which sin X cannot be calculated and is set to zero. This
has the effect of fixing U at (A+B)/2., 1f a message on the terminal
indicates that this has occurred, the user should use SEND STOP to
terminate the routine (SIMPLEX or MIGRAD). This automatically puts
all internal parameters back between -v/2 and n/2. The user may then

call the routine again.

An initially variable parameter may be fixed, in which case it is
removed from the internal parameter 1ist but remains in the external

1ist and is included in the calculation of FCN,

Parameter errors are determined from the diagonal elements of the
covariance matrix. This is the inverse of the matrix whose elements
are second derivatives of FCN with respect to the parameters. This
covariance matrix is updated by MIGRAD as a by-product of the minimi-
zation process. An exact confidence interval for any parameter may be
calculated by MINOS. This is the interval over which the function FCN
takes on values less than FMIN + UP, where FMIN is the minimum of FCN
and UP is a positive constant. The default value of UP is 1.0, which,

for a chi-square function, determines a confidence level of 68%.

The covariance matrix V(1,J) may be approximate with varying
degrees of accuracy during the calculations. A covariance matrix
code, LVCODE, is used to indicate the degree of accuracy as follows:

LVCODE = 0: The covariance matrix does not exist.
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LVCODE = 1: Only the diagonal elements are estimated. This {is
done by SIMPLEX 1f a better matrix does not exist,
and by HESSE when {ts full calculation fails.

LVCODE = 2: The calculation by HESSE (inverting the second-
derivative matrix) was successful, or MIGRAD has
completed at least one successful iteration.

LVCODE = 3: MIGRAD has converged.

One shuuld use the parabolic errors on the parameters with caution
unless (a) MIGRAD has converged after a number of successful {iterations

or (b) HESSE has successfully calculated the full covariance matrix.
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VI. SUBROUTINES AND FUNCTIONS

A.  LIFETIME.FTN
Program LIFETIME

This 1s the main program. In the Perkin-Elmer version, it sets
up the interrupt routine to handle SEND STOP and SEND PROGRESS by
calling INIT and ENABLE. It then reads the Data and Parameter Files
with INDATA and INPAR., Necessary initializations are performed by
these subroutines and by ANGDIS, ASSIGN, RANGE, DSET, COEFF, and
CORRECT. Initfa) output is provided by OUTI, OUTC, and OUTPAR,
Control 1s then transferred to COMMANDl1 which, along with COMMAND2,
implements each of the available commands.

Subroutine ALTER

This subroutine allows the user to make changes in (1) the cor-
rection options, (2) the data curves being used in the fit, (3) the
branching ratios being used in the fit, and (4) the range of levels
used in the calculations without terminating the program and making
the changes in the input files.

For each of these, the current status is displayed on the term-
inal, and the user is instructed how to make the changes. Then, if
the changes require it, the data curves are reset to uncorrected
values, the reference solid angles are recalculated, the corrections
are recalculated, and the value of minimum FCN {is recalculated. This
subroutine is called by COMMANDZ following the command ALTER. ALTER2
is the entry point for the command CORRECT.
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Subroutine ANGDIS ,

This subroutine calculates the angular distribution coefficients
A, and A, for a nucleus assumed to be completely aligned in a state
with Jo = 50, and which then deexcites by stretched-E2 transitions to
state J = AJI and makes an observed transition from J = AJI to J = AJF,
In the formalism of Yamazaki,5 for a stretched-E2 transition,
Ak(9159¢) = 0, (J4) Fk(J{,9¢.2,2)
where the statistical tensor px is obtained from that of the pre-

ceding state by

(0 ) = o (9.)(-1)29n((20 +1)(20 -3))¥2 W(a_ g J -2 J_-2; Kk 2)
Pk n-2’ = Pk\Yn n n n “n “n”¢ “n"% g
For complete alignment,

(2,41)¥%(-1)% (3, 03,0 | k 0) (3, integral)
pk(Jg) =
(2J°+1)]"2(-1)J°'1’2(Jo 1 Jo 12 | k 0) h% half-integral)

In the above,

F (9,0 polyot,) = (-1)Jf'01‘1((2L1+1)(2L2+1)(2J1+1))y?

X (L 1L, -1 | KO) W, d, Ly Ly

k Jf)

Here, (a bc d | e f) is a Clebsch-Gordan coefficient, and W is a

Racah coefficient. For Jo = 50, one obtains A, = 0.368 and A, = -0.112,
independent of the spin of the final state. (In the 1imit as Jg + =,

A, = 0.357 and A, = -0.101.) If the spin change, AJI - AJF, is less



41

than 2, ANGDIS assumes that the multipolarity 1s pure El, muitiplies
A, by Fa(AJI,AJF,1,1)/F,(Ad1,AJ1-2,2,2), and sets A, equal to zero.
ANGDIS also includes the solid-angle correction factors in A, and A,,
which are calculated by the function SOLCOR.

ANGDIS calculates reference values for the solid-angle correc-
tions and the alignment-attenuation corrections. The reference solid
angle is chosen to be that of a nucleus at rest at the position of the
target. The reference angular distribution is chosen to be that of a
stretched-E2 transition from a nucleus with A, = 0.368 and A, = -0.112:

Wo = 1+ 0,368P,(1) - 0.112P,(1) = 1.256.
This subroutine is called once by LIFETIME.
Subroutine ASSIGN

This subroutine assigns to the physical parameters (POP, FAM,
DZERO, ANORM, QUAD) the values of the external parameters (U) in
MINVIT., This 1s simply a convenient piece of bookkeeping. The
assignment 1s as follows:

MP1 > 0, MP2 = Q, POP(MP1) = U
MP1 > MP2 > O, FAM(MP1,MP2) = U
MP1 = 0, MP2 > 0, DZERO(MP2) = U
MP1 = -1, MP2 > 0, ANORM(MP2) = U
MP1 > 0, MP2 = -1, QUAD(MP1) = U,

In this last case, QUAD is used to evaluate the transition probabil{i-
ties of the transitions in the rotational band, where, with Ey in kev,

Qo in e<b, and gy 1n ps-1,
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Ay = 1+2253x10-15 E5 Q4 (Jp 2 0 0 | Jy 0)?

= 1.8379x10-15 ES Q5 Jp(dp - 1)/(20, + 1)(23; - 1).
This subroutine is called immediately after the parameters are
read in by INPAR, and by FCN each time it is executed.
Subroutine CONV(E,L,Z)

This subroutine calculates internal conversion coefficients by
interpolating or extrapolating from values given Roesel et al,’

The table of values includes El, M1, E2, M2, E3, and E4 conver-
sfon coefficients for E > 2.2 keV and for Z = 58, 60, 62, 66, 70, 77,
79, and 90. Other values of Z may be added as desired. This sub-
routine 1s called by OUTR to calculate B(E2) values.
Subroutine CORRECT

This subroutine calculates corrections to the data for changes in
solid angle due to the changing position of the recoil nucleus along
the f1ight path, for the relativistic velocity transformation of the
solid angle, for changes in the angular distribution due to attenua-
tion of alignment in flight, and corrections for the gamma-ray inten-
sity between the shifted and unshifted peaks emitted by recoils slow-
ing down in the stopper. (See discussion in Refs. 8 and 9.)

The solid angle subtended by the detector when the recofl is at
some point aiong the flight path is given by

an = [ sine d¢ de dr,

where the integration is performed over the volume of the detector.
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If the recoil 1s moving with velocity v, then the angle 8 must be
transformed from a moving to a rest frame of reference by the trans-

formation
cos® = (cose' + %0/(1 + %-cose').

The velocity transformation and the integral over the detector volume
are calculated by the function SOLCOR.

The solid angle for the shifted component must be averaged along

the flight path,

t, ty
Ng> = J n(t)xp(t)dt/g ap(t)dt,

where t, = d/v is the flight time, A is the decay rate and p(t) 1s the
population at time t calculated by subroutine MASTER.
The angular distribution of radiation from aligned nuclei can be

written
W(t) = 1 + Ay(t)Pa(cose) + Ay(t)Py(cose),

where A, and A, are the angular distribution coefficients and P, and
P, are Legendre polynomials.

It 1s assumed that the attenuation can be described by an expo-
nential model, following the frequently-used treatment by Abragam and

Pound, 19

and
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where A,¢ and A,q are the coefficfents assuming complete alignment at
state J = 50 and no attenuation. These are calculated by subroutine
ANGDIS.

The intensity for the shifted component must be averaged along
the flight path,

He> = Jtl w(t)xp(t)dt/fl w(t)dt.

These three integrals are performed by Simpson's Rule over the
fl1ight time using NPTS integration points. The default value of 11
usually gives sufficient accuracy, but this may be changed at the
user's option. If a data curve is a multiplet, the corrections are
averaged over the transitions in the multiplet.

For the unshifted component, the solid angle is simply calculated
at the position of the stopper for a recoil at rest, and the alignment
attenuation is assumed to stop when the recoil enters the lattice of

the stopper, so that
<> = 0(t))

and
<MWy> = W(t,).
Again, the corrections are averaged over the transitions in a multiplet.
If the experiment 1nvolves slowing the recoil rather than stop-
ping it completely, then the solid angle and intensity of the less

shifted component must be averaged along the flight path after passing
through the slowing foil,
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> = {:2 n(t)Ap(t)dt/{:2 ap(t)dt

and

My> = {tz W(t)ap(t)dt/ 52 ap(t)dt,

1 t

where t; = d/v and t, is a time sufficiently long that all activity
will essentially have ceased, but not so long that every point in the
numerical integration after the first would be zero. The value chosen
for t, is seven times the largest of either the 1ifetime of the tran-
sition 1tself or the lifetime of any transition feeding it.

Finally, each of the data points is multiplied by the factor
nowo/ <A> <wk>, where k represents s for shifted data, u for
unshifted data and 1 for less-shifted data, and where 9, 1s the
reference solid angle subtended by the detector for a nucleus at rest
at the position of the target, and Ho = 1.256 is the reference angular
distribution. Both “b and Ho are calculated by ANGDIS.

A correction 1is made to include the gamma-ray intensity emitted
while the recoils are slowing down in the stopper. This intensity
would 1ie between the shifted and unshifted peaks, or between the
shifted and less shifted peaks, as shown in Fig. 3. The peak-fitting
program takes a background above the region I rather than the true
background under I. Since the flight distance, and therefore the
flight time t,, is measured to the front surface of the stopper,
counts in 1 must be added to U. This {is done by calculating the
stopping time tg with the function STOPTIME, and then multiplying the
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Fig. 3. Schematic spectrum showing typical shifted and unshifted
photopeaks, and the region between them due to y rays emitted while

the recoil nucleus is slowing down. This intermediate intensity is
included in the unshifted intensity.
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unshifted intensity data by the ratio U(t;)/U(t, + tg), where U(t) is
the calculated unshifted intensity for a flight time t.
Subroutine FCN(F)

This subroutine calculates the chi-square function:

1
SR U3y () - Uy (602 (abyg(tg) )2

1
+ (55 (6K) - Syy (86))2 (8515 (tk))2,

where Uiy and Sjy are the unshifted and shifted intensities between
level 1 and level j, AU{j and aSij are the corresponding uncertain-
ties, and tx = dg/v is the flight time.

If a y ray 1s known to be multiple, then the calculated
intensities for all members of the multiplet are summed before
computing x2.

If branching-ratio data are included, the following terms are

added to x2:

exp cal .
B - B 2 AB 2’

where
cal

B1J = A1j/(}.k1jn)
and Ajj is the fitted transition rate from level 1 to level j.
This subroutine calls CORRECT if ICOR = 2,
Function FCT(N)

This function calculates the value of
FCT = (N - 1)1/10N-1,
It is called by THREEJ and RACAH.
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Function FMU(E)

This function calculates the linear absorption coefficient in um-1}
of a y ray of energy E (in keV) in germanium. It performs an interpo-
lation between entries in a table using a cubic polynomial (Aitkin's
method). These absorption coefficients are used by function SOLCOR.
Subroutine GRAPH(XHI,IP,NP,LSET,TIME,IPLT,IUNIT)

This subroutine produces a line printer plot showing shifted and
unshifted intensity data and fitted decay curves. It is called by
PLOT.

Subroutine HOLDIT(MESSAGE) (Perkin-Elmer version only.)

This 1s the subroutine to which control is transferred by ENABLE
when the asynchronous trap command SEND "message" 1s executed. If
"message” is STOP, the fitting procedure is terminated at the end of
the current iteration. Otherwise, OUTPAR 1s called to display FCN,
NFCN, and parameter values and changes on the terminal. Control is
then transferred to the instruction following the one being executed
when the interrupt occurred.

Subroutine INDATA

This subroutine reads the Data File. It initializes certain
arrays and variables, checks that data arrays do not exceed dimen-
sions, and converts all data units to um for length, ps for time, and
keV for energy. It calls the function SLOWVEL to calculate the slowed
velocity from the target thickness if the experiment involves a

slowing foil and this velocity is not supplied. It calls the function
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STOPTIME to calculate the stopping or slowing-down time of recoils in
the foil. This quantity 1s needed to make the 1ineshape correction.
INDATA 1s called by LIFETIME,

Function KINDA(CHAR,KODE)

This function {identifies a character type as a numeric, connec-
tor, delimiter, carriage return, or other. If KODE=1, a dash (-) is
jdentified as a minus sign. 1f XODE=2, a dash is identified as a
connector between a range of numbers (e.g., 1-10). The delimiters
recognized are: blank, comma, semi-coion, (, ), <, >, =. It is
called by UNPACK.

Subroutine MASTER

This subroutine uses the Bateman equations to calculate the popu-
lation of eachlleve1 at a given time in terms of the initial popula-
tions of the levels and the transition rates. [t also calculates the
total number of decays before and after the given time. These are the
shifted and unshifted intensities. The calculation proceeds as
follows.

Assume a set of N levels with initial populations P4{(D), and
assume that transitions only occur from higher-index to lower-index
levels, so that transition rates Ay >0 if 1 > J and ay5 = 0 if 1 < j.

Let Ty be the total transition rate out of level 1, i.e.,

izl
ry = Mie
1 jzl 1]
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An additional assumption required to simplify the solution of the dif-
ferential equations is that Ty # ry 1f 1 # j. The differential

equations describing the decay process can be written:

N
E.:_'.p.l(t) = Pj(t)agg - Py(t)ry,
Ju=i+l

This system of master equations has the solution

N
P = P b -ritl,
i(t) jiﬂ” j(t) + by exp[-ryit]

where, for 1 < j,

A§4/(ry-T4) (3 =1+1)
a1j = j-l
(A4 = F Ak agk)/(r4-13) (3 >1 +1).
k=1+1
Also,
N
by = P4(0) - 7§ ajy P;(0).
j=isl
If we define
t1 N b
wi(ty) = [ Py(t)dt = 7§ ajj wy(t1) + — (l-exp[-Tyt1]),
0 j=1+1 )

then the total shifted intensity at t = t; for the transition 1 + j is
given by
s1j(t1) = x5 wi(ty) (3 <1).
Similarly, if
b

w N
vi(ty) = { Pi(t)dt = ] ajj vj(ty) + —J-exp[-ritl],
1 J=i+1 Ty
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then the total unshifted intensity at t = t; 1s given by
ugjty) = My vi(ty) (§ <1).
The total intensity Iy of all transitions from level 1 is given by

Pn(0) (1 =N)

N
Py(0) + ¥ AJHJ/I’J (1 < N),
j=1+1

Iy =

or by
I = Pywi(e=).

MASTER is written in two independent parts. Entry COEFF calcu-
lates the coefficients ajj and by and the total intensity Ij. These
are all independent of time. Entry DECAY calculates P4(ty), Sij(t1),
and Ujj(t1). So COEFF is called once, then DECAY is called for each
flight time in turn.

To save time, the calculations are made only for levels in the
range'LMiN - LMAX. Also, if the level population Py(t1) is all that
is needed, the calculation of S1j(t1) and U1J(t1) is omitted by
setting the logical variable JPOP = .TRUE.; otherwise JPOP = .FALSE.
causes the shifted and unshifted intensities to be calculated.
Function NAME(IPAR)

This function composes a character name for each parameter using
the level identification names for the levels that the parameter rep-

resents.
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Subroutine OUTC(IUNIT)

This subroutine produces on the terminal or 1ine printer output
which gives information on those fitting conditions which can be
changed by ALTER during the run. These comprise (1) the corrections
being applied, (2) the decay curves being fitted, (3) the branching
ratios being fitted, and (4) the range nf levels. It 1s called by
LIFETIME to record initial conditions, and by the subroutine ALTER
each time the command ALTER {s executed.

Subroutine OUTI

This subroutine produces on the 1ine printer output which gives
information on those input data which remain unchanged as the program
runs. These consist of the charge and mass of the recoil, stopper
thickness and density, recoil velocity, target-detector distance,
detector dimensions, and alignment relaxation times. It is called
once by LIFETIME.

Subroutine QUTR(NFP,IUNIT)

This subroutine produces on the 1ine printer output which gives
the final results of the fit. These include the best chi-square, the
1ifetimes, transition rates, B(E2)'s, transition quadrupole moments,
quadrupole moments of rotational bands, zero distances, level popula-
tions as a function of time, branching ratios, and original and cor-
rected data curves. It is called by COMMAND1 following the PRINT or

END commands.
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The errors in the parameters are derived from the diagonal ele-
ments of the covariance matrix. The errors in 1ifetimes are derived
from errors in the transition rates. In addition, the relative error
tn the recoil velocity is added in quadrature to the relative error in
the transition rates and 1ifetimes since, to first order, an error in
the velocity would produce an error in all of the flight times in a
1inear way. If there is more than one experiment, only the recoil
velocity error which ts smallest is included.

Function PLEG(U,K)

This function calculates the value of the Legendre Polynomial
Pk(u). It uses the recursion relation
(k+1)Pgs1(u) = (2k+1)uPy(u) - kPy.1{u).
It 1s called by SOLCOR.
Subroutine PLOT(IPLT,IUNIT)

This subroutine produces line printer plots of the shifted and un-
shifted intensity data and fitted curves for all data being included
in the fit. It calls subroutine GRAPH to produce each plot. It is
called by COMMAND1 following the PLOT or END commands.
Function RACAH(A,B,C,D,E,F)

This function calculates the value of the Racah coefficient
W(ABCD;EF). It is called by ANGDIS.
Subroutine RANGE

This subroutine examines levels above the level with LID LMAX to
see 1f any of them have significant transition rates into levels in

the range LMIN to LMAX. If any are found, it raises LMAX to include
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them. It repeats the procedure until no additional feeders are found.

It thus establishes that the range LMIN to LMAX contains all signifi-
cant feeders to the levels of interest. It is called initially by
LIFETIME and by subroutine ALTER each time the command ALTER is executed.
Subroutine SAVER

This subroutine stores the current values of the parameters in a
file specified by the user and in a format such that this file can
later be read as an Input Parameter File. A new title may be written
if desired.

Function SLOWVEL(L)

This function calculates the velocity v, of recoil nuclei having
an initial velocity Vo which pass through a foil of thickness Xf. It
solves numerically, using Simpson's Rule, the integral equation

E
1 dE
A I 113}
0
for E1 where E, = mvf/Z. m is the recoil mass, and S(E) is the stop-
ping power of the recoil in the foil obtained from the function STOPQ.
Then

vl = (ZEI/N) 1/2'

This function s called by INDATA {f v, 1s needed and not supplied as
input.
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Function SOLCOR(L,D,AMU,BETA,K,IVOL)

This function calculates the integral
Jk(Ey) = [ Px(cose)(1 - exp[-u(Ey)X(8)])sinede

over the volume of a coaxfal Ge(Li) detector using the method de-
scribed by K.S. Krane.l! In this expression, 8 is the angle a y ray
makes with the detector axis, Px is a Legendre polynomial, u(Ey) s
the y-ray absorption coefficient for y rays of energy E, in Ge, and
X(e) is the path length through the detector at angle s.

Since (1 - exp[-u(Ey)X(8)]) 1s proportional to the y-ray inten-
sity absorbed along a path of length X(8), then the integral for k = 0
is proportional to the absolute detctor efficiency (or the effective
solid angle for complete absorption). For k = 1, it gives the average
value of cose, which is needed by VELCOMP to calculate the recoil
velocity. JZ(EY)/JO(EY) and J,(Ey)/J,(Ey) are the solid angle correc-
tion factors for the angular distribution coefficients Az and A,.

For coaxial Ge(L1) detectors, the integral is broken into three
parts, as shown in Fig. 4. The 1imits of the regfons of integration

are:

- J
[ ]

arctan(Ry/(D+L))
arctan(R{/D)

o
[

D
[ ]

arctan(Rqo/(D+L))

arctan(Rqy/D)
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Fig. 4. Schematic cross section of a Ge(L1) detector showing the
regions used for integrating over the detector volume. The active
region is the annular cylinder between Ry and R,.
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If the dimensions are such that 8, > 0,, then the path length is

(D+L)sece - Rycsco (6, < 8 < 8,)
X(9) = Lseco (e2 <0<8,
Rocsc® - Dseco (e, < 8 <8,)

Otherwise, 1f 8, > 05, one has

X(8) = (Ro-R{)csco (e3 <0<9,)
with the roles of o, and 6, in the outer regions of integration being
interchanged.

For 0, < 0 < 8,9 the integrand of Ji(Ey) 1s multiplied by the
additional factor exp[-u(Ey)X'(6)] to take into account the atten-
uation of the y ray in the nonactive core of the detector. Here,

X'(e) = Rjcsce - Dseceo.
1f 8, < 8,, this factor is also introduced for the region 8, <0< 8,

Since the recoil nucleus 1s moving with a relativistic velocity,
the angles must be transformed to the moving frame of reference, so in
this case the integral has the form

3 o'(6p+1)
Je(Ey) = T f Pk(cos¢)(1 - expl~u(Ey)X(6(4))])sineds,
n=1 o'(8p)

where the aberrant angle ©'(8) is given by

cose' = (cose - g)/(1l - gcossa)
and conversely 6(¢) by

coso = (cos¢ + B8)/(1 + pcos¢).
Thus, the limits of integration are transformed to the moving frame,

in which the integration is performed, but the variable of integration
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¢ must be transformed into the lab frame to calculate the path length
through the detector.

The integral is evaluated numerically in each region using Simpson's
rule, 1in which even terms are doubled and the first and last terms are
halved. To avoid unnecessary divisions, these are identified by the
function BTEST(M,31) which returns .TRUE., if M is odd and .FALSE. if M
is even. The number of terms in the integration is NPTG. The default
value of 11 usually gives sufficient accuracy, but this may be changed
at the user's option.

As a time-saving device, SOLCOR can be instructed to calculate
the function Jkx with the assumption that the detector is black; that
is, that all y rays are absorbed at the front surface. In this case,
the integral can be evaluated analytically:

Jg = (Pk_l(cose'(e“)) - Pxs1(cose’(e,))
+ Px+1(cose’(0,)) - Px.1(cose'(e,)))/(2k + 1).
This option 1s chosen if IVOL = 0, otherwise the full volume integral
is computed.

The variables in this subroutine are

D = target-detector distance in um

XL = detector length in um

RI = radius of the inactive core in um
RO = outer radius in um

AMU = yu(Ey) in m=1.

This subroutine is called by ANGDIS, CORRECT, and VELCOMP.
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Subroutine SPOOLR(SUB,I)

This subroutine calls OUTR or PLOT and sends the results to the
1ine printer immediately without the program terminating. It is
called by subroutine COMMAND1 following execution of the PRINT or PLOT
commands.

Function STOPO(ZP,AP,ZT,AT,RHO,EKEV)

This routine calculates the stopping powers of ions in all solid
elements, using the parameters and formalism of J.F. Ziegler.12,13
The first step is to calculate the electronic stopping power
S(Ep) of protons12 with the same velocity as that of the ion of
interest in the stopping material. The quantity Ep is given by
Ep = my EI/mI’
where EI i{s the fon energy, my and mg are the masses of the jon and
the proton, respectively, and Ep 1s the energy of the proton with the
same velocity as the ion. Then, if Ep < 10 keV,
S(Ep) = AEpl/2;
1f 10 keV < Ep < 1000 keV,

S(Ep) = SLSH/(SL + SH),
where
SL = AEp0.4S
S = (Ay/Ep) In[1 + (A, /Ep) + AEp];

and 11 1000 keV < Ep,

4
S(Ep) = (A./82)(1n[A,82/(1 - 82)] - @2 - 120 A1+3(1nsp)‘).
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The quantities Al to A, are coefficients which depend on the spe-
cified element of the stopping material,l2 and

B2 = v2/c2 =1 - 1/(1 + Ep/938837)2,
These equations give S(Ep) in units of eV/(1015 atoms/cm2).

The next step is to calculate the effective charge Zgff of the
projectile. For protons, Zeff = 1. For He ions, Zaff = 2y(1 - exp[-F]),
where

F = 0.7446 + 0.1429(1n E) + 0.01562(1n E)?2

- 0.00267(1n E)3 + 1,325x10-6(1n E)®8

and

y =1+ (0.007 + 0.00005 Zg)exp[-(7.6 - In E)2],
Zs being the charge of the stopping material, :ad E the larger of Ep
and 15 keV, For Li ions, Zgff = 3v(1 - exp[-G]), where

G = 0.7138 + 0.002797 E + 1.348x10-6 E2,
y being the same as for He, and E the larger of Ep and 150 keV. For
heavy fons,!3 Zgfs = Z1(1 - exp[-A])(1.034 - 0.1777 exp[-0.0811421]),

where

>
]

B + 0.0378 sin(mB/2)
= 0.1772 E1/221-2/3.

[oe]
\

Here, E is the larger of Ep and the lesser of 9ZI + 19 and 200 keV,
and ZI is the ion charge.
The third step is to calculate the nuclear stopping power,!3
Sn(E) = 4.231Z;Z¢m; In(1 + €)/(D(e + 0.10718¢0-37544) ],

where
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¢ = 32.53 mcE,/(Z;ZcD)
D= (m + ms)(zf/3 + Z§/3)1/2.

Here, E; 1s the fon energy in keV, Z; and Zg are the fon and stopper
changes and my and mg are the ion and stopper masses in u. The total

stopping power is then
ST(E) = ngf S(Ep) + Sp(E)

in units of eV/(1015 atoms/cm2). This can be converted to keV/um by
multiplying by 60,22094 p/mg, where p is the density of the stopper in
g/cm? and mg is the mass of the stopper in u.

Function STOPTIME(L)

This function calculates the stopping or slowing-down time ts of
the recoil nucleus in the foil by evaluating numerically, using

Simpson's Rule, the integral

where m is the recoil mass, E(v) = mv2/2, S(E) is the stopping power
of the recoil in the foil obtained from the function STOPO, Yo is the
initial velocity of the recoil, and v, is the recoil's final velocity,
or, 1f the recoil is completely stopped, v, {5 set equal to a small

value determined by the width of the unshifted photopeak. The above

integral is derived as follows:

S(E) = - £,
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and since dx = vdt and dE = d(mv2/2) = mvdv, one has

— U
S(mv2/2) -

This function is called by INDATA if tg = STIME is not supplied as input.
Function THREEJ(Al,B1,A2,82,A3,B3)

This function calculates the value of the 3-j symbol
A, A, A,
B, B, By
Clebsch-Gordon coefficients are related by the expression

Ay Ay A,
(A; By Ay B,] Ay -B3) = (-1)(A1-RaBadpp 4 qy1/2
By B, B;
This function is called by ANGDIS.

Function TRANGL(A,B,C)

This function returns zero if the arguments do not satisfy a
triangle inequality, i.e., if any argument exceeds the sum of the
other two, or if the sum of the arguments is not integral. Otherwise,

it returns the value of

(A+B-C)!(B+C-A)!(C+A-B)!
(A+B+C+1)! ‘

It is called by RACAH.
Subroutine UNPACK(LINE,ARGS,IARGS,NARGS,KODE)

This subroutine reads a character string and decodes it into a
series of signed floating point numbers if KODE=1l, or positive inte-
gers if KODE=2, disregarding any nonnumeric characters at the be-

ginning. It calls function KINDA to identify the type of each
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character. If KODE=l, i1t decodes a dash (-) as a minus sign. If
KODE=2, 1t decodes a dash as a connector between a range of numbers,
For example, 1-5 would be decoded 1,2,3,4,5. It returns the values of
these arguments and the number of arguments. Characters enclosed 1in
parentheses are decoded as level ID's, and an internally-generated
level number 1s returned for each of these. UNPACK is called by
INDATA, INPAR, COMMAND2, FIXX, and RELEASE,

Subroutine VELCOMP

This subroutine calculates the recoil velocity from the shifted
and unshifted photopeak centroids. It makes a correction for the fact
that AE/E really represents the velocity averaged over the time-
dependent solid angle subtended by the detector.

If one makes the assumption of cylindrical symmetry about the beam
axis, then the average separation AE between the shifted and unshifted

(or less shifted) peaks can be written in terms of the recoil velocity

v as
t, o'(t)
[ ] coso Po(8,t)Pq(6,t)sine do dt
A& v 0o o0
E"C —E, 80 ,
/] Pe(8,t)Pq(6,t)sine do dt
0 o

where E is the transition energy and ¢ is the velocity of 1ight. The
quantity Pe(8,t) is the probability of emission of a y ray at angle o
at time t. It 1s assumed that the range of 6 is small enough that
the angular distribution can be disregarded, and so Peke,t) = ap(t),

where ) is the transition rate and p(t) is the population at time t.
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The quantity Pq(e,t) is the probability that a vy ray emitted at angle
0 at time t will be absorbed by the detector. The integration limit
8'(t) is the 1imit in the moving frame, obtained by the transformation

coso' = (coso - %0/(1 -3 cos ).

c
Then,
t 8'(t)
[ w(e) (S Pa(8,t)sine de)dt
'!' = AE‘ 0 0 = f .A_E.
¢ E F CHE) .
[ " ap(t)(f cos® Pq(e,t)sine do)dt
0 o

The integrals over 6 are calculated by function SOLCOR, and those over
t are calculated by VELCOMP using Simpson's Rule integration with NPTS
integration points.

First, subroutine VELCOMP reads in the peak centroids and calcu-
lates energies using a quadratic calibration curve.

Next, the unshifted energies ux for different flight times for a
given transition are averaged using a weighted average based on the

errors Aug in the energies:

w> = E (Uk/(AUk)z)/E (1/ (auk) 2).

The error in this average is taken to be the larger of (1) the error
computed from the individual errors and (2) the standard deviation of

the unshifted energies themselves. The standard deviation is given by

o = (<u® - <w>?)/(ny - 1),
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where

<t = T (ug/ (k) 2)/ (17 8u) ?)

and ny 1s the number of terms in the sum. Thus,

au = MaxLoy, 1/5 (1/(aug)2)].
Kk

Then the corrected velocity vg is calculated for each shifted

enerdy sk for a given transition,

vk/c = fi(sk - <w>)/<u> = fysg/<u> - fi,
where fy 1s the ratio of integrals over 8 and t appropriate to tran-
sition k, as discussed previously. These velocities are then averaged

using a weighted average based on the errors Ask in s,

w/e> = E ((vk/c)/(Agk)z)/g (1/(asg) 2).

The error 1s again taken to be the larger of (1) the error computed
from the individual errors and (2) the standard deviation of the in-
dividual velocities themselves:

Av/c = Max[oy, Dy],

where

o2 = (<(v/c)® - <v/c>2)/(ns - 1)
with

<(v/e) = T ((w/e)?/(as) 2/ ) (1/(5k) 2),
and

DZ = ((1/<u>)? z (fxask/(asg)2)2 + (au/<u>2)2 (Efk“k/(ﬁsk)z)z)/Dg

= ((E Fisk/ (s 2)2(au)2 + ) (Fie/ dsy) 2w> 2)/ (<u>205) 2,
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with
Ds = T (1/(ask)?).

Finally, a weighted average of v/c for all the transitions in the
data set is calculated using the same procedure that was used for
averaging the unshifted energies. Flight times are recalculated from
flight distances using the new "best value" of v/c.

If the experiment involves a “"slowed" velocity, it is calculated
in exactly the same way, except that the limits of the integration
over t are tl tot, instead of 0 to t» where t, is the flight time
to the slowing foil and t, {s seven times the longest 1ifetime of
either the transition itself or any feeder to the transition. (See
discussion on page 45.)

Subroutine VELCOMP 1s called by COMMAND]1 following the VELCOMP

command.

B. MINUIT.FTN
Subrout ines COMMAND1 and COMMAND2(ISUB)

These two subroutines function together and are written separa-
tely only for the purpose of placing the longer COMMANDZ in an over-
lay, while leaving COMMAND1 in the root node.

COMMAND2 reads and decodes each command and either takes appro-
priate action directly or transfers control to COMMANDY to call a

subroutine in a different overlay.



Subroutine DERIVE(X,D,G)

This subroutine calculates the first derivatives of FCN with

respect to each parameter, using the symmetric form
aF/aX = (F(X+D)-F(X-D))/2D.

The error is, to first order, independent of the step size D, while
the error in an asymmetric form is proportional to D. The symmetric
form is insensitive to a less than optimum choice of D and behaves
well near the minimum where the first derivatives approach zero. The
array G contains the first derivatives. DERIVE 1is calied by MIGRAD.
Function DEXDIN(X,INT)

This function calculates the derivative of the external parameter
U with respect to the internal parameter X,
1 (U unbounded)
0.5(B-A)cosX (A < U <B).

du/dX =

It is called by MINOS, OUTPAR, and OUTR when calculating parameter errors.
Subroutine DSET

This subroutine calculates the initial values of AMIN and of DIRIN(I).
AMIN 1s the best (lowest) value of FCN yet obtained during the minimi- ’
zation and DIRIN(I) are the step sizes for the internal parameters cor-
responding to the given step sizes for the external parameters. DSET
is called initially by LIFETIME and by ALTER after any changes are
made that would affect FCN.



Subroutine EXTOIN(U,X)

This subroutine calculates the values of the internal parameters
X in terms of the external parameters U. The relationship 1s
1] (U unbounded)
arcsin(2(U-A)/(B-A) - 1) (A <V < B).
Subroutine FIXPAR(IX,IFIX)

This subroutine removes parameter numbered IX from the internal
(variable) parameter 1ist and renumbers the rest of the 1ist to fill
in the hole. IFIX 1s returned as the external parameter number if the
parameter is variable, as 0 if it is not variable, and as -1 1f NF
parameters are already fixed. FIXPAR 1s called by FIXX following the
command FIX and also by HESSE and MINOS.

Subroutine FIXX

This subroutine displays the currently vartable parameters on the
terminal and allows the user to enter the numbers of those he wishes
to fix, either individually (e.g., 1, 2, 3) or as a range (e.g., 1-3).
It then calls FIXPAR to fix each parameter designated. It is called
by COMMAND2 following the FIX command.

Subroutine HESSE

This subroutine calculates the full second-derivative matrix of
FCN by taking finite differences. It includes some safeguards against
non-positive-definite matrices, and may .-t off-diagonal elements to
zero in an attempt to force positivity. It fixes any parameter X for
which both 3(FCN)/3X = 0 and 32(FCN)/3X< = 0. It inverts the sym-

metric second-derivative mat-ix to produce the covariance matrix
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V(I,J) and calculates the estimated distance to the minimum value of
FCN. 1f this estimated distance is negative or if V(I1,J) 1s not posi-
tive definite, it then produces an estimate of the covarfance matrix
whose diagonal elements are reciprocals of the second derivatives and
whose off-diagonal elements are zero. 1t is called by MIGRAD, by
MINOS, and by COMMAND1 following the HESSE and MATOUT commands.
Subroutine INPAR

This subroutine reads the parameter fi{le. It checks that the
total number of parameters and number of variable parameters do not
exceed dimensions, that transition rates occur only from higher to
lower levels, that the initial values of parameters 1ie within limits,
and that upper 1imits exceed lower 1imits. It also reads the title,
decides whether the job is batch or interactive and discovers the
names of the parameter and data files. If two transition rates are
equal, it increases one of them by a factor of (1 + 10-7) to avoid
problems in solving the Bateman equations. 1t is called once by
LIFETIME.

Subroutine INTOEX(X,U)

This subroutine calculates the values of the external parameters
U in terms of the internal parameters X. The relationship is:
X (U unbounded)
A + (sinX + 1)(B-A)/2 (A < U < B).

U =

It is seen that X can vary from -« to += and U will remain bounded by

A and B.
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Subroutine MATOUT

This subroutine prints the covariance matrix V, and calculates
and prints the individual correlation coefficients V”/(v11 VJJ)]”2
which are the normalized off-diagonal elements of the covariance
matrix. It is called by COMMAND1 following the MATOUT command.
Subroutine MIGRAD

This subroutine performs a function minimization using a gradient
calculated by the subroutine DERIVE. The algorithm used 1s Fletcher's
"switching" variationS of the original Davidon-Fletcher-Powell algorithm.!*
Starting values are given for the parameters X(1), the first derjva-
tives G(I), and the covariance matrix V(I,J). Although G(I) must be a
very good approximation to the gradfent at X(I), the starting matrix
V(1,J) may be poor, only a diagonal matrix, or even the unit matrix.

The minimization procedure involves taking a "Newton's step" to
X'(J), where

X'(J) = X(J) - T v(1,d) G(I).
1

This would be the minimum if FCN were quadratic and 1f V(1,J) were the
true covariance matrix. A new gradient G'(I) 1s calculated at X'(I).
The matrix V(I,J) is corrected using an updating formula of the
general form

Vi sV + f(V,X,X',6,G').
The updating formula f(V,X,X’',G,G') 1s either the original Davidon
formulal* or Fletcher's dual formula,S depending on Fletcher's

"switching”" criterion. Then G is replaced by G', X by X', and V by
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V', and the above steps are repeated until some convergence criteria
are satisfied.
The convergence criteria are based on the “estimated distance to
minimum" SIGMA which is given by
SIGMA = !?J G(1) v(1,J) G(J).

This would be exactly twice the vertical distance FCN(X)-FMIN {f the
function FCN were axactly quadratic with covariance matrix V. Since
this estimate 1s only as good as the estimate of V, an additional cri-
terion 1s applied, namely that the successive estimates of V be not
very different, The measure of difference used is the average frac-
tfonal change, TRACE, in the diagonal elements where

TRACE = 2(!$| V'(1,1) - V(L,1) | /; (V'(1,1) + V(I,1))/NPAR,

and V' is the previous estimate of V. Convergence is achieved when
both SIGMA < EPSI and TRACE < VTEST for two successive iterations or
when SIGMA < 10-5 EPSI. EPSI and VTEST may be set by the user when
the command MIGRAD is issued and have default values of EPSI = 0.1 UP
and VTEST = 0,04. UP is set by the command ERROR and has a default
value of 1.0.

Subroutine MINQOS

This subroutine finds the true errors (confidence intervals) by
examining the behavior of the chi-square function over the interval
in question. (The theory is given in Ref. 15, pp. 203-205; see also
Ref. 16.)
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The MINOS errors are defined in terms of the size of the confi-
dence interval specified by the value of UP. (UP may be set by the
ERROR command. It has the default value UP = 1.0.) MINOS then deter-
mines the values of Xi for which the function FM(Xj) attains the value
FMIN + UP, where FM(X4) is the minimum of FCN with respect to all
parameters except the parameter Xj, and FMIN is the overall minimum
value of FCN. MINOS errors are then ERPj{ and ERNy, which are, respec-
tively, the positive and negative increments which, when added to the
value of Xy at FCN = FMIN, give a value to FM(Xj) of FMIN + UP.

The details of the procedure are as follows: First, from the
known covariance matrix of the function, MINOS determines the value of
Xi and of the other parameters which would give FM(Xy) = FMIN + UP if
FCN were parabolic, that
Xoi + (ViiUP)1/2
Xoj + (V1) 1/ 2 (V44/V44).

It then finds FM(Xj) for this value of Xy by fixing X4 with FIXPAR and

X

Xj

using MIGRAD to minimize FCN with respect to the remaining variable
parameters. If FM(Xj) is within EPSI of FMIN + UP, analysis stops.
Otherwise, a new point Xi 1s chosen and FM(X;) is again calculated.
The tolze.-ance EPSI can be specified by the user when the command MINOS
is executed and has the default value of 0.1 UP. This procedure is
illustrated in Fig. 5.

Xj is varied in both the positive and negative directions from
Xoi- The positive error ERP; is X; - Xgi when Xj > Xgi, and the

negative error ERNj 1is Xj - Xgi when Xj < Xy4.
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ORNL-DWG 85-7223

\
FM(X)
\ l FMIN+UP +EPSI
\ FMIN + UP
I\ —— FMIN+UP-EPSI
FP—T7
| |
L[ |
| J '
XC | XMIN XA  XB |

XMIN+ERN XMIN+ERP

Fig. 5. Calculation of MINOS errors of parameter X. The symmetric
parabola FP is predicted from the covariance matrix, The curve FM
shows the true dependence of FCN on X. Since FM(XA) is not within
EPSI of FMIN + UP, a new point XB is found by parabolic extrapolation,
and the process 1s continued until FM(X) is within EPSI of FMIN + UP,
A similar calculation is carried out on the negative side of XMIN.
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When the program has difficulty converging, it plots FM(Xi) as a
function of Xy so the user can get a feeling for the nonlinearity of
the problem.

If a new global minimum is found during a MINOS error analysis, a
new SIMPLEX and MIGRAD minimization in the full variable space is
attempted. After this step, MINOS error analysis rzcommences.

Subroutine OUTPAR( IKODE,IUNIT)

This subroutine generates output on the terminal or 1ine printer,
depending on the value of IUNIT. This includes the minimum FCN,
number of calls to FCN, time, estimated distance tc minimum, parameter
values, parameter errors, and changes in parameters since the last
call to OUTPAR. The argument IKODE = 0, 1, 2 determines how much of
this is printed.

Subroutine RANDOM

This is a shift-register random number generator which provides
the random numbers needed by subroutine SEEK. It uses the methods of
Kirkpatrick and stol1'7 and James?'®.

Subroutine RAZZIA(YNEW,PNEW)

This subroutine is called by SIMPLEX to replace a point in the
current simplex with a new one. It also estimates the distance to the
minimum and updates the step size and the estimate of the diagonal
elements of the covariance matrix.

Subroutine RELEASE

This subroutine displays the parameters which are currently

fixed, and allows the user to enter the numbers of those he wishes to
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release, either individuaily (e.g., 1,2,3) or as a range (e.g., 1-3).
It then calls RESTOR to release all of the parameters, and calls
FIXPAR to fix those not designated. It is called by COMMAND2
following the RELEASE command.

Subroutine RESTOR(K)

This subroutine restores a fixed parameter to variable status by
inserting it into the internal parameter 1ist at the appropriate
place. It estimates the diagonal element in the covariance matrix for
this parameter as twice the reciprocal of the second derivative of FCN
with respect to this parameter. If K = 0, all fixed parameters are
restored. If K = 1, the last parameter fixed is restored. RESTOR is
called by RELEASE, MINOS, and COMMAND2 following the RESTORE command.
Subroutine SEEK(NFP)

This subroutine performs a minimization of FCN using a Monte
Carlo technique.!8>19 The function FCN is called NFP times. For each
call, all variable parameters are chosen randomly, according to uni-
form distributions centered at the best previous parameter values, and
with widths equal to the original step sizes or the parabolic errors
from HESSE or MIGRAD, SEEK is called by COMMAND2 following the SEEK
command.

Subroutine SIMPLEX

This subroutine uses the method of Nelder and Mead“ for the mini-
mization of a function of N variables. This method depends on the
comparison of the function values at the (N + 1) vertices of a general

simpiex followed by the replacement of the vertex with the highest
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value by another point. A simplex 1s the smailest N-dimensional
geometrical figure with (N + 1) vertices: a triangle for N =2, a
tetrahedron for N = 3, etc. New simplices are formed by reflecting
one point in the hyperplane of the other points. The simplex adapts
itself to the local landscape of the function, elongating down in-
clined planes, changing direction upon encountering a valley at an
angle, and contracting in the neighborhood of a minimum.

The initial simplex is obtained by coordinate variation. From
the initial point (parameter set), the subroutine proceeds to find a
local minimum along each coordinate (parameter) axis. These NPAR
local minimi and the initial point define the initial simplex. This
insures that the simplex has a reasonable size in each direction. If
no minimum is found, the point used will be at least 0.064 DIRIN(I)
and not more than 729 DIRIN(I) from the initial point.

The minimization of a function F | oceeds as follows. Of the
vertices, let Py be the one for which F is smallest, and Py be the
one for which F is largest. Let P be the centroid of all vertices
except Py,

N+1
P= (z;l;-i - Py)/N.

A point P* is produced by the reflection of Py in the plane of the

other points:
P* = 7P - Py.
The action taken next depends on the value of F(P*):

(1) If F(P*) < F(PL), the reflection has produced a new minimum, and
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this direction is explored by computing
P* = 2p* - P,
A parabola is fitted through F(Py), F(P*), and F(P**). 1If it has

a minimum. then the corresponding point is used to replace PH,

Otherwise, 1f F(P**) < F(PL), Py is replaced by P**, and if
F(P**) > F(PL), Py 15 replaced by P*. The p;ocess is then
iterated.
Let Ph be the vertex with the second largest value of F. If
F(PL) < F(P*) < F(Ph), Py is replaced by P* and the process
iterated.
If F(P*) > F(Pp), where Py is as in (2), then Py is redefined as
either Py or P*, whichever has the lower function value, and a
point P** is calculated by

P* = 0.5(Py + P).
If F(P*™) < F(PH) PH is replaced by P** and the minimization
repeated. Otherwise, only P is kept and a new starting simplex
is evaluated by finding local minima.

The vertical distance to the minimum is of the order of

SIGMA = F(Py) - F(P_). Convergence is attained when SIGMA < EPSI

for two successive iterations unless, on the last iteration,

F(P4) - F(P) > 2 EPSI.

MIGRAD has the advantage of producing a full covariance matrix,

whereas SIMPLEX only gives estimates, which may be poor, of the diago-

nal elements. Thus, the choice between the two depends on the infor-

mation required. However, a good estimate of the covariance matrix

can usually be obtained after SIMPLEX by the command HESSE.
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Subroutine SYMINV(A,N)

This subroutine inverts the symmetric N by N matrix A. It is
called by HESSE.
Subroutine UCOPY(A,B,N)

This subroutine copves N r:°ds from array A into array B. It is

called by MIGRAD and MINOS.

C. OTHER FUNCTIONS AND SYBROUTINES

These are specific to the version for the Perkin-Elmer computer.

Subroutine INIT

This subroutine initializes the program's real-time data struc-
tures prior to enabling task traps. See FORTRAN VII User Guide p. 6-26.
Subroutine ENABLE(3,HOLDIT)

This subroutine establishes the necessary data structures to
allow the trap-handling subroutine HOLDIT to be entered and to have a
message passed to it. See FORTRAN VII User Guide p. 6-27 and p. 6-30.
Subroutine GSTRING(STRING)

This subroutine returns the string of characters following the
first comma of the START command in the CSS file. This string con-
tains either B (for batch mode) or D (for interactive mode) and the
names of the parameter and data files.

Function BTEST(N,31)

This logical function returns .TRUE. if bit 31 of integer N is a
1, which means N is odd, and returns ,FALSE. if bit 31 is a 0, which

means N is even.
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VII. COMMON VARIABLES AND DIMENSIONS OF ARRAYS

Variables appearing in COMMON blocks which are not defined else-

where in this report are described here.

A-

COMMON VARIABLES IN LIFETIME

POP(L):

POPINT(L):
FAM(L,M), M < L:
FAM(L,L)

FAM(L,M), L < M:
DIAG(L):
RESULT(L,M), M < L:
RESULT(L,L)
RESULT(M,L), M < L:
TIM(I):

ANORM(L):
RE(I,N,K):

FE(I,N,K):
NBRAT:

BRANCH(N) :
BRERR(N) :
IBR(N,1):
IBR(N,2):

Initial population of level L.

Total decay intensity from level L.
Transition rate from level L to level M.
Negative of total transition rate out of level
Coefficient ajp of the Bateman equations.
Coefficient by of the Bateman equations.
Unshifted intensity of transition L + M,
Population of level L.

Shifted intensity of transition L + M,

Flight time for data curve I.

Intensity normalization for experiment L.
Corrected intensity for shifted (K = 1) or
unshifted (K = 2) data for flight distance I
of data curve N.

Error in intensity RE(I,N,K).

Number of branching-ratio data points.

Value of branching-ratio data point N.

Error in branching-ratio data point N.

Initial level for branching-ratio data point N.

Final level for branching-ratio data point N.

L.



IBR(N,3):

NMUL :

AMU(N) :

OMEGAO(N):

WO:
A2(N), A4(N):

COMMON VARIABLES IN
MPAR:
NPAR:

U(Jd):

ALIM(J):
BLIM(J):
WERR(J):

LCODE(J) :
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(= 1, include) (= 0 do not include) branching-
ratio data point N in fit.

Total number of transitions, counting each
member of multiplets separately, for which
data curves are included.

v-ray absorption coefficient in Ge for the
v-ray energy of data curve N,

Reference solid angle for the y ray of data
curve N.

Reference angular distrubution,

Angular distribution coefficients for the

vy ray of data curve N,

MINUIT,

Total number of parameters, variable and fixed.
Number of currently variable (internal)
parameters.

External parameter set.

Lower 1imit on U(J).

Upper 1imit on U(J).

Injtial step size for U(J). After minimiza-
tion, it contains the parabolic error in U(J).
= 0 if U(J) 15 fixed,

= 1 if U(J) is unbounded,

= 4 {f U(J) has upper and lower limits.



X(1):
DIRIN(I):
LCORSP(J):
V(1,J):
AMIN:
NFCN:

MXFCN:

LV O
IPFIX(J):

MINOFF:

LMI(K):

NEWMIN:

MINPLT:

RPLT:

I0UT:
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Internal parameter set.

Step size for X(1). 1t is derived from
WERR(J) initially by DSET and adjusted

during minimization.

Index which associates X(I) with U(J):
1=LCORSP(J).

Covariance matrix.

Best (smallest) value of FCN (xz).

Number of calls to FCN during current command.
= FALSE. initially,

= ,TRUE. when NFCN exceeds NFCNMX.

Number of parameters fixed by FIXPAR,

External parameter number of the Jth parameter
fixed by FIXPAR,

= ,FALSE. when MINOS 1s executing,

= ,TRUE. otherwise.

Set of (external) parameter numbers for which

a MINOS analysis will be performed.

.FALSE. initially,

.TRUE. when MINOS finds a new minimum.

0 for command MINOS,
= 1 for .ommand HINPLQT.

Range of each side of minimum for which
MINPLOT 1s made.

Determines amount of printout provided.
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that

ENF:

MYKILL:

BATCH:
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= ,TRUE. when SEEK, SIMPLEX, MIGRAD, or MINOS

is executing,

FALSE. otherwise.

= .TRUE. after SEND STOP 1is executed,
= ,FALSE. otherwise.

= ,TRUE. when in batch mode,

= _FALSE. when in interactive mode.

DIMENSIONS OF ARRAYS.

The dimensions of arrays are specified in PARAMETER statements

SO

they can be changed easily. The present values are:

NA = 50:
NB = 5:
NC = 50:
ND = 20:
NE = 2:
NF = 50:
NL = 80:
NP =200:
NR = 20:
NS = 5:
NT = 60:
NV = 50:

no.

no.

no.

no.

no.

no.

no.

no.

no.

no.

no.

no.

of
of
of
of
of
of
of
of
of
of
of
of

arguments that can be decoded by UNPACK.
rotational bands.

data curves.

flight distances.

data sets (experiments).

parameters which can be fixed by FIXPAR.
levels.

external parameters.

branching ratios.

energy levels fn a rotational band.
transitions (data curves plus multiplicities).

variable parameters.
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VIII. SAMPLE OUTPUT

The output on the following pages was obtained by running the
program LIFETIME using the Parameter File on p. 27, the Data File on
p. 28, the Velocity Data File on p. 30, and the sequence of commands
1isted on p, 31.
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CASEY: INITIAL ESTIMRTES 01 OCYT 1985 15:5¢:22
QTR P PR RS R0 RNt Rt 0000 RQRR et Rt nad ettt ttodterasadrtiantdtiocetoendadtddgidnenqecenegsnascsurs
INITIAL VALUES OF THE PAFAMETERS READ FROM FILE CASE1.POY
EXPERIMENTAL DATA OEAD FROM™ FILE Casgl1.o001
000000400 200000000 0RRs Rt PR RRRDRR R RRIRT O RPN R0l RS0 E 00 tadedadtdddieetacadacteoRRasadatcitsatsed

PARAVETER INITIAL VALUE SYEP SITE LOWER LImWIT UPPER LINIT
1 POP(F2 ) s.n0000 1.C0000 0.C00 100.00
e 20P(F2' ) $.00002 1.€¢00C 0.C00 100.00
T POCCFS ) $.20007 1.Ccc0C 0.C00 100.00
3 POP(F3* ) $.00007 1.ccooc p0.co0 100.00
s oQP(84 ) 20.0200 1.0G00C 0.000 100.00
0 TREL2 =31 ) 1.00000N0E-02 6.999999E-07 0.G00 $00.00
? TROLY 332 ) 0.100000 5.0C000CE-02 0.000 500.00
14 TROLY =>L1 ) 0.13%0000 $.00C00CE~-02 0.Co0 500.00
9 TRILEL =5 ) 0.2000072 5.0CC00CE~-T2 0.000 $00.00
10 TR(F2 =>L2 ) 0.250900 5.0C000CE-02 0.000 $00.00
1" TREF2Y a>L? ) 9.370002 5,00300CE-07 0.¢c0 $00.00
12 TRCFY z>LY ) 0.%0006G2 c.12c00C e.cce $00.00
1 TREFY® =33 ) 1.2C002 £.200009 0.C00 $500.00
1% SUAD(LS ) 2.90000 0.2Cc00¢C
15 DZERD(T) <C02202 ¢.1Cc000 -1.00 1.0000
14 NOAN(2) 1.230CC 3, 100000

R AL A R R L L I R L R I L R Y Y Y TN L T T Y T Y
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10000000 en00000000esctnodnteadadendfatocaltdidineoiatectineRetcsorind sttt ttissdtdndateteettnttadncae
CASET: INITIAL ESTI®AT(S 0Y OLT 1985 15:54:48
0000000000000 0000000000 000000040000 00 00000 000¢0 0000 ERRRECE0RRERRRERRR0RE0QRECRRRRRRdRRRARRRRRERNY

CHARGE AND MASS CF RECOILING NUCLEUS: 70, 16(C.0

DATA SET & 1

CHARSE AMD MASS CF STGOPEN NUCLFUS: 82, 2C8.C

RECOIL VELTCITY: $.998 *~ 0.£00 ur/Ps v/C: C.020000 +- 0.002000
DENSITY CF SYCPPER OM FOIL: 11.35 G/CHea?

AVERAGE WIDTN OF UNSWISTED PEAK: 1.5 KEV

TINE WHILE SLOWING IN STCPPER OR FfOIL: 0.917 p§

TARGEVT-DETECTOR DISTANIE: $.700 Cm

DETECTOR LENGTH: 2.000 Cn
DETECTOR OUTER RADIUS: 1.200 (n
DETECTOR INNSR RADIUS: 0.200 cm

DAT& SET # 2

CHARGE AND MSSS CF STOPPEF NUCLEUS: 79, 197.C

RECOIL VELCCITY; 17.908 += 1,799 un/ps v/C: C.06C000 +- 0.006000
SLOWED VELOCITY (EXPERIMENTAL): 131.992 o= 1,199 yn/pPs v/C: 0,04CC00 - C.006000
FOIL THICKNESS: 4.5 RG/CNee?
OENSITY CF STOPPER OR FOIL: 19,32 G/CNee?

AVEPAGE WIDY® DF UNSNIFTED PEAX: 1,9 KEV
TIME «™ILE SLOMWIRG X SYCPPER Q& FOIL; 0,206 PS

TARGEY-DETECTCP DISTANCE: *.000 C»

PETECTCR LENGTH; 2.000 Cm
DETECTOA OUTER RADTUS: 1.200 ¢»
DETECTOR INNER RADIUS: 0.200 Cn

TAUC2): 3C.J PS
TAUCL): 10,0 PS

CURRENT FITTIAG CONDITICNS -
THT FOLLOWING CORIECTIONS APE STING APPLIED INITIALLY OMLY
PCSITIONAL SCLID<-ANGLE
VELCCITY-DEPENDENT SOLID=-ANGLE
ALEGN"ENT ATTENUATION
LINESHAPE
8 INTEGRATIC, PLINTS ALANG FLIGHT PATH 1

THE SOLID ANGLE wAS CALCULATED BY INTEGRATING OVER THE VCLUPE OF THE DETECTOR.
USING THE ARSORPTION COFFFICIENT FOR EACH GAMWMA-RAY ENERGY.

B INTEGRATINN 20INVTC CVFR DETECTYOP : 1
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DECavY CuRVES BEINS FITTED -
pata SEV o 1
curvE 1 L2 s> CFITTED)
cyrve 2 7! sxx> 2 (elrrep)
CURVE ¥ LY swn) |9 CFITTED)
S4T8 SET & 2
CUevE & ? Txx> L2 (FIVTED)
BRANCHING RATIOS REING FITTED ~
JRANCHING RATIO 1 (% s> 1 (FITTED)
BRANCHMING RATID 2 % wxx> L2 (FITTED)
RANSF OF LEVELS LSED TN CALCULATIONS: (L1 4 84 )

FON VALYF CapLs TINE cpw
1.3717¢92 1 15:5¢:5% 2.0CE+00

seenaanneSEEK
THE SEST wvaLUE FCUND BY SEEK IS

D%

FCN VALUE CAaLLS T [
H [13 ] J.0Ce+CQ

1.1257€+™y 1¢0 15
esarecaaeCQRRECT

CCRRECTICNS RECALCULATSC
neeseeseeSIMPLEN

SIMPLEY WINI®WIZATION WLS COMVERSED

FEN VALUE CALLS TIRE £0m
IL75T4E-" 411 15350:23  5,.75€-02
ssecesansVELLINP

VELOCTITY CALCULATION FESULTS

CATA SET & 1: E = ( N.CCO00)eCeae2 ¢ ( 0.50000)*c ¢ ¢ 0.0a0acc)

TRANSITIAN: L3 LA R 3

OISTANCE SUIFTED CEATRCID SHIFTED ENESGY UNSHIFTED CENTPQlD
13.0 81¢.0C *~ 2.10 406.00 +- 0.0% $00.00 *«~ C.10
20.0 €14.CC +~ 7.1C 408.00 +- 0.05 30C.0C - G.10
50.0 216.CC +~ .10 408,00 ¢~ 0.05 80C.00 *- C.10

100.0 #1¢.2C ¢~ "D 4N8.00 +- 0.05 30C.00 - 0.0

AVERAGE UNSHIFTFO ENERGY: 4J0.30 *= 0.03 KEV

AVEAAGE PECOIL VELOCITY: T.520227 - 0.00006C

UNSHIFTED ENERGY

400.00
+00.00
400.00
400.00

*= 0.0%
*= 0.0%
+- 0.05
= 0.0%
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TRANSTITION: L] zmad L1

DISTANCE SHIFTED CENTH
10.0 1422.0) +~ €.
¢C.0 1642%.C0 - 0.
<C.0 1428.00 «- C.

1Cc.0 16429.72 +=- 0,

AVERAGE UNSHIFTED SNERCY

AVERAGE RECOIL VELICITY:

ore

20
20
20
)

SHIFTED ENERGY UNSHIFTED CENTROID UNSHIFTED
714.00 +- 0,10 1400.00 +- 0.20 700.00 +-
714.00 +- 0.10 1400.00 +- 0.20 200.00 +-
714.00 +- 0.10 1400.CQ +- 0.20 700.00 ¢+~
716.0C ¢+= Q.10 1400.00 +- 0.20 700.00 +-

: 700.00 ¢~ 0.0% xEvV

0.G23227 ¢+~ 0.000103

DATA SET & 2: € = ( C.00C00)eCee2 + ( 0.50000)«C ¢ ¢ 0.00000)

TRANSITION: L3 sex> L2

OISTANCE SHIFTED CENTROID
15.0 246.00 ¢+~ D.10
3C.0 848.00 +~ 0.12
60.0 848.00 +~ 0.10

AVERAGE UNSHIFTED EAERGY
AVERAGE RECOIL VELOCITY:

AVERAGE SLOWED VELOCITY:

FINAL RESULTS

DATA SET #& 1 RECOIL VEL

DATA SET & 2 RECDIL VEL

SHIFTED €
624.00 ¢~
£24.00 *-
424,00 -
s 400.02
0.06074¢

0.0404861

ocITY:

celiTy:

SLOWED VELOCITY:

aesescnee(ORRECT
CORRECTIONS RECALCULATED
sasacesnsnfIGRAD

MIERAD MININIZATION HAS
BIGRAD FINDS I“PROVE®ENT

COMVERGED

NUPGER OF SUCCESSFUL STEPS: Se

FCh vaLUE CALLS

TIME

1.7870€~01 330 18:C2:38

aescesnenCOPRECT

CORRECTIONS RECALCULATED

scnvanavaSAVE

NERGY LESS SHIFTED CENTROID

C.05 832.00 +- 0.10
0.05 932. &5 - 0.10
.05 832.00 ¢~ 0.10
+- 0.0} xEV
+- 0.00010¢
+- 0.0001CS
6.066 *= 0.920 UR/PS
18.211 ¢- 0.032 UN/PS

12,1386 *- 0.032 um/PS

COVARIANCE MATRIX CODE: 3

EOM
1.12€-03

PARAETERS SAVED IN FILE CASE1,.PD2

senasntrenEND

LESS SHIFTED EMERGY

416.C0 *- 0.CS
416.C0 ¢+~ 0.05
416.00 ¢~ 0.C5

ENERGY

0.10
0.10
0.10
0.10

UNSHIFTED CEMNTROID

800.00 - 0.10
800.00 ¢+~ 0.10
800.0Q - 0.10

v/C: 0.C20228 +- 0.000048

V/C: 0.C60744 *~- 0.000100

V/C: 0.C60481 *=- 0.00010S

UNSHIFTED ENERGY

400.00 +- C.0OS
400.00 +- 0.05
400.00 +~ G.0S

(8



20000 RARFRRPAASIACARREIEP000RRLPRRNRRSLRRNRRATESRattRRRRRtAdtARtttattoddtiqidtdnhatattdqineatttARtRARS

SET: INITIAL ESTIMATES
IR NN P At AN RNt Rttt ool t et et et tetataet edactaddeqdsdrtadattatetetatnrecentndenndedttantesta

CA

RINIMUM (KT SQUARE:
NUMBER CF DATA PCINTS:
NUMBER OF PADAMETE®S BCEING VARTED:
NORMALTZED CHI SSUARE:

2.177

12
te

0.010

01 oCT 1985

LEVEL TOTAL TR. RATE LIFETINE POP-ZERD
¢ 3% Q.785E +- 0.0948 1.2726 += C.153¢ 15.008 *+= 0.247
1t e 0.3960 «- 0.0478 2.52%2 +- 0.304?7 C.000 *- 0.000
10 22 0.1784 4=  0.0215 5.60%9 +=  0,87¢4 c.0oC +- 0.000

9 s1 0.0455 «- 0.0082 14,6022 +- 1.7618 0.030 - 0.000

§ F3}° 1.¢507 4+~ 3.1095 0.6022 +- 1.1274 2.358 ¢+~ 0.715

7 ¢33 0.1577 +-  0,0403 6.3426 +=- 11,6206 L.673 &= 0.749

6 F2°! 107.38%42 4= 185.6427 0.0063 ¢+~ 0.0161 4.3172 +- 0.370

s F2 1N2.4862 +~ 154,0590 0.00¢8 +- 0.0147 2.71C *= C.741

& L 0.4336 ¢~ d.3192 2.2798 - 1.6589 c.00C *- 0.000

3 L3 0.3C8% +-  0.0106 32631 ¢=-  0.1112 €.000 +- 0.000

2 L2 0.C158 ¢~ 0.0124 63.2081 +- 49,6558 0.000 +- ©0.000

t L1 0.0000 ¢- 0.0000 ettetaetd daeotdnedts 0.00C ¢~ 0©.000
NON-ZERQ TPANSITION PRIBAPILITIES

J1 JE E{GAMMA) ALPMA TRANSITION RATE 8(E2)
Le =z3> L3 4.0 2.0 300.0 0.C75 0.4386 += 0.3192 13,6405 ¢~ 9.9257
L3 zzx> L2 2.9 1.C 400.0 0.010 C.1216 +- 0.0007 0.0C00 *~- 0.0000
L3 =zax> L1 2.0 2.0 702.9 0.008 C.1867 +~- 0.C10% £.0%95 *+= 0,0US1
Le r=x> 1 1.0 0.C 300.0 0.022 C.0158 ¢+~ 0.0124 C.0C00 +~- 0.00720
gaND HO. 1, QUADCLL ) = 2.3840 +- 0.143E €8
J1 JF E(GAMMAY TRANSITION RATE LIFETINME
g1 ==z> L6 ¢.3 4.0 sg¢0.C 0.0685 ¢+- 0.008) 14,4022 +~ 1.78617
g2 z=z> @1 8,9 5.¢C €00.0 C.17846 ¢~ (C,0215 5.¢059 ¢~ 2.676)
-3 ==x> B2 10.0 8.0 7C€0.0 0.3960 ¢~ C.0478 2.5252 ¢+~ (0.3C47
13 2=3z> 2} 12.0 19.0 800.90 0.7858 ¢=- (.0948 1.2726 +~ 0.153S
AUXTLLIADY VARIABLES
JATA SET » 1 2
ClERD €.405 *+- 46,9378 0.000 +- 0.0CC0
NORMALIZATION 1.700 +- 0.3000 Q.993 *~ 0.0842
SRANCHING RATIOS
EXPERIMENTAL VALUE FITTED VALUE DIFF/ERR

L: =sx> (1 0.600 *- 2.100 0.606 -5.813E-02
L3 =3x> L2 0.403 +- 0.100 0.394 5.613€-02
PEAN (H1 SQUAREQ: 2. 151€-03

TOTAL DECAYS

15.008
15.008
15.0C8
15.008

8.338
13.001

4317

2.71¢C
15.008
28.039
18,085
35.066

16:03:22

Q{TRANS)

21.9079
0.0000
2.1210
0.0000

-
-
=
=

7.9708
€.0000
0.0599
¢.oco0
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TRANSEYRON: ¢ ssed 1 PLUS L& ==s> L3

P R L R N e L b b bttt

SNIFTED PEax

DISTANCE EXP, VALYE ERROR RESULY DLIFF/ERR
CRIGIAAL CORPECTFP

10.¢C 3.09 C.08 C.9C .18 =-0.1
20.¢C 0.27 0.24 .90 0.39 =0.1¢
50.C .81 1.67 0.92 1.80 =0.14
100.C T.11 6.79 .98 6.76 0.02

MEAN SQ

0.01423

TRANSITION: L3 =za) L2

.................................... e m— - ——————-

SHIFTED PEAX

e s m e, —————

UNSH: "= PE .

EXP. V- R RESULT DIFF/:RR
ORIGIAMAL COmECTE"

33.68 32.97 Y 2.92 0.05

33.44 32.79 0.98 2.70  0.09

30.81 31.31 1.32 :1.29 0.02

24,46 26.18 1.7 ¢ 16433 -0.1¢
MEAN SO
0.00787

P L T T T R Y N R Y et

SUR ERROR ODF/ER
CORRECTED

33.05 1.32 0.03
33.03 1.3 0.02
32.96 1.37 -0.02
32.96 1.4 -0.93
MEAN ST DEV MEAN SC
33.01 0.03 0.00

- -————

UNSHIFTED PEAK

Sym ERROR DFZ/ER
CORRECTED
11.035 2.3 0.090
11.02 2.30 -0.01
11.03 2.23 0.00
11.07 2.4 0.019
MEAN ST DEV MEAN SO
11.04 0.02 0.00

1L ERRQOR DF/ER
CORRECTED
16.99 1.4 0.02
16.95 1.42 -0.02
16.94 1.44 -0.02
16.99 1.48 0.02
MEAN ST DEV MEAN SQ
186.97 Q.03 0.00

sum ERROR DF/ER
CORRECTED

10.94 2.00 0.00

10.95 2,00 0.00

10.93 1.99 -0.01

NEAN ST DEV MEAN SC

DISTANCE EXP, VALUE ERROR QESULT DEFF/ERR EXP. VALUE ERROR RESULT DIFF/ERR
CRIGINAL COQRPECTYED ORIGINAL CORRECTED
1.¢ 3.09 0.14 1.9 0.17 -0.02 6.48 10.90 1.68 1C.89 0.01
20.C 0.40 C.83 1.57 0.67 =0.03 6.21 10.39 1.67 10.39 0.00
50.C 1.80 2.76 1.53 2.67 0.00 $.12 8.27 1.62 1.39 =0.07
100.C 3.489 S.t8 1.49 5.53 =0.03 3.¢3 5.58 1.5¢ 5.53 0.04
MEAN SC NEAN SO
0.00138 0.00165
TRANSITION: L3 ==2> (1
SHIFTED PEAK UNS.IFTED PEAK
DISTANCE EXP. VALUE ERRCR RESULT DIFFZERR EXF. VALUE ERROR RESULT DIFF/ERR
CRIGINAL COROECTED ORIGINAL CORRECTED
10.0 0.23 0.22 C.9¢ 0.26 =0.0¢4 16.34 16.77 1.03 16.72 0.05
0.0 1.09 0.6s C.5¢ 1.03 -0.27 15.24 15.98 1.04 15.95 0.03
50.C £.3% £.23 3.97 4.10 .13 11.61 12.71 1.07 12.88 -0.1¢
100.C 8.5% 2.41 T35 8.49 -9.CB 7.73 8.58 1.1 B.49 0.08
MEAN SO MEAN SO
0.00773 C.0033¢
TRANSITION: 2 s8> L2
. SNIFTED PEAX UNSHIFTED PEAK
DISTANCE EXP. VALUE E9R02 RESULT DIFF/ERR EXF. VALUE ERROR RESULT DIFF/ERR
CRIGINAL CIIEECTED ORIGINAL CORRECTED
15.C 0.C2 0.03 1.47 c.C¢ =0.01 8.C3 10.92 1.36 10.9¢ <0.02
30.¢ 0.10 9.15 1.4% 0.19 =0.03 7.53 10.80 1.36 1C.20 0.00
60.C J.43 0.62 1.465 0.69 -0.0S5 7,53 0.1 1.37 10.29 0.01
MEAN SQ KEAN SQ
0.00103 C.00017

P L T e L T T R R L L L T LT Y L an

10.94 0.0 0.00

EE T T
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