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*. new control syscem for the Saclay Linear 
accelerator Is now being designed. The computer control 
architecture Is baaed on 3 dedicated VH£ crates with 
KC630OO micro-processors : one crate with a disk-based 
operating system wi l l run the high level application 
programs and the data base aanageaenc f a c i l i t i e s , an­
other one wi l l manage the man-machine communications 
and che third one wi l l Interface the system to the 
linac equipments. Communications between the VME nicro-
computers w i l l be done through 16 bit parallel l inks. 
The software i s modular and organized in specific lay­
e r s , Che data base Is fully distributed. About 90 Z of 
the code i s written in Fortran. 

Introduction 

The ALS, in operation since 1969 [ l ] , was 
primarily manually controlled, a computer was Intro­
duced Into the accelerator control system in 1974 for 
centralization of informations, automatic surveillance 
of the nain parameters and control of th* beam switcb-
yard [ 2 , 3 ] . During the next, 8 years this system was 
expanded with a second computer and with ponctuai local 
processing power (8 bit micro-processors), but i t 
became obvious in 1982 that a new control system had Co 
replace very soon the old one : the old technology 
computers were completely obsolete, their maintenance 
was d i f f icu l t and expensive and the software develop­
ments very tedious. In this piper we describe the so­
lutions ehac we have adopted for the new sysces. 

Hardware system 

For the new control system ic was decided to 
cake advantage or che progresses in the micro­
processors technology to ensure re l i ab i l i ty , f l ex ib i ­
l i t y , versat i l i ty and a good cost effectiveness. A 
solution based on a standard and modern bus with power­
ful CPU and I/O boards available from many different 
aanufacturers looked very attractive. Among the différ­
ent possible choices, che VKEbus and the HC630OO micro­
processors family seemed to be che best solution for 
the process computers. 

Process computers 

The functions of che system are dlscribuced 
becveen 3 dedicated TOE crates : 

• the "HOST" crate with lMSyce of memory, a 20MByte 
disk drive, a floppy disk for backup. This station Is 
running under a disc-based operating system. 

• the "UNA* crate with ÎUïcByte of memory and al l the 
Interfaces to che équipements of che l inac . 

• the "OPSR" crate with MByte of aemory and a l l the 
Interfaces to che aan-sachiae communication devices. 

The LINA and OPES, stations have no disk and 
clair software Is downloaded from the HOST station. The 
three stations are close enough to be interconnected 
vlch parallel l inks, che prococol used enables 50 kSaud 
data transfer rates on these l inks. The stations are 
equloed with "first generation" THE CPU boards : 3KHz 
MC68000, small '.a-board semory s ize , no MMU, no 
floating-point coprocessor and a l i a i ted privace bus 
reserved for 1/0. 

Interface to the equipments 

Al l the equipments were previously Interfaced 
through CAMAC modules, this solution suffers Impor­
tant disadvantages (expensive, re lat ive ly f rag i l e , 
nuclear but no industrial standard) compared to I t s 
advantages (international recognized system, great va­
riety of modules), so lc was decided to progressively 
replace CAMAC by more modern standards. 

One solution could be to Interface the equip­
ments directly to the VMEbus but this solution Is rath­
er expensive due to the complexity of the bus. So d i ­
rect I/O Interfaces oa the VKEbu» are reserved for che 
console equipments where fast response Is primordial 
and for d ig i ta l inputs where che THE module can d irec t ­
ly interrupt on the CPU board. This last module was 
designed In our laboratory. For the console operation 
mo et modules were commercially available (high reso­
lution colour graphic boards, touch panel and keyboard 
interfaces) except a shaft encoder interface that we 
have also designed. 

For machine equipment interfacing we prefer­
red to use a low cost 3-blc standard bus with indus­
t r i a l cards mechanically and e lec tr ica l ly robust. The 
French Z0ROMAK bus was chosen : It uses s ingle 
EUROcards, MC6809 micro-processors and 15 s l o t s crates . 
A lot of industrial modules are available from the 
manufacturer. A f irs t experience with EUROKAR Is now 
acquired with the dig i t izat ion of about 300 analog 
input channels spl i t ted in 3 crates each containing 
multiplexers and ADC boards. The LINA' station and che 
EUROHAK crates are temporarily linked with ser ia l 
RS232C channels. 

Future improvements 

The major improvements planned in che aexc 
few months w i l l concern che hardware links between the 
TOE traces and between the VMS and EUROKAK crates . An 
ETHERNET network is now available in the THE standard 
and wi l l replace our parallel l inks, the data transfer 
rates wil l be much higher and i t wi l l be easy Co in­
terconnect the TOE crates eo che aicro-compucer deve­
lopment syscem (MOTOROLA EXORmacs) for software down­
loading. 

It i s planned also to interconnect our system 
Co che nuclear physicist computers through the ETHERNET 
network, in order to make the linac parameters directly 
available co che physic is ts . Due co che bus structure 
of this network, ie w i l l be scralghtforvaro to add new 
TOE crates i f chey are needed co increase the power of 
Che sysccs. The objection that chis network Is not ••r-ry 
suitable for a control syscem since a maxiauc response 
time i s not guaranteed [*] i s sot founded in our case : 
we have a small number of stacioos and we have enough 
local processing power co exchange only relevaac shore 
messages. 

The same type of network could be used co 
Interconnect che TOE and che EUROKAK crates , however as 
we planned in the future co Increase che number of 
SUROKAK craces, an ETHERNET oecvork wi l l become prohi­
bit ively expensive. Following che choice of CSRN for 
che LE? project [ 4] Che aircraft KIL/STD-1353B multi­
drop highway system wi l l be used for this purpose. The 
IS 5 33 interfacing co che EUROKAK bus was done in our 
laboratory, cvo boards are used Co manage che commu­
nications the bus controller (3C) and che remote 



cerainal (ST), ona BC can concrol a network of up co 30 
RTs. Following irrangements with cbe manufacturer tbe 
EÏÏRQMAR 15538 network, la now commercial!» available. To 
Interconnect a VME Taster erata with EUROMAK slave 
cratea a 3C la VME standard baa also co b« designed. 
This nodule Is now under srudy, it will be of cbe In­
telligent peripheral controller type with a MO5809 co 
unload Che sala processor fro* Che 15533 hardware pro­
tocol, a duel-ported 16 kByte memory and 2 semaphores 
co linage the exchanges becween Che local MC6809 and 
che main VME procesaor. With chesa features lc will be 
poeaible co use che dual-ported memory In cvo Indepen­
dent areas : while che MC6809 «111 procaas a list of 
commands In one area, another lise could be prepared la 
Che second one. 

A future Improvement of Che system could be 
che use of 'second generation* VME CPU boards with the 
powerful local VMXbua, this will give che VME scacions 
real multiprocessing capabilities. 

SOFTWARE STSTEM 

A proporcion of 80 Z of Che old system soft­
ware was written la three different assembly languages 
and therefore oust be completely rewritten. Aa high 
level language waa needed co rewrite rapidly all che 
software developed during height years and FORTRAN was 
chosen because lc is widely uaed and understood In our 
laboratory. Furthermore aany of Its disadvantages 
against more structured languages have vanished with 
the 77 versions. 

The ease co write and maincaln che programs 
with a high level language is paid by their lease ef­
ficiency : che response times ara increased by a factor 
from 4 co 6 regarding our previous system. Improvements 
are expected with che new generation of VKE boards. 

The software developments are done with an 
EXORaacs micro-computer from MOTOROLA. It supports 
easily 4 co 6 simultaneous users with 1 Mbyte of me­
mory. It has. In general, good system facilicies but 
che FORTRAN compiler is slow and racher poor and lacks 
a symbolic debugger. 

Three layers can be distinguished in che 
concrol systea software : 

Operating system 

The EXORmacs and HOST station run che same 
VERSAdos disk-based O.S. The UNA and OFER stations use 
Che 5KS63k realclse kernel. VERSAdos is built around 
this kernel. This feature Is very convenient : che 
programs are almost completely debugged on che develop­
ment systea before Cheir final Integration on the car— 
gee systems. 

Service software 

This level concerna all che general purpose 
services which are furnished co che high level appli­
cation software. 

Intertask Communication A message syscea 
has been developed wnich nanai.es in the same way local 
messages In one station as well as messages exchanged 
becween two differenc scacions. The receiver of a mes­
sage is addressed with a symbolic name : 

nana - STAT, SSTA, TASK 

where STAT Is che name of che VME scacion 
SSTA will be used to address a substation con­

nected co che 1553B network 
TASK Is the name of che receiving task in a VME 

station or an EUROMAK subscacion. 

The management of the transfers can be so— 
dified by attributes specified by the receiving cask : 

• tbe.receiving Cask can be blocked until a message la 
sent to It (default option). 

• Che receiving task can cesc If there Is a pending 
message for lc. 

• cbe receiving cask can receive only messages of 
selected sending tasks, and. In this case, discard or 
delay cbe ochcr messages. 

The software Is organised following che lay­
ers of che OSX model up co the session level. 
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Paca Base Management Systea CONCLUSION 

A distributed data bate contain» a l l the- The new syscea described here Is expected to 
Informations concerning the accelerator parameters. be la fu l l operation at ihe beglo.ni.ng of summer 35. 
The data base management system is strongly influenced However, we caa already draw some conclusions about our 
by the system used at SLAC for the SIX control system main choice: : -* 
[ 5 , 5 ] . The accesses to the data base are done through 
standard functions with symbolic parameters. The daca • The number of hardware failures Is drast ical ly de­
base Is structured in subsets belonging to each sea- creased compared to our old technology system. 
t ioo . The SOST station maintains a copy of the whole 
data base. Each subset Is structured la bloclcs, the • The use of SORTRAK and of the software services see— 
f l r i t block contains a l l the pointers necessary to cloned above have been very successful co write e f f i -
accese the daca contained in the other blacks. la the clently the application software, 
four other blocks, the data are structured regarding 
Chelr types : stable parameters, HOST write only para- • The hardware and software distributed architecture 
meters, HOST read only parameters, SOST only parame— elves Che syscea a great f l e x i b i l i t y . This point wi l l 
ters . A Fortran-like foraat with or without a repeat be particularly valuable for the extension of the can-
specification is associated with each piece of Infor- erol system to the ALSII project [ 7 ] . 
nation : integer 16 or 32 b i t s , real , character 
strlag. 

Wan-Machine communication f a c i l i t i e s : A 
graphics support has been provided to display lnforne-
tlons on the console screens. The output commands (draw 
a set of vectors, display a string of characters, f i l l 
an area) are passed to the graphics software and are 
stored in device Independent graphic segments. Another 
sec of commands is used to manipulate the segments 
( in i t ia l i za t ion , deletion, drawing, erasing, windowing) 
and to send them to specific device drivers. 

The operator commands are communicated to the 
system through the use of touch penels . The tree-
structured menus of the touch panels and their opera­
tion are defined by symbolic f i l e s compiled by a spe­
c i f i c program. This compiler allowa the specifications 
at the location of a button, i t s label , and Che actions 
to be taken when i t is couched : e.g. the command : 

COMABD:05,07, .RUN SURVEILLANCE ,SURV,RUN-SURV 

generates a buCton ac locacion 5,7 wiCB the label RON 
SURVEILLANCE and when i t is touched, the message 
,"RUN-SURV" will be sent to Che task SCRV. The com­
mand : 

MENU :O5,08, M, INDEX , .IDLE.MENTOTOX 

generates a button at l o c a t i o n 5,8 with che l a b e l 
"INDEX* in sed iuo s i z e and, when l c Is pushed, the menu 
c a l l e d "KEtrtJTSDX" w i l l replace the current one. 

Application software 

The LINA station runs a l l che acquisition and 
control software under the control of interactive pro­
grams in the HOST seaeion. It docs also autonomous 
cyclic accuisicion and surveillance. The Interactive 
Casks running in the HOST jucict i ara disk resident 
except two Casks vhich display, on two dedicated 
screens, permanent informations on the accelerator 
seaeus. VERSASdos, RMS68k, EXORmaes are trademarks of Motorola 

Inc. 
All the basic casks available on the old 

system are no* tmplessented. EUROMAK is * trademark of Microprocess-Weiss. 
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