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Computer simulations of low statistics track detector heavy ion

collision experiments on projectile fragmentation are presented. We

find a non-negligible probability to obtain the recently observed

anomalous fragmentation component also with normal fragmentation

processes. We discuss the significance of the expected mean-free-path

behaviour when an anomalous component is ireluded.

1. Introduct ion

Nuclear emulsion experiments (_ 1—6J , bubble chamber experiments [_7 — 8J ,

plastic detector experiments [9] and radiochemical experiments [lOj

have reported on an anomalous fragmentation component in heavy ion

reactions with an extremely large reaction probability. This

phenomenon has been given several theoretical explanations [11—19].

However, also contradictory experimental results where no anomalous

component is observed, have recently been presented [20-22J.lt is

stressed in these reports that both systematic and statistical effects

may simulate the anomalon effect. The importance of the choice of the

mean-free-path estimator when the statistics get very low has

particularly been pointed out in recent publications [23—24]- The

combination of statistical and systematic errors are connected to the

exact experimental conditions which are often complicated to



calculate. Here, we have developed a complete Monte Carlo program to

simulate low statistics experiments. One emulsion experiment where the

exact conditions are known to us [20,25j has been simulated. Several

general conclusions concerning 1ow statistics experiments can,

however, be drawn from the simulations.

2. Simulation Input

Before introducing any anomalous fragments it is necessary to perform

a simulation under fragmentation conditions as normal as the empirical

knowledge allows. The various parts of the input that are introduced

into the simulation is now described.

2.1. FMnj te_ S i:e Detector Effects

Geowietrical ffects may be of importance in a detector system where

the fragme •. 'rack length possible to follow will depend on the

creation • .if and the direction of the fragment emission. The

probabil . jis cribution PL(x,y) for the position of the entrance

point (F.'\, ) is normally obtained directly from the exposed detector

or from rr ;: urements during the irradiation. We should, however,

stress hf *-• that an assumption of a uniform probability distribution

within r * scanned area is generally close enough to the actual

Pi(x,y) unction. The the collision depth probability is given by:

•z(z) = r'expf-z/X) (1)

where A is the mean-free-path (mfp) of the beam nucleus in the

detector. Naturally, the angular distribution of the beam nuclei must

be considered if it cannot be assumed that all projectiles fall in

perpendicular to the x,y plane.



2.2. Reaction Cross-Sections

In a mixed target medium - like emulsion or plastics - the mfp is:

X = (E 1/X.r1 = (E n ia i)~
x (2)

where n- stands for the number of i-target nuclei per volume unit and

0^ is the corresponding reaction cross-section. In general, it is

necessary for the choice of the fragmentation distribution to simulate

the identity of the target nucleus from the mfp branching ratio X/X^.

A well established description of the reaction cross-sections is given

by the Bradt-Peters expression [26j with an overlap (transparency)

term:

where Ag is the beam nucleus mass.

With ro=1.5 fm and b=1.3 formula (3) gives a good fit to all measured

cross-sections. The X(AB) curve for emulsions is shown in Fig. 2.?.. Due

to an efficiency in the registration of events which is < 100% one

would expect (3) to give shorter mfp:s than those measured in the

experiment. However, since the particular experiment we are referring

to [20] reports an "°Ar mfp in emulsion of 8.97+0.16 cm as compared to

9.08 cm from (3) we use this parametrization in the subsequent

simulations. Since the charge (and not the mass) of the secondary

fragments are measured in emulsion experiments, we have assumed that

the mass-distribution of fragments for each charge (2<Z<18) is of the

general parabolic shape that was observed in fragmentation experiments

[27]. The X(Z) function is shown in Fig. 2b. We should stress that any

other reasonable mass distribution will not change the X(z) function

to an extent which affects our conclusions in any way.



A simple mfp parametrization of the form;

X = a Z"b (4)

has been suggested [lj and since this agrees well with the result

shown in Fig. 2b, it is subsequently used. The smallest x*-val\ie in a

least squares fit is here found for a=27.5 fm and b=0.409.

2.3 Fragmentation Cross-Sections

The beam-, target- and fragment-mass (Ag, A T and Ap) dependence of the

relativistic fragmentation cross-sections has been described in terms

of limiting fragmentation [_28J or with the semi-empirical formula of

Silberberg and Tsao (_29J . None of these descriptions are general

enough to cover all Ag, AT, A^-regions and therefore we have here

adopted a simpler polinomial fit,

d G
0p(Z) = A + BZ + CZ , (5)

to existing fragmentat on cross-section data [28,30—31J. Fig. 3 shows

a comparison with spectrometer data for 26Fe and ,0 nuclei impinging

on _7Ag and 6C targets. Generally, good fits are obtained for d=0.2

and e=0.8 when (5) is compared to the production of fragments with

AF>AB/2. For lighter fragments the data is poor but a comparison with

the Silberberg-Tsao formulae [29] (dashed histograms in Fig. 3) makes

us believe that the same power law can be used generally.

The coefficients A,. B and C are now individually determined in least

squares fits to the experimental <J(Z) functions for each projectile-

target combination. The curve in Fig. 4 represents the result of this

procedure for '"Ar reactions in nuclear emulsions (charge interval

3<Zp<18 ). In fact, the final mfp results are rather insensitive to

the choice of the Op(Z) distribution. This is further discussed in

section 5. It should bt stated here, that the CLOSs-section for the

production of Z=2 fragments falls outside any standard

paratnetr izat ion, and the point in Fig. 4 for this charge is taken

directly from empirical results.



2.4. Multifragmentation Channels

It should immediately be stated that there is very little empirical

information about cross-sections for multi-fragmentation reaction

channels. There are, however, some data from 160 [32j, *°Ar [2o] and

56Fe [33] -induced reactions in nuclear emulsion, at least concerning

the break-up into Nj He-nuclei + N2 Z>3 fragments. The expected

probabilities for various (N1(N2) channels as a function of Z 0 are

given in Table 1. In Fig. 5 the trend can be seen for the most

populated N 2=), N2 = l and N2=2 channels. In the zg^8 region of

projectiles the interpolation is well guided from the three (Zg=8, 18,

26) data points, whereas for the lower ZB region we have attempted to

guide the (0,0) and (1,0) curves from break-up information of

secondary He nuclei in the experiment of ref [2OJ. Because of the

introduction of the mult ifragmentation channels we must modify the

charge distribution from (5) in order to compensate for the non-

available Zp regions when N:>1 or N2>2. Since the highest chargea wilL

not be available when N2>1 channels are introduced, the charge

distribution will bo affected in the following way:

, N,,max
f(Z ) = C- I (WIN.ai'PIN^Z ))/£(!)

(6,
where

J f(ZF)/{ZB-2-2Nl) if Zp i ZB-2Nl

' F I if

where C is a normalization constant, f(Zp) is the inclusive charge

distribution from (5) and W(Nlfl) is the weight according to Table 1.

Due to the small weights for N2 > 2 channels these weights have been

added to the corresponding N2 = 1 channels. The aim is to reproduce

f(ZF) after the introduction of the multifragmentation channels has

been made. The compensation for heavy fragments with the inverse of

f(2 F) is, however, not sufficient (see open circles in Fig. 8 ) . A

stronger compenstation for the highest charges has therefore been

introduced and in Fig. 4 the points show the result tor the ""Ar

fragmentation from the Monte-Carlo simulation. The good agreement with



the inclusive distribution (curve) in this case makes us confident in

using the same procedure also for Zg<18, i.e. for later generations in

the fragmentation chains.

2.5. Momentum Distributions

The projectile-like fragments from high energy nucleus-nucleus

collisions have a dominant component, which is described in terms of a

residual nucleus left from a sudden liberation of a number of Fermi

gas nucleons [34J. A component with a harder pj_-spectrum has been

observed at 2A GeV [35J but this is small enough to be neglected and

thus we use Gaussian momentum (pv,p.,) distributions as a consequence
x. y

of the fragmentation process:

where the width is given as [34]

2 2

' V"B "F
0 =a0-Ar,(Aa-Ac,)/(Ao-l) (8)

The empirical values of a0 ranges from 70 to 90 MeV/c. Subsequently,

we have used Or]-90 MeV/c but neither a lower <J0 with expression (7)

nor any other suggested form of the A-dependence will affect the final

results significantly.

2.6. Anomalons

The experiments which report on the observation of an anomalon

component discuss a fraction of 2%-6% with a mfp of 2.5 cm. Since

counter experiments [37J show that the lifetime of anomalons is >

10"'°s and since it has been stressed [l] that the enhanced number of

observed collisions is not directly due to decay-like events, we

restrict our simulations to contain stable anomalons.



3. Simulation Scheme

The following procedure is adopted for the generation of a reaction

chain (see also Fig. 1)

i) the position (x,y) of entrance is generated

ii) the depth of the primary collision is generated (if the

beam nucleus stops or leaves the stack or a more restricted

scanning volume, we register its length within the stack)

iii) the target identity is generated in case a target dependent

fragmentation formalism [29j is adopted

iv) the charge and emission direction of all produced fragments

with Z>2 are generated (if an anomalon component is

introduced, it is directly given X=2.5 cm)

v) the distance to the point where the fragment collides again

or leaves the stack is generated

vi) all fragments are followed in all generations until the

last Z>2 fragment disappears.

The principal Monte-Carlo scheme is given in Fig. 6. A volume whicn

corresponds to the emulsion stack Is placed in a coordinate system

with one corner at origo (Fig. 1). Beam oscticle (first generation

particie) entrance coordinates (x,y) are generated from a uniform or

empirical distribution. The restriction to the area A (Fig. 1) is made

since no beam tracks too close to the edges are followed in the

experiments.

The beam direction is (generally) assumed to be along the z-axis and

the primary track length is now randomized following the standard

uniform distribution function technique. Here, this means that the

collision point is given by z = - W n ( 1-s) where X is parametrized

according to formula (3) and s is a random number uniformly



distributed in the interval (0,1). If z is less than the scanning

depth the projectile collides, and the number of fragments emitted in

the accepted forward cone of the collision (here 0 < 10°) is given by

the next random number, according to the probability functions of

table 1. The charge is given from the compensated fragment

distribution by che next random number, with the constraint that the

total fragment charge must not exceed the charge of ti.e fragmenting

nucleus,

All secondary fragments are HOW treated with the following procedure:

The direction is given by a genetrated p*j_-vector and the collision

length is given from (1) with a \ value from (4). When the fragment is

of generation 2 (i.e. emitted from a primary collision) the stop

coordinates are directly given in the original coordinate system (see

fragment Fj in Fig. 1) whereas for fragments of later generations the

new momentum vector j5' is generated in a coordinate system with the

~'-axis along the preceeding fragment direction (see e.g. fragment F31

in Fig. 1). Thus j5' must be transformed by rotation to the original

system:

(9)
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A collision is accepted if the collision point for the fragment (in

the original system) is within the stack volume, otherwise the

fragment has left the stack and the track length to the edge is

calculated. All . ragment data is stored bofore randomizing a new

generation or a new primary .



Each generation of particles are generated in the same way, the only

difference being the decreasing charge available for fragmentation.

The chain is followed until no more Z>2 fragments exist within the

stack volume, whereafter a new primary is generated.

All simulations were performed on a NORD-500 computer where the random

generator is initialized by the computer clock in the beginning of

each simulated experiment. The mean number of random calls are 21 for

each primary which gives ~105 random calls in each simulation. The

random generator has been tested for 10* simulations, each time giving

a new non-repeating random sequence.

4. Comparison with Experimental Results

The exact experimental conditions (no anomalons) of an * 'Ar+emulsion

experiment [20,25] was introduced into our Monte-Carlo program and 600

simulations were performed. All output parameters will be

statistically distributed with certain widens and in Fig. 7 we see

e.g. how the number of Z=10 fragments (all generations) are

distributed in experiments with a statistics of 100 to 3000 secondary

interactions. The latter situation is representative for an emulsion

experiment with "high" statistics [20j whereas a few hundred secondary

interactions is typical for a "low" statistics experiment. In any case

the width will introduce an error in any mfp parameter that is

measured and this has to be considered in the evaluation of the

results. For low statistics also the systematic error introduced by

the bias of the mfp estimator must be considered. In Fig. 8 we show

the behavic-r of the two suggested mfp estimators S/n and S/(n -t-1) (S

is the total track length which is followed). The points in Fig. 8

from our simulation do very well follow the analytical expressions

given in L2J,24], and thus confirm the problems with the estimator

choice. In the statistical region (0-10 cm from the preceeding

collision) where the experimental [20J and simulated number of 2=10

fragments per cm-bin lies (this region is marked by an arrow) it is

obvious that the statistical fluctuations (+1 FWHM shown as error

bars) are comparable to, or even smaller than, the difference between

the estimator values. If the number of fragments per cm-bin decreases
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from -100 to -50 there will be a systematic increase in the mfp of

-10% if the estimator S/n_ is used. The other estimator S/(nz+l),

however, does not create any problem as long as the number oZ

fragments is above -50.

A normal way of increasing the statistics is to use a Z-

parametrization of the mfp (4), and sum up the charge-independent

nfprs for several charges. In the experiment that we particularly

consider here [20J, this leads to a variation of the number of

fragments per cm-bin as indicated by the second arrow in Fig. 8. Here,

there will be no observable deviation from the normal mfp whichever

estimator is used. Therefore/ as long as no systematic error exists in

the charge determination as a function of the distance from the

collision point, it is desirable to enhance the statistics by

coll3cting several charges, at least until the number of fragments per

length interval exceeds a few hundred. It should be stressed that any

way of dividing collected data into subgroups (e.g. smaller length

bins, charge groups, intervals of scattering angles etc) will make the

mfp estimator position move to the left in the graph of Fig. 8 and

therefore increase the possibility to get critically large bias

effects. Naturally this will also increase the statistical

uncertainties in the mfp determination.

In ref. [2o], as well as in most other experiments, the conclusions

concerning anomalons are drawn from a X(x) plot (where x is the

distance from the preceeding collision). In Fig. 9, we present such a

plot for 3<Z<18 fragments [.20j of all generations. The charge

independent normalized mfp A/Xo is used. The points are the

experimental result, whereas the simulated statistical distribution of

mfp:s in every second 1 cm-bin is presented as solid histograms. The

average mfp value follows the horisontal A/X0=l line very well and we

therefore believe that the effects of the limited detector volume does

not affect the normal behaviour significantly. We observe that the

statistical distributions of the A/Xo parameter are, as expected, not

symmetric around A/X0=l but exhibit extended tails on the large

A/X0>l-side.
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In order to fird with what significance an anomalous component (X=2.5

cm) could be obser"ed, we have also introduced a 2% (dotted histogram)

and a 6% (solid histogram) contribution. In Fig. 10 we show the border

lines for <A/X0> +1 s.d. in thes<* cases. For the 6% contribution we

notice that i) the possibility to obtain A/X,, =1.0 in the first bin is

negligible and ii) the trend of the first few points should be

significantly deviating from the A/Xo=1.0 line. Thus we conclude that

p 6% anomaIon component, with the statistics used here, should be

observable with high significance in emulsion experiments. With a 2%

component/ only the first point is on the average below the normal

line by 1 s.d. Thus is such a contribution not observable in this

emulsion experiment, and naturally emulsion experiments with lower

statistics will have even greater difficulties in getting a

significant result. For comparison, we show in Fig. 11 how the

situation will be for 600 coll iding primary Ar-nuclei. This

corresponds to ~1000 primary Ar-nuclei in the scanning, which is a

typical value for some published "low statistics" experiments. It is

obvious that not even a 6% component will, in any way, be

significantly observable with such statistics.

In some of the reports on anomalon observations, one is referring to

an enhanced probability of reaction chains with several collisions

[l]. We have performed (again 600) simulations for the Ar-experiment

and the ratios between the number of collisions and the number of

second generation fragments for the 2nd - 6th generation (until no Z>2

fragments are left) are compared to data [25] in Table 2. Naturally,

the finite geometry of the detector will be very important in this

case. The data in Table 2 is therefore selected from the total data in

the experiment [2Sj in such a way that scanning and measurement

conditions are the same as in the simulation. It is obvious that the

experimental result shows no significant deviations from what is

expected for a normal fragmentation procedure, in agreement with the

statements about the \(x) results in [20J . The possibility to obtain

significant results with a 2% or 6% anomalon component is tested. The

largest chain probabilities are obtained if full memory or the

anomalous effect is adopted. We observe in Table 2 a dramatically

enhanced probability for chains with many generations and conclude

that this is significant already for three generations. In the r>:th
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generation (F 5), the expected anomalon signal is very clear. The

probability to obtain such chains in one single experiment is however

small, a fact which is confirmed by the results of the experiment [25j

which is used as reference.

4. Systematic Errors

It has been the main purpose of this paper to discuss the statistical

significance of anomalon experiments. In the simulations there is,

however, also introduced the systematic errors which may come from the

finite detector geometry. Other kinds of systematic errors may appear

and we discuss some of them here, particularly those which can be

tested by introducing them into the Monte-Carlo simulation program.

i) The fragmentation charge distribution (5) may be incorrectly

measured for some reason. This will of course affect the mfp

estimations, and possibly the ratio between the Z-independent

mfp for various generations. In order to test an extreme case,

we introduced ap(Z)=constan^ in the available Z-region for each

collision (ail generations) into the simulation. The conclusion

of this test is that nothing in the X(x) or chain results will

be enough affected to change any conclusions about the anomalon

component.

ii) Changing the width of the pi distribution (7) of fragments from

aQ = 9C MeV/c to o0 = 70 MeV/c or the introduction of a harder

fragmentation component according to ref [_35j does not change

any conclusion significantly.

iii) The confusion from collisions of "low energy" Z=l particles with

the same dE/dx close to the preceedinq collision as heavier

projectile-like fragments has been discussed in ref [25j. This

effect may introduce a number of false collisions, which is

decreasing rapidly with the distance from the preceeding

collision point. The calculated effect gives a Z5* decrease in
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A/Xo [25] for the first 1 cm bin for all fragments with 3<Z<5.

This is hardly enough to create the "anomalon effect" and it

will be further reduced as soon as one introduces any criteria

on the topology of a high energy collision.

iv) The confusion due to interactions of high energy Z=l or neutron

collisions, within a cylinder around the heavy fragment where

spatial separation of vertices cannot be obtained, has also been

calculated. The effect has a similar distance dependence as iii)

and is of the same importance. However, in this calulation it

was assumed that only the light particles have a realistic

angular distribution while the fragment has 8~00. We have now

performed a test with the Monte-Carlo program, where this

confusion-component is introduced (X=35 cm). With 9=0J for

fragments it confirms the importance of the effect, but when

introducing realistic angular distributions both f_or fragments

and light particles the confusion effect has decreased to such

'in extent that it becomes completely negligible.

v) Otner possible systematic errors introduced by measurement

techniques, inhomogeniti in the detector material , energy

variation of cross-sections, differential scanning efficiencies

cr hyperfragment decays have been carefully investigated in ref

[l], and none of them is there found to give any significant

contribution to the anomalon effect.

Conclus ions

The Monte Carlo simulations of fragmentation chains in emulsion

experiments show that a 2% anomalon component cannot be significartly

observed, mainly due to statistical fluctuations. A 6% component

should be observed from significantly lower mfp:s within 3 cm from the

preceeding collision or from chain probabilities. For experiments with

essentially lower statistics than the one discussed here (3000

interacting primaries), it is confirmed that the choice of the

estimator is important. The indications of an anoinalon component in

some emulsion experiments may be b combination of statistical and
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systematic effects (in particular the confusing from low energy Z=l

particles should be considered). We stress here that we have only been

able to simulate one experiment, with negative result concerning

anomalons, since experimental conditions must be known. The program is

however general enough to be able to simulate other experiments on

request to the authors.

We thank Dr S Garpman for several detailed discussions about the Monte

Carlo program. The Banaras-Chandigarh-Jammu-Jaipur-Lund Collaboration

is acknowledged for allowing us to use reaction chain data prior to

publicat ion.
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Figure Captions

1. The geometry of a simulated fragmentation chain. A is the accepted
entrance area in the x,y plane. F^ stands for the 3rd fragment in
the 2nd generation, Fj, for the 1st fragment in the 3rd generation
etc. z denotes the preceeding fragment direction. The notations
• and o stand for the points where the fragments either leave the
stack, or are lost because no Z > 2 fragment is emitted in the
collision.

2. Mean-free-path in emulsion for high energy (E/A > 0.5 GeV) nuclei
as a function of the mass number (2a) or charge number (2b). The
underlying formulae are given in the text.

3. Histograms show experimental fragmentation charge distributions

töolid) or distributions based on semi-empirical formulae (dashed)
29J. The points are the results of the adopted polinomiai fit.

J. The experimental fragmentation charge distribution for *°Ar induc-
ed coiliöions in emulsion [20J (histogram) compared to th* Monte
Carlo .-simulated results (black points). The curve is the direct
result of formula (5). The open points are explainec in the text.

'i. Mult if ragmentat ion channel probabilities, as a function of the
projectile charge. (N,,N2) stands for the channel with Nt He-
nuclei and N2 Z?3 fragments. The sum of the probabilities for all
(N,,N,) channels for each projectile charge (including those not
presented in the figure) is unity.

6. The Monte Carlo computer scheme for simulation of fragmentation
chains in track detectors.

7. Statistical (Monte Carlo simulated) distributions of the number of
generated Z=10 fragments for experiments where 100, 300, 600, 1700
and 3000 secondary interactions are recorded. The original colli-
sion is for *°Ar in nuclear emulsion at 1.8A GeV.

8. The estimated mfp (s/n and s/n +1) of Z = 10 fragments, normalized
to the normal mfp (A,,)7 as a function of the number of generated
Z=10 fragments. The curves are the results of the analytic
derivation from ref [24J and the points (with errors within
the points) are from this Monte Carlo simulation. The error bars
represent the FWHM width of the n distributions of Fig. 7. The
black arrows show the regions of statistics for Z=10 and 3SZS18
fragments in the various cm-bins, as they are presented in refs
[20,25].

9. Charge independent normalized mfp A/X0-distributions as a function
of distance from the collision point is shown as histograms for no
anoraalon component (solid histogram), for a 2% (dotted histogram)
and 6% (dashed histogram) contribution. The dots show the experi-
mental results [20].



10. <A/X3>+l s.d. borderlines as a function of distance is shown for
histograms from Fig. 9.

11. Charge independent normalized tnfp A/\0-distributions as a function
of distance from the collision point for 600 colliding primary Ar-
nuclei. Solid histograms have no anomalous component, dashed
histogram has a 6% contribution.



Table 1. Probabilities for multifragmentation channels with N: He and Nj Z>3
fragments in a reaction of a projectile with charge ZB in nuclear
emulsion. All channels with a probability < 0.005 have been left out.

P R O B A B I L I

ZB= 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

0,0 .72 .69 .65 .49 .45 .38 .35 .30 .26 .23 .20 .17 .15 .13 .12 .11 .10
1.0 .28 .31 .31 .24 .22 . L9 .17 .16 .14 .13 .12 .11 .10 .10 .09 .08 .08
2.1 .14 .14 .13 .12 .11 .10 .09 .09 .08 .08 .07 .07 .06 .06
3.0 .07 .08 .08 .07 .07 .06 .06 .05 .05 .05 .04 .04
4,3 .01 .01 .01 .02 .02 .03 .03 .03 .03 .03
> , ;• .oi.oi.oi.oi.oi.oi

0,1 .04 .13 .18 .20 .22 .24 .25 .26 .26 .26 .27 .27 .28 .28 .28
L,L .01 .03 .06 .09 .11 .13 .14 .15 .16 .17 .L8 .18 .18
2.1 .01 .03 .05 .07 .30 .09 .10 .11 .11 .11 .12
3.1 .01 .02 .03 .04 .04 .05 .05 .05

0,2 .01 .01 .01 .02 .02 .02 .03
1.2 .01.01.01
2,2 .01



Table 2. Reaction-chains from experiment and simulations. Fj is
the number of particles in the Eirst fragment generation
and Fj* is the number of colliding fragments (Z>2) for
this generation etc. The ratio F */F, is taken for all
fragment generations.

F,

F *

F.VF,

F *

F * 'V

F 3 *

FjVF.

F , *

F,VF,

F *

F5*/F l

F *

F6*/Fi

Experiment

2152

921

0.430+0.017

154

(7 .16+0.60J-10" 2

20

(9 .29+2 .09) -10" J

2

(9 .29+6 .57 ) ' 10""

-

-

-

-•

Simulat ion
no anomalons

2147.7

1021.5

0.476±0.001

172.4

(8 .03+0 .03J -10" 2

15.7

( 7. 31 + 0. 0 8 ) ' 10 "-1

0.95

( 4 . 4 2 + 0 . 1 9 ) ' 1 0 " "

0.05

( 2 . 4 8 + 0 . 4 4 ) ' 1 0 " 5

-

-

Simulat ion
6% anomalons,
f u l l memory

2150.5

1132.4

0.527+0.001

258.5

(12 .0±0 .03 ) -10" 2

42.8

(19 .9+0 .13 ) -10" J

5.92

(27. 5+0.46)-10"*

0.69

(32 .1+1 .58 ) -10" 5

0.066

( 3 0 . 7 + 4 . 8 8 ) ' 1 0 " 6
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