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ABSTRACT 

A global power balance code employing Monte Carlo techniques has been 
developed to study the "probability of ignition" \Nucl. Fusion, 29, 81 (1989)] 
and has been applied to several different configurations of the Compact Ig­
nition Tokamak (CIT). Probability distributions for the critical physics pa­
rameters in the code were estimated using existing experimental data. This 
included a statistical evaluation of the uncertainty in extrapolating the en­
ergy confinement time. A substantial probability of ignition is predicted for 
CIT if peaked density profiles can be achieved or if one of the two higher 
plasma current configurations is employed. In other cases, values of the en­
ergy multiplication factor Q of order 10 are generally obtained. The Ignitor-U 
and ARIES designs are also examined briefly. Comparisons of our empiri­
cally based confinement assumptions with two theory-based transport models 
yield conflicting results. 
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I. Introduction 

Over the past several years, simple, global power balance calculations 
have been used to predict performance of reactor designs.1"7 While this type 
of analysis provides a succinct description of the expectations for a particular 
machine design, many of the critical physics parameters in the calculation 
must be evaluated by other means. These parameters describe characteristics 
such as profile shapes, hydrogenic density fraction, energy confinement time, 
etc. Ideally, one would use a transport code to estimate their values self-
consistently. The global calculation would then allow the entire operating 
space to be mapped out. 

Howwver, at present reliable transport models for this task do not exist in 
fully validated form. So, we nrist attempt to determine the input parameters 
for the global power balance using empirical knowledge. Because reactor 
designs are expected to operate at much higher plasma currents than recent 
experiments, it is uncertain how to extrapolate present results to the new 
regimes. 

Clearly, uncertainty in the input parameters for the global power bal­
ance calculation translates into an uncertainty in the predicted reactor per­
formance. Ho and Perkins8 recently proposed a method for quantitatively 
evaluating this uncertainty in reactor performance. Similar techniques have 
been described elsewhere.9,10 The result of the Ho and Perkins procedure is 
a "probability of ignition." The study reported here applies their methods 
to proposed designs of the Compact Ignition Tokamak11 (CIT). We will also 
examine briefly the Ignitor-U and ARIES designs as comparisons. 

It must be emphasized that this approach to estimating the ignition prob­
ability has its foundation in the judgmental determination of the probabilities 
of achieving the individual input variables. Because of this somewhat sub­
jective basis, the results should be used more for their value in providing 
an insight into the sensitivity to variations in plasma characteristics, such as 
profile peaking and plasma current, than for decisions related to the absolute 
value of the ignition probability. 

We find (as did Ho and Perkins) that the probability of ignition is most 
sensitive to the parameters and scaling expressions that determine the en­
ergy confinement time. Consequently, we will focus attention on the level of 
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uncertainty involved in extrapolating the present energy confinement time 
database to CIT. Reasonable ranges for the other critical parameters will be 
determined based upon experience with present experiments and expecta­
tions for CIT. 

We have considered several parameter combinations for CIT: three differ­
ent sets of magnetic field and plasma current specifications, all with about 
the same edge safety factor, and two contrasting operating regimes. The 
latter separates cases where flat density profiles are expected (for example, 
in the H-mode' 2) from those in which peaked density profiles are obtained 
{for example, with pellets or strong inward particle pinch). This gives rise 
to six different configurations for CIT. 

The results of our calculations indicate that CIT will have a substantial 
probability of ignition ( > 40%) if peaked density profiles can be obtained or 
if one of the two higher plasma current designs is used. In other cases, values 
of the energy multiplication factor Q of order 10 are generally obtained. It 
is found that peaking the density profile yields about the same increase in 
the probability of ignition as raising the current by 2 MA. Finally, we have 
shown that the level of confinement in ignited cases is slightly less than that 
predicted by the Tang-Redi theory-based transport mode l 1 3 - 1 5 evaluated at 
the same parameters. However, use of the Waltz, Dominguez, and Perkins 
model 6 in the global power balance calculation yields more pessimistic results. 

In Sec. II, we will describe the global power balance calculation and the 
Monte Carlo procedure used to determine the probability of ignition. Section 
III provides a detailed discussion of the motivation for our choice of energy 
confinement time scaling; the ranges employed for the other parameters are 
specified in Sec. IV. We give our results in Sec. V and compare with theory 
in Sec. VI. Finally, our conclusions will be presented in Sec. VII. 

II. Global Power Balance and Monte Carlo Calcula­
tions 

A number of global power balance codes have been developed recently.2"7 

They typically solve an equation similar to 

Pa + POH + + Pratt- (1) 
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The individual terms represent the volume-integrated contributions made 
to the total power balance by alpha, ohmic. and auxiliary heating; thermal 
conduction and radiated losses are on the right-hand side. 

Codes such as the one to be described here are zero-dimensional (0-D) in 
that the plasma profiles are all specified on input. We will use for density, 
temperature, and plasma current density 

j = x 0 ( l - r V ) 0 ' , (2) 

where x is replaced by n, T, and J, respectively; a is the plasma minor radius. 
Then, the alpha power is computed using 

ra 
Pa = r}aEaAx2R.K j rdrnDnTavDT, (3) 

Jo 
where rja is the alpha heating efficiency, Ea is the alpha particle energy, 
R is the plasma major radius, and K is the plasma elongation. By taking 
»?a < 1, we can include energetic alpha particle losses. The reactivity, WVDT, 
is calculated with a formula obtained by Hively3 6 in order to ensure correct 
results in all temperature regimes. Consequently, this integral must be com­
puted numerically for each value of the density-weighted, volume-averaged 
temperature, (T) = (neT)/{ne). The angle brackets here indicate a volume 
average. 

The ohmic heating power is (all powers are in watts) 

p 4 . 1 7 x l 0 3 Z f / / l n A 7 , v < 7 r o - 3 / V 

* I 2KRq0 J ' (4) 

where Z,.ff is the effective charge, In A is the Coulomb logarithm, 7,vc is a 
neoclassical resistivity enhancement factor (constant, taken to be 2.5), To is 
the central electron (and ion) temperature in keV, BT is the toroidal magnetic 
field in tesla, R and a are in metres, 6 is the triangularity, and V is the plasma 
volume in m 3 . This expression for PQH is essentially the same as that used 
by Uckan.5 
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We will assume aj = far - and compute the safety factor on axis. 90 = 
Qcyi/(l + ctj). For the equivalent cylindrical safety factor, we take 

oa2BTll + K 3 ( 1 + 2 « * - 1 . 2 * 3 ) ] 
q<>' = -Rl^1 2 • U ) 

where Iv is the plasma current in mega-amperes. These units will be used 
throughout this paper unless otherwise specified. 

Only bremsstrahlung radiation is included5 in Prad'-
2 T ! / 2 *7 1/ 

P - 01 . . m-3T "<0-'O L'-I1V ,n\ 
^rad = 0.<J1 X 1(J —; ". 0 

(l-f-2a„-f ± a T ) 
where n ^ is the central electron density. 

Finally, the conducted losses are written as 

p WM 2A0xlQ-"({neT) + (niT))V 

We will use an L-mode scaling expression for rg with a multiplier Cr indicating 
the level of enhancement above L-modei The particular scaling expression 
to be used and the value expected for c? will be discussed in Sec. III. 

At a given {ne) and (T), Eq. (1) is solved for Paux. The deuterium and 
tritium densities (assumed equal) are computed from (n e) using the input 
value of Zeji with carbon as the impurity species. If T£ is a function of 
input power, this requires a numerical solution. On the other hand, if T£ is 
expressed in terms of (nf) and (T), Eq. (1) can be solved explicitly. 

The density and 0 limits restrict the range of {ne) and (T). In particular, 
we assume a density limit of the Hugill form, 1 7 

n t m „ = h^~ lO 2 0™- 3; (8) 

the over-bar denotes a line average. Other scalings have been found in more 
recent experiments 1 8 ' 1 9; however, at fixed K and 6, they can be rewritten 
in the form of Eq. (8). The value of the multiplier h will be determined 
using these various experimental results (see Sec. IV.F). A Troyon scaling is 
assumed for the $ l imit 2 0 ' 2 1 : 

A».x = 0/J-H-%• 0 ) 
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We will discuss our choice for the multiplier gg in Sec. IV.E. 
There are a total of seven as-yet-unspecified parameters in the 0-D calcu­

lation: orn, Qy, r)a.. Zeis, CTI h< and gg. The value of each in the reactor regime 
is uncertain. It is this uncertainty that motivates the development of a Monte 
Carlo approach 8 to solving Eq. (1), yielding a probabilistic description of the 
performance of the reactor. 

As was done by Ho and Perkins,8 we will use the ignition margin to 
characterize reactor performance: 

*ft = P

 P:P - o°> 
rccn T 'rati 

This is related to the more familiar Q = oPa/(PoH + ^tux) by 

The ignition margin is preferred since it is well-behaved in the ignited regime 
(A/, > 1). 

The Monte Carlo calculation is performed as follows8: 

1. Assign to each of the seven critical parameters a probability distribution 
spanning the range of values anticipated in the actual experiment. 

2. Sample one complete set of parameters from the given probability dis­
tributions using a random number generator. 

3. Compute the maximum value of Mj for this set of parameters subject 
to the density and ft limits. 

4. Repeat steps 2 and 3 until the statistical fluctuations are insignificant. 

For all of the cases to be discussed here, 5000 iterations are used. In order 
to plot the resulting Mj distribution, it is divided into bins of width AA/j = 
0.05. By dividing the number of cases in each bin by 5000, we obtain a 
normalized probability distribution for Mj. In addition, we will plot the 
integral of the distribution above a given A/j. The value of the latter at \I[ — 
1 is then defined as the probability of ignition.8 Similarly, the probability of 
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doing better than Q = 10 is just the value of the integral of the probability 
distribution above A// = 0.67. 

For scaling expressions of the form TE OC (n, .)^/ 3 ,^ , , where P,npUi = 
Pa + POH + Paux — Prad is the net input power, it can be shown that 

dMi = M, pm / 1 - 2 7 + n . 2 1 

0(nt) (n,)Pm + Pnd \ 1-7 / ' 

This implies that when '. — 27 4- £ > 0 and 7 < 1 (true for many L-mode 
scaling expressions), Mj is monotonically increasing with density. So. to 
determine the maximum value for a given set of the critical parameters, we 
need only search over (T), using the maximum density allowed by Eqs. (3) 
and (9). 

III. Energy Confinement Time Formulation 

It would be most desirable to use theoretical models calibrated against 
experiment to carry out the extrapolation of present results to future de­
vices. We will compare our results for CIT with those predicted by specific 
models 6 , 1 3 " 1 5 in Sec. VI. While models of this sort have had some success in 
matching experiment, no single theory has been found reliable enough to be 
used as the sole basis for predicting the performance of future experiments. 

There have been only a handful of dimensionless parameters used by the­
orists to describe transitions from one type of physical behavior to another in 
tokamaks (see Table I). The value of each that is required in order for CIT to 
ignite is in a range that has been experimentally explored. We conclude that 
there are no apparent theoretical boundaries to be crossed in extrapolating 
from present data to CIT. This increases our confidence in being able to pre­
dict the value of TE for L-mode operation of CIT from the present L-mode 
database. 

The L-mode database 2 2 consists of energy confinement time data that 
have been steadily collected over the last several years from many tokamaks. 
The values of TE span two orders of magnitude ( ~ 1 0 - 2 - I s ) ; the minor radii 
of the devices included range from ~ 0.3 m to > 1 m. Ohmic and so-called 
enhanced confinement (e.g., H-mode) discharges are excluded. The result is 
a set of 1300 data points describing the minimum level of energy confinement 
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that can be expected in an auxiliary heated tokamak (no distinction is made 
between neutral beam and radio-frequency heating). 

It is well known that CIT (and other reactor designs as well: see. for ex­
ample, Ref. 5) will not ignite with strictly L-mode confinement. The level of 
improvement over L-mode required is within that attainable in present de­
vices operated in enhanced confinement regimes. Well-established examples 
are the H-mode, 1 2 supershot neutral beam heating, 2 3 and pellet injection.'34 

It would be most desirable to be able to Dredict CIT performance for each 
of these regimes. However, detailed theoretical explanations do not exist for 
any o." them, and their individual databases are too sparse to allow reasonable 
certainty in extrapolating to CIT. 

All we can do with the present data is to use them to prescribe just 
how much enhancement above L-mode can be expected. In other words, we 
will show below that we can extrapolate the value of rE in L-mode, TE.I, 
to CIT with reasonably small statistical uncertainty. Then, we argue that 
since virtually every recent tokamak has developed some means of enhancing 
confinement above L-mode, CIT should be able to do so as well. So, we 
express the energy confinement time for a generic enhanced regime as 

Te=CrTE.L, (13) 

and allow recent experience with these various modes of operation to dictate 
a range of values for c,. There is strong evidence indicating that at least the 
H-mode energy confinement time can be written in this way. 2 2 

III.A. Regression Fits to L-mode Database 
We now use the standard approach of fitting the L-mode energy confine­

ment time with a power law expression. 2 2 , 2 5 Namely, the scaling is assumed 
to be of the form 

TEA = fh^K^^Effa^B^P^ (14) 

where Ai is the effective ion mass in AMU. n,. is the line-averaged electron 
density, and the nine coefficients 6, are determined by performing a simple 
linear regression fit to l n r E x . We will label the set of best fit coefficients as 
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Aj. For more details on procedures that have been used previously and on 
other ways of writing the parametric dependence of T£, see Refs. 22 and 25. 

In order to determine whether devices of different sizes will yield different 
predictions of TEL for CIT, the database is divided into three parts labeled: 
"'small" ( a < 0.35 m ), "medium'" ( 0.35 < a < 0.6 m ). and "big" ( a > 0.6 
m ). As an example, we show in Fig. 1 a plot of the regression formula 
Eq. (14) fit to the "medium" and "big" segments (r^f) against all of the 
data {T§XP). The quality of the fit is good oi'er the entire range of r £ j . -
For the rest of our discussion, we will focus on only the combined ''medium" 
and "big" database. Since this is a log-log plot, it is difficult to quantify 
the scatter of the data about the fit. Consequti.lv. we present in Fig. 2 a 
frequency distribution of \n(r§xp/T^). We can see here that the errors are 
distributed in an approximately normal fashion. The width of the best-fit 
gaussiati shown in the figure is essentially the same as that of the histogram. 
corresponding to about 11% error at the 1 a level. 

III.B. Extrapolating L-mode Confinement to CIT 
Standard texts in linear regression analysis give the uncertainty, crcr, in 

predicting a future observation from a fit a s 2 6 

<T<r = a{l+x'0{X'X)-lx0}l'\ (15) 

where x 0 is the column vector of the regressor variables (i.e., Ip, R, n., 
etc.) for the future observation. X is the n x p matrix of the data regressor 
variables (n sets of observations of thep —1 regressor variables; here n a 1800 
and p = 9), and a2 is the residual mean square error from the regression fit. 
The prime (') indicates the transpose. Clearly, there are two contributions 
to <rex. The first (represented by the "1") is just the variation of the data 
about the fit. Namely, if the coefficients obtained by the fit did indeed 
represent the actual parametric dependence of Tg i, then the uncertainty for 
the extrapolated point would equal the standard deviation of the data about 
the fit. We will take a = 11% as our estimate for this (see Fig. 2). 

The second contribution arises from the error in the fitted model. In other 
words, this term comes from the fact that we do not know with certainty that 
L-mode scaling in CIT will look like Eq. (14) with our fit values bj. Note 
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that this factor is minimized when x0 falls within the range of the existing 
data, ft is instructive to estimate its contribution as follows. 

We know (see Ref. 26 for example) that the 100(1 — p)% joint confidence 
region for the p regression coefficients bj is a p-dimensional hyper-ellipsoid 
described by the inequality 

( b - i i i ' n ( b - b ) , , 
pa1 H 

where F w , P l „_ p is the standard F-distribution. 2 6 Equation (16) gives the un­
certainty in the fit coefficients [at the 100(1 — p)% confidence level] due to the 
scatter in the data. We can get an idea of what this joint confidence region 
is by randomly generating sets of 6,- (say, within two standard deviations of 
bj), testing them using Eq. (16), dnd plotting the ones that satisfy it. 

Doing this with p. = 0.33, a 1 a confidence level, for the combined 
"medium" and "big" portions of the L-mode database, we generate 1000 
sets of coefficients, fn Fig. 3, we show the projection of the resulting hyper-
ellipsoid onto the 67-69 (exponents on a and R) plane. It is clear from Fig. 3 
that we know bf + bg (length scaling of TE) with much greater certainty than 
we know 67 — 6g (aspect ratio scaling). This is due to the inclusion of a large 
range of device sizes in the L-mode database, but only small variations in 
aspect ratio, R/a = 2.5 - 4. 

Figure 4 demonstrates a modest correlation between the lv and size scal­
ing exponents. This arises because the plasma current capability of tokamaks 
has generally increased with size. Contrary to this trend, CIT is designed 
for high current and only moderate size. This would seem to indicate some 
uncertainty in predicting rgj, for CIT. As is clear from Fig. 4, however, the 
range of Ip exponents within this 67% joint confidence region is relatively 
small. So, the actual error due to this effect is not overwhelmingly large. All 
of these considerations are properly accounted for in Eq. (15). 

Now, we can take these 1000 scaling expressions and calculate what each 
predicts for TE,L in CIT. Assuming "standard" CIT parameters (see Sec. V) 
R = 2.1 m, a = 0.65 m, K = 2, BT = 10 T, I„ = 11 MA, n"e = 5 x 10 2 0 m" 3 , 
.4,- = 2.5, and Pinput = 100 MW, we obtain Fig. 5. The result is r ^ f = 0.32 
s ±5%. 

This extrapolation frror of 5%.is essentially what we obtain by evaluating 
the second term of Eq. (15) directly. This is much smaller than the 11% 
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error due to the scatter in the data about the fit, so that when summed in 
quadrature, the total error is still o-„ ~ 11%. 

We should make some comments about this result. One reason c e T is 
small is that the range of extrapolation to CIT is not great, particularly in a 
logarithmic sense. Of the most important scaling variables, only input power 
exceeds the capabilities of present devices by more than a factor of two. 
The density and magnetic field are also well above the values represented in 
the database. Since the scaling of T& with these variables is weak, however, 
their impact on the extrapolation is not great. On the other hand, there 
are no similar high density, high field data in the database, as is demon­
strated by Fig. 4 (although this did not degrade the above extrapolation 
error estimates significantly). Such a lack of variation in certain directions 
in parameter space, evidenced also by Fig. 3, may lead to a near degeneracy 
of the data matrix 2 7 ("colinearity"). In this case, the coefficients b would be 
very sensitive to small errors in the data. Advanced regression techniques 
such as principal component analysis and ridge regression can be used to 
produce more stable results. 2 7 The most desirable cure is to add data in the 
problem areas. 2 7 

Another reason aex is only ~ 11% is that n ~ 1300 is large. That is, aCI 

scales like n " 0 5 . It has been suggested, however, that simply lumping all of 
the tokamak data together may not be the proper approach. 2 7 This would be 
the case, for instance, if sources of systematic error in the data varied from 
tokamak to tokamak. Again, more advanced techniques would be required 
to handle this situation correctly.2 7 Such detailed analyses are beyond the 
scope of the present work. 

We used only the "medium'' and "big" segments of the database above 
in order to look at devices closest in size to the planned CIT. However, us­
ing the entire database ("small." "medium," and "big") does not produce a 
significantly different answer. We now compare these values with those pre­
dicted by other recently obtained scaling expressions at these same standard 
CIT parameters. We consider Goldston 2 8 (G), Kaye-Goldston2 5 (KG), and 
Kaye-All-Complex22 (KAC): 

= 0.32 s, 
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r££ = 0.0254 ^j\0MIlM^Bf0Ma-a-iaRlMPr^, 
= 0.62 s. 

rgf = 0.0521 A ° - 5 « 0 M / p

0 8 5 ^ ; { 9 f i ? 3 a 0 3 f l O 8 S

J p - ° u

5

( , (17) 
= 0.37 s: 

Pinput is in megawatts, and 77eii9 is the line-averaged electron density in units 
of 10 1 9 m~ 3. The Kaye-All-Complex matches the result obtained from the 
medium-big database closely, both in magnitude for these particular parame­
ters and in scaling. This is not surprising since TJ-LC is derived from the same 
database, although using somewhat different techniques. The other scalings 
were obtained using older and less extensive databases. Consequently, we vill 
take r £ j | c as given in Eq. (17) to be our basic L-mode confinement timt. 

III.C. L-mode Enhancement Factor 
For the parameters used above to arrive at T§^C = 0.37 s, a steady 

state would require Pcon = 100 MW. Thus, by Eq. (7), Wtot = 37 MJ. This 
corresponds to (T) ~ 5 keV if (n t ) ~ 5 x 10 2 0 m~ 3. A quick estimate of 
of the alpha power at this density and temperature (see Ref. 5 for example) 
yields Pa ~ 30 MW. Clearly then, this is not an ignited scenario for CIT. 
It has been pointed out elsewhere5 that CIT will not ignite in general with 
purely L-mode confinement. We will later describe circumstances in which 
it does. 

Thus, we must examine means of enhancing confinement above L-mode. 
H-mode is considered to be the most likely means of doing this in CIT pri­
marily because H-mode operation has been achieved on 11 tokamaks to date, 
including all divertor tokamaks 2 9- 3 0: JET, ASDEX, Dili, DIII-D, PDX, PBX. 
PBX/M, TFTR, JFT-2M, JT-60, and JIPT-II. Furthermore, H-mode has 
been obtained with neutral beam, radio-frequency, and even ohmic heat­
ing. 2 9 There appears to be a minimum density (~ 2 x 10 1 9 m" 3 ) as well as a 
minimum total heating power required for entry into the H-mode regime. 2 9 

Evidence was presented at the meeting referred to in Ref. 29 that this thresh­
old power scales like BT x plasma surface area. When evaluated for CIT, 
this scaling suggests 3 0 that the required P a i i x ~ 10 - 30 MW. 

However, H-mode data are still sparse enough to allow only an estimate 
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of the multiplier in 
TE=CrT%f. (IS) 

Kaye has carried out a preliminary analysis of the H-mode database 2 2 and has 
found that parametric trends of L-mode scaling are followed at least roughly. 
Furthermore, he arrived at an estimate of cT ~ 2.5. Values as large as 3 
have been claimed for more recent experiments. 2 9 This level of enhancement 
is similar to that routinely attained in TFTR supershots. 2 3 So, in defining 
the probability distribution of c T for input to t^e Monte Carlo code, we will 
take c, = 2.5 as an upper limit. 

We choose a lower limit of c r = 1. The factors contributing to this range 
of cT are (i) the uncertainty in estimating c r for present enhanced confinement 
experiments, (ii) the uncertainty in scaling these values to CIT, and (iii) the 
uncertainty in scaling Tg£ c as discussed in Sec. III.B. For simplicity, we take 
the resulting probability distribution to be flat between c, = 1 and 2.5. 

We would like to make two additional points. First, TE,L is not combined 
in an inverse square sense with a neo-Alcator scaling Tp/A as has been the 
practice in the past . 5 - 2 8 The reason for this is that the L-mode database con­
tains many points at low power; r^iC should be accurate in those regimes. 3 1 

Furthermore, since the operating points we will be considering are typically 
at the intersection of the density and /? limits, the input power is substantial 
so that Tg£G <t; T,VA- In this case, it does not matter whether or not the 
inverse square combination is used. 

Secondly, rj>£c as originally derived is a function of input power. It is 
more reasonable from a physical point of view to have TE scaling with only 
the bulk plasma parameters, 3 8 i.e., (n e ) and (T). We can accomplish this by 
inserting our expression for rE into Eq. {I) to obtain Pinjmt = Pa + Port + 
Paux — PTa.i as a function of Wtot and then substituting it into rg. With 
Tg = /,-Pinjmt (/T contains all of the non-power dependence including the 

multiplier c T ) , this yields r E = (frWil?) • In effect, we have solved 
Eq. (1) in advance so that we can compute Paux explicitly from Eq. (1). 
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IV. Critical Parameter Probability Distributions 

We now discuss the probability distributions for the six other critical 
parameters in the 0-D calculation. These are intended to represent the values 
obtained simultaneously in CIT's "best"1 shots. We mean this in the sense 
that these parameters would be achieved in hundreds of tokamak shots, but 
not necessarily the thousands of full power pulses available to CIT, nor in 
only a very few anomalously good discharges. 

IV.A. Density Profile Exponent, a„ 
We will be considering two separate or„ distributions. The first, referred to 

hereafter as the "flat" case, presumes gas fueling or operation in the H-mode 
regime. It is well known that density profiles in the H-mode can be completely 
flat and even inverted. Since inverted profiles are not easily handled by the 
present formalism, we disregard that case and take 0 < a£ ' s < < 0.75 as 
a reasonable range. As will be the case with ali of the other parameters 
(except gp, see below), we use a uniform probability distribution; there are 
no clear physical reasons for doing otherwise. 

The other ct„ distribution will be referred to as "peaked.™ In this case, 
we assume that a peaked density distribution can be formed and heated ef­
fectively. This may be accomplished by early pellet injection if the profile 
can be maintained as the plasma heating proceeds. If central fueling is re­
quired throughout the discharge, provisions will have to be made for deeply 
penetrating pellet injection, possibly aided by a density self-pinching effect. 
Recent experience with pellets and supershots 2 3 indicates that peaking fac­
tors of "o/{n) = 2 . 5 - 4 are possible, corresponding to 1.5 < oi%*ktd < 3, the 
range assumed in the present study. In this case, it might be argued that 
nonparabolic profiles should be used, but such refinements are outside the 
scope of a simple 0-D calculation and are better addressed by more detailed 
1- or 1-1/2-D transport codes. 

IV.B. Temperature Profile Exponent, ar 
We decide upon the expected range of values of aj in the following way. 

First, in resistive steady-state with classical resistivity we have J <x T3^. So, 
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JQ/(J) = 1 + aj — 1 + \CLT- This then implies qcyil<io = I + \&T- Taking 
<jo = 1 (e.g., with sawtooth oscillations), and qcyi ^r 3, we have QJ- ~ 4/3. 

The temperature profile could be more peaked than this, for example, 
with sawtooth stabilization or with highly peaked heating profiles. It could 
also be flatter due to the elongation, n = 2, planned for CIT. Choosing a 
mean value of ar = 1.25 via the argument of the previous paragraph, and 
taking the other considerations into account in determining the range of 0.7-. 
we arrive at a flat probability distribution 0.75 < QT < 1.75. 

IV.C. Alpha Heating Efficiency, r]a 

We will assume that the magnetic field ripple in CIT has been made low 
enough that there is very little ergodic banana loss due to external ripple. 
However, there may be some lost due to MHD activity at the highest i3. So, 
we take the alpha heating efficiency to be close to unity, rja = 0.95, w ;'.hout 
assigning any width to the distribution. 

IV.D. Effective Charge, Zef! 

Judging from previous high field, low power machines, we might expect 
Ztlj to be as low as 1.3. But, in higher power, lower field machines {with 
carbon walls), one could be limited even in the best shots to Zcjj = 2. So, 
we take 1.3 < Ztfs < 2. 

For simplicity, we will assume that all of the impurities are carbon. If we 
concern ourselves only with the chances of achieving ignition, we can neglect 
helium ash build-up. We can consider the alterations made by residua) helium 
ash or metallic impurities in the discharge as being accounted for by this 
range of Zcjf. 

IV.E. Troyon Coefficient, gp 
DIII-D has operated stably 3 2 with gg as high as 3.5. Other machines seem 

to be limited to values as low asgg~ 2.5. There may be additional problems 
associated with alpha particles but, on the other hand, the understanding 
and control of these instabilities may improve between now and when CIT 
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is actually built. This leads us to consider an overall range of 2 < gg < 3.5. 
but we consider 2.5 < g$ < 3 to be the most likely region of operation. For 
this reason, we employ a trapezoidal distribution as shown in Fig. 6 (a). 

The density and, hence, pressure profiles assumed in the "''peaked" case 
are quite different from those arising in optimization studies. 2 0 , 2 1 Hence, we 
find it prudent to use the distribution shown in Fig. 6 (a) only for the flat 
profile case and to reduce gg by 0.5 overall for peaked densitv profiles [see 
Fig. 6 (b)J. 

IV.F. Hugill Coefficient, h 
Our form for the density limit, Eq. (S), is motivated by the early work 

on the subject 1 7 and assumptions made in previous discussions of CIT . 3 3 At 
that t ime, 3 3 h = 1.5 was considered an effective description of the data. The 
actual experimental observation is that the maximum density increases with 
current. But, q^i also depends strongly on plasma elongation. Only recently 
has sufficient data become available to test whether or not this elongation 
dependence is correct. 

Greenwald 1 9 has examined a large amount of data from several different 
tokamaks and has concluded that the expression 

^fmoT a W = A 10 2 Om- 3 (19) 

does the best job of bringing the data into line; Marfes appear at about 60 
- 80% of this value. More recent experiments on DIII-D have verified this 
result"3"1 for elongations up to K = 2. 

On the other hand, it has been found 1 8 in JET beam-heated discharges 
that 

< £ , = j £ 1 0 2 % " 3 , (20) 

where qe = ba2KBr/Rlv is the engineering q-value. This limit also works 
reasonably well for ohmically heated cases with pellet injection.1 8 

All three of these have the same basic structure nejn„ oc / p / a 2 . So. at 
fixed K we can express the Greenwald and JET formulas as in Eq. (8) by 
using appropriate values of k. We find that for CIT (* = 2 and 6 = 0.4), 
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hJET = 3 and hGr,!mv"'li = 4.75. If we reduce the latter to about 80% of 
Eq. (19) in order to prevent Marfes, we get hGrc"""M ~ 4. 

Considering the range of these results and the uncertainty in scaling to 
CIT, we propose a probability distribution (uniform) with 1.5 < h < 4. 
We have not taken into account here the possibility that the density limit 
increases with power. 3 5 

Finally, we summarize our proposed ranges for the seven critical parame­
ters in Table II. There exist arguments for having cross-correlations between 
some of the probability distributions (e.g., Zejf decreasing with increasing 
h). However, we find that the value of c, is so crucial and its uncertainty so 
great that the details o f the other parameter distributions have only a weak 
effect on the probability of ignition. On the other hand, the mean values of 
all of the parameters are important. 

V. Results 

We have examined three different magnetic configurations for CIT: 

1. Ip = 9 MA, Br = S.2 T — present CIT design with existing TFTR 
power supplies. 

2. Ip = 11 MA, BT = 10 T — present CIT design with upgraded power 
supplies. 

3. Ip = 13 MA, BT = 11.8 T — possible enhanced design using a bucked 
coil design. 

For all three designs, R = 2.1 m, a = 0.65 m, K = 2, and 6 = 0.4. The 
magnetic fields were chosen in cases (1) and (3) to yield q^t = 2.73 as in 
case (2). Combined with the two density profile options, we have a total of 
six CIT configurations to consider. With this choice of parameters, we can 
compare the relative merits of increasing the current by 2 MA and changing 
the density profile shape from fiat to peaked. 

In Fig. 7 we show the results of our calculation for the three cases with fiat 
density profiles. Both the M/ probability distribution (a) and the integral 
of the distribution above a given Mi (b) are shown. The corresponding 
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results for peaked profiles are shown in Fig. 3. We summarize these plots in 
Tables III and IV where we give the probability of ignition. P(M[ > 1), and 
probability of doing better than Q = 10, P(\ti > 0.67), respectively. 

According to these calculations, CIT has a > 40% probability of ignition 
with flat density profiles if either of the two upgraded magnetic configurations 
can be obtained or in the baseline magnetic configuration if peaked density 
profiles can be achieved. The likelihood of being able to perform significant 
alpha physics research (Q > 10) is better than about 40% for all six machines 
and is a near certainty with the magnetic upgrade or the peaked density 
profiles. If the L-mode enhancement factor is held fixed at cT = 1 in the 13 
MA peaked profile case. P(Mi > 1) drops to ~ 1%. That is, in this case, 
there even exists a slim chance of ignition with purely L-mode confinement. 
But. P{Q > 10) = 56% in this situation. 

It is apparent from both Tables III and IV that peaking the density profile 
(as described in Sec. IV.A) is about equivalent to raising the plasma current 
by 2 MA. One consideration not entering this discussion explicitly is the 
expected improvement in energy confinement with peaked density profiles;15 

it is implicitly included in the choice of c T > 1. 
Up to this point, we have not concerned ourselves with the value of Pa»x 

required in these various calculations. It is critical since only 1 0 - 2 5 MW are 
planned at present. Fortunately, the power needed in ignited cases to cross 
the saddle point in (nc) and (T) space (see Ref. 5 and references therein) 
from ohmic equilibrium to the ignition window is generally < 10 MW. To 
allow for the thermal inertia of the plasma and the finite pulse Length of CIT 
(5 s flat-top), Paux = 20 MW is desirable. 3 5 For slightly subignited cases. 
Pawr = 20 MW would allow driven operation at high Q (e.g., Q > 10). 

In Fig. 9, we show a pessimistic scenario. These are the contours of 
constant P a M obtained from Eq. (1) in the (ne) - (T) plane for the 9 MA 
case with flat density profiles; all parameters have been evaluated at the 
means of their respective distributions. While Paux ~ 50 MW is required 
to reach the maximum Q allowed by the density and 0 limits (Q ~ 7), we 
can approach Q 2; 6 with just the 25 MW of auxiliary heating planned for 
CIT. Thus, even in this case, the prospects for doing significant alpha physics 
research look fairly good with the planned auxiliary power capability. 
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In a situation where Q = 10 is the best performance that can be attained 
at arbitrary Pav~, a similar argument applies, as is demonstrated in Fig. 10. 
This plot is the same as Fig. 9. but for the 11 MA design. Here, however, 
cv is reduced to 1.46 to obtain a case in which Q — 10 is just at the density 
limit. We see that in this instance, 25 MW of auxiliary heating would allow 
us to reach Q ^ 8 . 

We now apply this same procedure to two other proposed reactor designs. 
With a few exceptions, we employ the same input probability distributions as 
for CIT so that the machines can be compared on an equal basis. However. 
it may be inappropriate to evaluate each of the designs in this way since the 
mode of operation planned for them may differ considerably from that of 
CIT. 

We consider one ARIES design 3 7: fl=6ra, o = I m. K = 2.2, 6 = 0.5. 
BT = 14.7 T, and Iv — 8.2 MA. In this case, we take q0 = 1.8 and increase 
the mean value of a? to 1.5, 1 < o r < 2. All of our other assumptions 
are in line with those being used in ARIES modeling elsewhere.3 7 We find 
P[Mi > 1) = 48%, P(Q > 10) = 70% for the peaked profile case, and 
P[M, > 1) = 15%, P{Q > 10) = 46% for the flat case. Note that neutral 
beam injection is planned for ARIES so that a means of peaking the density 
profile not present in the proposed CIT is available. 

The Ignitor-U experiment 3 8 has two possible scenarios for its operation. 
In the first, the field and current are ramped up to 13 T, 12 MA transiently 
before being brought down to flattop values of 10 T. 9.4 MA. The second 
scenario involves ramping up directly to flattop parameters of 11 T, 10 MA. 
We will evaluate the probability of ignition for the two parts of the first 
scenario only; the second scenario should yield results intermediate between 
them. In all cases, R = 1.12 m. a = 0.43 rr> K = 1.8. and S = 0.33. 

During the transient high-field state, P(A// > 1) = 96% and 76% for 
peaked and flat density profiles, respectively. The ignition probability is still 
quite significant, 67% (peaked) and 42% (flat) for the 10 T, 9.4 MA flattop. 

Such high levels of performance are needed in Ignitor as it is designed 
to achieve ignition with little or no auxiliary heating. 3 8 One reason Ignitor 
fares so much better than CIT is that the former has a higher density limit 
(« I-pjo?) and a higher 3 limit ( x lpjaBr). However, as a result q^ is 
significantly lower, q^ = 2.2. The observation of degraded confinement in 
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H-mode discharges in DIII-D 3 9 for edge q values below 3 and the increased 
risk of disruption at low edge q have motivated the requirement of a higher 
qcyi value for CIT. 

VI. Comparison with Theory 

We now determine how the above results, obtained by extrapolating em­
pirical data and experience, compare with the predictions of two specific 
theoretical models. For the first one, we will focus on the level of confine­
ment required at ignition. Rather than using a global parameter such as Tg 
for the comparison, we will look at the local thermal diffusivities. 

For a cylindrical equilibrium with elongated (constant K) cross section, 
the diffusion equation equivalent to Eq. (1) is 2 

•I Q 

Qrad ~Qa- QoH — Qaux = " '3~ 
r or 

(1 + «Z) dT 
- 2 ^ - r K + * , ) * -

where x l s the thermal diffusivity, K\ = K 2 ( 1 + 2S2 — 1.2S3), and 

Jo 

(21) 

(22) 

relates the local terms of Eq. (21) to the global terms of Eq. (1). Since the 
density and temperature profiles are specified, we can immediately find QTad, 
Qa, and QOH- We assume that Qaux has a profile shape identical to that 
of ne(r)T(r). This apparently arbitrary choice is motivated by the fact that 
Ptux can be viewed not only as the power required to maintain steady state, 
but ako as the time-rate of change of the plasma energy in the absence of 
auxiliary power, dWtat/dt. 

We integrate Eq. (21) once and solve for x(r)- Typical values of xir — 
a/2) and their standard deviations are shown in Table V for all occurrences 
of 0.9 < Mi < 1.1 in the Monte Carlo calculations. In general, it looks like 
\(r = a/2) ~ 0.5 m 2 / s is required for ignition in CIT. 

We will be comparing these values for \ with those predicted by the 
Tang-Redi anomalous thermal transport model 1 3" 1 5 : trapped electron drift 
waves and the toroidal ion temperature gradient driven (7;) mode provide 
the scaling for x in the "good confinement" zone (1 < q < 2 with q being the 
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MHD safety factor); the overall shape of x(r) is fixed by a profile-consistency 
assumption. 

Although not a true "first principles" theory, the Tang-Redi model has 
been able to reproduce experimental results for a large range of tokamak op­
erating conditions. After being calibrated against TFTR ohmic discharges, 1 3 

it was used succesfully to predict performance in several tokamaks (TFTR. 
T-10, TEXT, Alcator-C, and ASDEX) in various regimes 1 4 (ohmic heating, 
pellet injection, TFTR supershots, electron cyclotron resonance heating, and 
neutral beam heating). 

A few minor additions must be made to the theory in order to apply it to 
Eq. (21). First, the Tang-Redi model differentiates between Xe a n d \i< the 
thermal diffusivities for the electron and ion channels, respectively. Likewise. 
there are distinct input powers, P€ and Pi. Since we take Te = 7j, we have 
only one \(r), 

^^ZtZ?- CM) 
(n e + n,-) 

Furthermore, it is reasonable to set Pc = Pt = Pinpvt/~- The Tang-Redi 
model assumes a circular cylindrical geometry, so we insert n and 6 fac­
tors into the Tang-Redi thermal diffusivity xTR t 0 yield the original profile-
consistent T(r) when used in Eq. (21). This is equivalent to the generalization 
of the Tang model made by Jardin, et a h * to noncircular geometry when 
their formula is evaluated for flux surfaces of constant K and 6. 

Taking the ratio of \ ( r ) computed from Eq. (21) to the value of xTR 

defined using Eq. (23), we find 

_ x _ .• fiw [('-gr-~pH«,g>i 

where a , = ^ + 0.5. The term in brackets in the numerator contains all 
of the radial variation due to the deviation of our temperature profile from 
the Tang-Redi profile-consistent shape. The factors in the denominator \-
contain the essential microinstability scalings and the calibration factors. 
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The dissipative and collisionless trapped electron modes give rise to 

X* = 25) 

and 

». s(l + l/*)fr*. v.. < 0.15, 
where c e is the banana regime parameter and Ps is in MW. Note that 7; = 
a" In Ti/dlnni = a j / a n for parabolic profiles. We evaluate Ln = |<iIn. n/dr\~l 

at r = a/2 to obtain Ln = 3a/4an. 
The toroidal ion temperature gradient driven (JJ,-) mode yields 

0 r)i < 1.5, 
O.S(P,7n«Q3 

(flrftfcyi) 
s? = < jas f is -a^ „ > L 5 , (27) 

™dXi = xTEM + x?-
Examination of our assumed ranges for an and cry shows that the 7,-

mode will always be off (x? = 0) for the peaked density profile cases, and 
will usually be on for the flat cases (1 < 77, < co). Furthermore, with c. e 

evaluated at r = a/2, we typically find v.e ~ 0.005 - 0.05, so that only the 
collisionless trapped electron drift wave is active. 

The values of xlxTR at r = a/2 and their standard deviations are given 
in Table VI for all occurrences of 0.9 < M[ < 1.1 in the Monte Carlo calcu­
lations. The first thing we notice is that x/xTR f ° r t n e peaked cases is more 
than twice as large as it is for the flat. The reason for this is just that xf = 0 
for the former. Secondly, it appears that for the most part x/xTR > 1- That 
is, our assumptions are more pessimistic than those of the Tang-Redi model. 
Part, of the reason for this is that only the collisionless trapped electron mode 
scaling is entering; the dissipative trapped electron mode is regarded as be­
ing less favorable. In the Appendix, we describe 1-1/2-D simulations with 
the Tang-Redi model indicating that CIT will ignite under circumstances 
analogous to the ones assumed here. 
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Waltz, Dominguez. and Perkins have also developed a transport model 
based upon drift wave instabilities.6 They derived t£ formulas explicitly for 
use in a 0-D power balance. When their model was applied to an earlier 
version of CIT, they found that ignition could be achieved only at very high 
densities {{ne) ~ 10 2 1 m" 3 ) . However, they also argued that the empirical 
tokamak density limit [e.g.. Eqs. (19) and (20)] is likely to be brought on 
by excessive impurity radiation. By incorporating an approximate model for 
impurity line radiation into their calculations, they were able to show that 
with enough input power. CIT can burn through this empirical limit. 

As a comparison, we insert their theoretical T£ formula into our prob­
ability of ignition code. The results obtained are qualitatively similar to 
those discussed at length in Ref. 6. Hence, we will present no more detail 
here except to describe the most favorable case, the lv = 13 MA configura­
tion with Rat density profiles. "L mode confinement as defined m Kef. o 
is assumed with no width to the distribution of c^. We find in thiv case, 
P[M, > 1) = 5%, P(Q > 10) = 46%. To reach ignition with all parameters 
evaluated at the means of the distributions (but still "H-mode confinement"), 
we would need (ne) ~ 8 x 10 2 0 m~ 3. The analysis of Waltz, Dominguez. and 
Perkins 6 indicates that such densities can be readily achieved, as discussed 
in the previous paragraph. 

These results are more pessimistic than those found with the Tang-Redi 
model. This discrepancy may be the result of the dissimilar assumptions 
made in deriving the two theoretical models. 6 - 1 3 We would be venturing too 
far beyond the scope of this paper to go into any greater detail on this point. 

VII. Summary 

To summarize, we have developed a 0-D power balance code that uses 
a Monte Carlo algorithm to determine the probability of ignition, and have 
applied this code to six different configurations of CIT. The input for this code 
consists of probability distributions for the critical physics parameters in the 
0-D calculation. We have taken these distributions to be uniform (except 
for the Troyon coefficient. Fig. 6), and have used empirical knowledge to 
estimate reasonable ranges for the parameters in CTT. In addition, we have 
given statistical arguments suggesting thit the L-mode energy confinement 
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time in CIT will be essentially that given by the I aye-All-Complex expression 
[Eq. (17)] to within a standard deviation of ~ 11%. 

With this basis, we have found that the probability of ignition is > 65% 
for three of the six cases examined, and the probability of Q > 10 is better 
than about 65% for five of the six cases (see Tables III and IV). In order 
for CIT to be operated in one of these five configurations, either the existing 
TFTR power supplies must be upgraded to allow CIT to achieve 11 MA of 
plasma current or some means of obtaining peaked density profiles must be 
developed. The sixth case is that of the 9 MA machine with flat density 
profiles. Even in this instance, the probability of reaching significant Q is 
not small. 

We have also found that peaking the density profile at fixed L-mode 
multiplier, c-, to the extent described in Sec. IV.A increases the probability 
of ignition by about as much as raising the plasma current and toroidal field 
by 20%. 

The auxiliary heating requirements for CIT do not exceed 20 MW if 
ignited or very high Q (Q ~ 50) is possible. In the most pessimistic cases, 20 
MW of auxiliary heating would still be sufficient to allow interesting alpha 
physics experiments to be carried out (Q ~ 5). 

Finally, we have compared the level of confinement required at ignition 
with that predicted by the Tang-Redi theory-based transport model. 1 3 " 1 5 We 
find that our empirically based assumptions are slightly pessimistic relative to 
the theory results. On the other hand, the Waltz, Dominguez, and Perkins 6 

theory suggests that we are being overly optimistic. 
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Appendix 

We describe here 1-1/2-D simulations verifying the assertion made in 
Sec. VI that CIT will ignite with the Tang-Redi transport model. The BAL-
DUR transport code is utilized for these simulations. More details on it and 
how it has been employed previously in CIT simulations are given in Ref. 41. 
The parameters for these runs have been chosen to match as closely as pos­
sible those of one point from the 11 MA peaked density profile Monte Carlo 
calculation. Namely, we take an = 1.8, aj- = 1.3, Zefj = 1.6. gg = 2.2. 
h = 3.6. and c T = 1.5. The result of the 0-D calculation is A / / , m a r = 1.0. At 
this point, na = 9,1 x 10 J O m - 3 and T0 = 16 keV. 

The simulation is started with full fields and densities. A constant volume-
averaged density (n e) = 3.4 x 10 2 0 m - 3 is maintained by gas puffing. A simple 
particle diffusion model with diffusivity D — 0.5 w?js is employed. We as­
sume an anomalous pinch, v oc Dr/a2. The constant of proportionality is 
adjusted to yield an effective profile peaking factor cfj* = n,;o/{nc) — 1 cs 1.3; 
the constant we arrive at is 3.4. Enough carbon impurity is added to bring 
Zgfj up to 1.6. We assume that some mechanism for stabilizing sawtooth 
oscillations is available. This allows the density and temperature profiles 
to remain peaked at all times during the simulation. The plasma is initial­
ized with a low temperature (T0 = 1 keV) and then heated with 20 MW of 
auxiliary power. 

While we can force a„ and Zejf in the 1-1/2-D code to match the values 
used in the 0-D case, we cannot do so for 07-. It is determined by the thermal 
transport model. The same can be said of c,. By choosing the same volume-
averaged density as the 0-D code, the density limit specified by A = 3.6 is 
adhered to. We must check the simulation results to verify that the 0 limit 
is not exceeded. 

The Tang-Redi thermal transport model is as described in Ref. 14 with 
two differences. The first is the addition of the K and 6 factors mentioned 
in Sec. VI to generalize the theory to noncircular cross section. The second 
difference involves the transition between the collisionless and dissipative 
branches of the trapped electron mode. Normally, the crossover occurs when 
f.c = 0.15 at the q = 1.5 surface. To be consistent with the procedure of 
Sec. VI, we evaluate v.c at r = a/2. Note that this alteration affects only 

25 



the transition, not the scaling of the thermal diffusivity. 
In our first simulation, we set the critical IJ,-, vf", to 1.5 as in Ref. 11 

[see also Eq. (27)]. Two and one-half seconds into the simulation, the auxil­
iary heating is turned off. The plasma energy continues to rise at a rate of 
dWtBt/dt 2; 3 MW [see Fig. 11(a)]. So, this case is ignited, but not by much. 
In fact, the ignition margin at three seconds into the run is Mj ~ 1.0. 

As is clear from Fig. 11(a), the ion temperature profile is very peaked 
despite the presence of 7,- mode transport. However, for all of the peaked 
density profile cases in our 0-D calculations i;,- < 1.5, and there is no 7, mode 
transport. Our second simulation forces this to be the case in the 1-1/2-D 
code as well by setting ij?r" = 4.5. In this instance, only one second of 20 
MW auxiliary heating is required to bring the plasma to ignition. At ( = 1.5 
s. Mi = 1.7. The ion temperature profile continues to peak until n, > i}"xt. 
The 0 limit used in the 0-D code, 0max = 2.2Ip/aBr, is exceeded only near 
the end of this simulation (t ~ 1.8). 

These simulations are more optimistic than the 1-1/2-D Tang-Redi model 
simulation described in Ref. 41. The primary reasons for this are: 1) by as­
suming we can stabilize the sawtooth oscillations, peaked density and temper­
ature profiles can be maintained at all times, and 2) the present simulations 
are always in the collisionless regime for trapped electron modes. The simu­
lation described in Ref. 41 had a thermal diffusivity with contributions from 
both the collisionless and the (less favorable) dissipative branches. 
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Parameter CIT Experiment 
ion collisionality, v„ io- J PLT 
electron collisionality, e. e io- 2 TFTR, JET 
magnetic Reynolds number, S 109 TFTR, JET 
0 5% DIII-D 
relative ion Larmor radius, pi/a 10"3 TFTR, JET 
relative neutral mean-free path, Aj^/a io- 3 Alcator C 

Table I: Dimensionless parameters used to mark theoretical boundaries, the 
order of magnitude expected in CIT, and recent experiments that have 
achieved similar values. 

Parameter Range 
1-2.5 

0 - 0.75 
1.5-3 

aT 0.75 - 1.75 
7a 0.95 

9B 
peaked 

9s 
h 

1.3-2 
2-3 .5 
1.5-3 
1.5-4 

Table II: Ranges of critical physics parameters assumed for probability distri­
butions input to the Monte Carlo calculation. All distributions are uniform 
except that of ga- it is as in Fig. 6. 

/ p flat peaked 
9 MA 
11 MA 
13 MA 

9% 
42% 
65% 

40% 
68% 
88% 

Table III: Probability of achieving M[ > 1. 
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Ip flat peaked 
9 MA 
11 MA 
13 MA 

39% 
67% 
86% 

66% 
89% 

99.5% 

Table IV: Probability of achieving Q > 10. 

4 flat peaked 
9 MA 
11 MA 
13 MA 

0.27 ±0.06 
0.35 ±0.11 
0.44 ± 0.14 

0.38 ±0.11 
0.53 ±0.15 
0.67 ± 0.22 

Table V: Mean value of x(r = a/2) and its standard deviation in m 2/s for 
all occurrences of 0.9 < M/ < 1.1 in the Monte Carlo calculations. 

h flat peaked 
9 MA 
11 MA 
13 MA 

0.82 ± 0.40 
1.0 ±0.56 
1.2 ±0.67 

1.9 ±0.33 
2.4 ± 0.44 
3.0 ± 0.58 

Table VI: Mean value of x/xTR at r = a/2 and its standard deviation for all 
occurrences of 0.9 < M/ < 1.1 in the Monte Carlo calculations. 
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Figures 

FIG. 1. Experimental L-mode confinement time T§XP for the entire database 
plotted against a regression fit to Eq. (14), T$£, using just the "medium'' 
and "big" portions of the database. 

FIG. 2. Frequency distribution oi\n{r§xpjrgl). Only the "medium" and 
"big" portions of the database are used. The best-fit gaussian curve is 
drawn for comparison. 

FIG. 3. Plot of 1000 coefficients satisfying Eq. (16) for the "medium" and 
ah\g' portions of the L-mode database at the 67% confidence level; b7 

(6g) is the exponent on a (R) in Eq. (14). 

FIG. 4. Plot of 1000 coefficients satisfying Eq. (16) for the "medium" and 
"big" portions of the L-mode database at the 67% confidence level: 64 

(67 •+ bg) is the exponent on Ip (size) in Eq. (14). 

FIG. 5. Value of TE,L obtained for CIT assuming R = 2.1 m, a = 0.65 m, 
K = 2, BT = 10 T, Ip = 11 MA, ne = 5 x IO 2 0 n r 3 , 34, = 2.5, and 
Pinput = 100 MW for 1000 sets of coefficients satisfying Eq. (lu) (using 
the combined "medium" and "big" portions of the database) at the 67% 
confidence level. 

FIG. 6. Probability distributions cissumed for the Troyon coefficient gg for 
(a) fiat and (b) peaked density profiles. 

FIG. 7. Probability distribution of M; (a) and the integral of the probability 
distribution above a given Mi (b) for the cases with the flat density 
profiles. 

FIG. 8. Probability distribution of Mi (a) and the integral of the probability 
distribution above a given Mr (b) for the cases with the peaked density 
profiles. 

FIG. 9. Contours of constant auxiliary power in MW (solid lines) and Q 
(dashed lines) in (n e) and (T) space for the 9 MA design with flat den­
sity profiles. All critical parameters are evaluated at the means of their 
respective distribution functions. The density and 3 limits are indicated. 
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FIG. 19. Contours of constant auxiliary power in MW (solid lines) and Q 
(dashed lines) in (ne) and (T) space for the 11 MA design with flat den­
sity profiles. All critical parameters are evaluated at the means of their 
respective distribution functions, except that c T is reduced to 1.46. The 
density and 0 limits are indicated. 

FIG. 11. Ion temperature as a junction of radial half-width (half of the mid-
plane width of a flux surface) and time in the 1-1/2-D simulations. The 
critical >?,• is set at 1.5 (a) and 4.5 (b). 
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