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This report consists of the Proceedings of the Specialists' Meeting
on Covariance Data organized by the Japanese Nuclear Data Committee and
the Nuclear Data Center, Japan Atomic Energy Research Institute. The
meeting was held on July 15 - 16, 1993, at the Tokal Research
Establishment, Japan Atomic Energy Research Institute with the
participants of twenty six specialists, who were the evaluators of the
nuclear data or users of the covariance data. The main object of this
meeting was to review the methodology of the eveluation of the covariance
data and to promote the evaluation of the covariance data in Japan
through the discussions and conclusions of the meeting. After the
general review of the evaluation of the covariance, different evaluation
methods and applications of the covariance data were presented, which

were followed by the lively discussions among evaluators and users.
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1. Meaning of Covariance

1.1 Covariance of the Nuclear Data

Y.Kanda

Department of Energy Conversion Engineering,

Kyushu University,
Kasuga, Fukuoka, 816, Japan

There is an introductory review on the present status of
covariance for cvaluated nuclcar data. The following articles are
bricfly discussed : Necessity of covariance for cvaluated data,
basic assumption of covariancc production, dependency of
produced covariancc on methods, consistency of cvaluated value
and covariance, confirming of produced covariance and mcthods

of comparing covariance matrices.

1. Introduction

It has been a long time since an idea of covariance matrices for cvaluated
nuclear data is introduced to express unccrtainties inevitably associated with
evaluating physical quantities on the basis of measurement and model
calculation which, the both, are not so recliable to result in accurate values.
There have been many works discussed about the covariance. Therefore,
understanding on it is widely spread in nuclear data community including not
only cvaluators but also users of evaluated values. Nevertheless, there are
scarce cvaluated covariance matrices cnough to use for calculations in nuclear
reactor physics in spite of carnesl requirement from the users. The causes for
the standstill of producing the covariance estimations demanded for available
evaluated data files are primarily lack of suitable methods which can bec applied
with confidence by evaluators while few covariance estimations for major cross
scctions in fission and fusion reactors are tricd to estimate with somec methods.

Al this time, we should confirm thc status about the covariances in the

nuclear data ficld in order to develop the methodologics and then produce more

confidential results.
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2. Necessity of covariance for Evaluated Data

Both cvaluators and uscrs of nuclear data nccessitate the covariances
associated with ¢valuated nuclear data. The former represents uncertaintics of
the values of the cvaluated results with the diagonal components in the
covariance matrix and the shape of the evaluated curve with the non-diagonal
components in it. The uncertaintics have (wo kinds of significance for an
evaluator. The one is that they give quantitative rcliability on the basis of
comprchensive knowledge for him of nuclcar dala. He should apply his
abilitiecs (0 cstimate them from available cexperimental, theorctical and
mcthodological information. Therefore, they are a conlidential region given by
the evaluator. The other is thal they give quantitative lolerance : The evaluator
allows users to choice the value different from the evaluated one in the limit
given with the uncertainty. The user can adjust the cvaluated value by his own
convenience (o the extent that he needs it to oblain reasonable consistency with
the information which is not used in the evaluation. This is the important point
for the user of the evaluated value. Reactor physicists usc the evaluated values
and associaled covariances to obtain adjusted rcactor constants which can

reproduce integral cxperiments through reactor physics calculation.

3.Basic Assumption of Covariance Production

The covariance of the nuclcar data is primarily cxperimental uncertainty.
Its components are cumulatively estimated from the uacerlaintics associated
with the data base used in the evaluation applying the law of crror propagation.
Under the procedure it is assumed as an unspoken agreement that an crror
distribution is random and then the Gauss statistics can be applied.  This
provides us most devcloped mathematical formulae in quantitative calculation
of uncertaintics. The assumption is, howcver, not always rigorously correct
for cxperimental uncertainty.  There are statistical and systematic crrors in
mcasurcments. The former can be considers as random and trcated as a Gauss
distribution. The latter depends on the condition of individual experiments and
can result in biased values. Although corrections in a cxperimental data
procedure arc conducted to exclude the bias come [rom the cxperimental
condilions it is difficult to succeed completely the object of the correction.

These consideration is fot proper on the covariance cstimation but valid

for the cvaluated values. This point must bec always understood when we



JAERI- M 94-068

produce or usc them. At this time we can nol clarify the cffcct resulled from a
discrepancy between the methodology in data procedures based on  Lhe
assumption of the Gauss slatistics and the practical situation in data basc
possibly biased with systematic crrors which can not treated with the Gauss
statistics. A way lo improve it is to develop the mcthods adapled (o available
experiments because new measurements with high quality will nol be expecled

in the nuclear dala field.

4. Dependency of Produced Covariance on Methods

There are significant discrepancies among the covariances produced by
individual cvaluators bccausc (hey have adopled in their estimations the
mcthods developed on their proper idcas for cstimating and processing the
uncertaintics in measurcments and calculations. They show that the covariance
depends strongly on the method or, we must say, the idea. This means that
there is no confidential methodology agreed in the nucicar data ficld.

§. Consistency of Evaluated Value and Covariance

Evaluated nucicar data are produced from cxperimental data bases. Fven
if they arc calculated with nuclear reaction modcls, the root of the parameters
uscd in the calculation are primarily experimental data. Therefore, every
cvalualed valuc must be naturally accompanicd with its covariance since they
intrinsically have the unccrtainty originated from available measurcments.
Besides, they are not unique in the condition of the same dala basc because of
using distinct mcthods in the evaluations. This is similar in the covariance
production. Accordingly, both cvaluated value and covariance arc indivisible
and they must be consistently and simultaneously cstimated in the same
evaluation. The cause which it has not been performed is that valid methods
have not been developed and evaluators have not time to sparc for covariance
cvaluation. In order to compile additively the covariance consistent with the
cvaluated value in the files already issucd we have to study to attain the

consistency and overcome many various difficulties.

6. Confirming of Produced Covariance
We have no measurc to confirm the validity of the produced covariance.

Although the cvaluated values can be compared with available experiments the
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covariance has no counterparts (o be compared to make sure whether the result
is rcasonable or not. Evaluator hesitates 1o present his outcome because he
does not have any ways to be convinced that it is quanltitalively acceptable.
The diagonal components only as standard deviations can be compared with
experimental data such as error bars and distribution of measured values.
These are a part of the covariance matrix. There is not such an cffective way to
compare the non-diagonal components with cxperimental information. We
should always accept the covariance given together with those evaluated results

by the evaluator which can be confirmed with experimental information.

7. Methods of Comparing Covariance Matrices

There is a difficulty o compare quantitatively individual covariance
matrices obtained by different cvaluators. Evaluatcd values can  be
schematically compared on a two-dimensional graph.  Usually a covariance
matrix is schematically drawn with a bird's-cye view of a three-dimensional
graph. The cvaluated curve can be shown on a graph cven if there are sceveral
curves corresponding different evaluations. They can be compared directly on
thc same graph and in addition if available cxperiments arc also plotted on the
onc it is possible which cvaluated curve is more agreeable with the
measurements.  The quantitative comparison of threc-dimensional graphs is

difficult. This is onc of thc rcasons that cvaluators arc not encourage to

challenge covariance cstimation,

8. Conclusion
The necessity of the evaluated covarian has been understood by cvaluators

as wcll as users. While the formers are trying to produce covariances there are
several difficultics to be solved by them. They have different problems from
cvaluation of values themselves and demand to develop appropriate
mcthodologics to estimate the covariances. It will be achicved it through

solving the problems step by step.
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1.2 Some comments on Peelle's Pertinent Puzzle

Satoshi CHIBA and Donald L. Smith”
Japan Atomic Energy Research Institute
* Arognne National Laboratory
Abstract

Peclle's Pertinent Puzzle is introduccd as an anomaly which appears in
obtaining a lcast-squares avcrage of two strongly corrclated data. Rcason of
this anomaly is cxplained to be the inconsistency ‘n transforming the data
covariance and scnsitivity matrices.  Effects of data truncations give an
cxplanation on another aspect of Pecllc's Puzzle.

1. Introduction

The least-squarcs mcthod (LSM) is commonly used as a tool of parameter estimation and
curve fitting in many ficlds of scicnce and technology™®. However, the LSM sometimes
yiclds strange results which are not correct intuitively. For cxample, a solution of the least-
squares method (Lcast-squares solution, LSS) for the average of a sct of two discrepant and
strongly corrclated data can be a value lower than both of the data. Furthermore, a LSS,
obtained after three data values are transformed by a sct of simple non-lincar functions, is
somctimes significantly diffcrent from the answer obtained before the transformation is
applicd. These anomalics are known as "Pecllc's Pertinent Puzzle (oftcn abbreviated as
PPP)®" in the ficld of nuclear data. Some people have claimed that these anomalics result
from the discrcpant naturc of the underlying data, or from consideration of a small number
of data which is not consistent with the concept of the statistical methods. There have been
a lot of arguments of how to avoid such fallacious results*?, c.g., by introducing informative
prior, by combining data in diffcrent ways, by transforming the data into logarithmic scale,
usc of the law of ciror propagation with averaged values, ctc. Some of them scem to be
successful to some extent (however mostly to more restricted problems™), but no clear
explanation was given on the reason why LSM yiclds such a strange result.

The two types of PPP arc described in this paper, and answers to these problems arc
cxplained as 1) inconsistent transformation of covariance and sensitivity matrices and 2)
improper truncation of the data space.

2. Peelle's Pertinent Puzzle - as originally introduced

The following statcment summarizes the problem known as PPP which was originally
introduced by Peellc®.
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"Supposc we are required to obtain the weighted average of two experimental results for
the same physical quantity. The fimst result is 1.5, and the second resul? 1.0. The full
covariancc matrix of thesc data is helicved to be the sum of threc compencats. The first
component is fully corrclated with standard error 20% of cach respective value. The sccond
and third componcnts arc independent of the first and of cach other, and correspond to 10%
random uncertaintics in cach cxperimental result.

The weighted average obtained from the least-squares method is 0.88 = 0.22, a valuc
outside the range of the input values! Under what conditions is this the rcasonable result that
we sought to achieve by usc of an advanced data reduction technigue?

Onc's first reaction is to blame the non-intuitive result on the discrepant nature of the
input data. This is not the rcason, becausc the whole input data covariance matrix can be
scaled up without changing its 'shape' uatil the data are consistent. The input data arc indecd
strange, but a similar if muted cffect would occur if a less-odd cxample of this type were
offered.”

We will give our interpretation of his words here because the above statcment has a
certain ambiguity; There arc three uncorrclated raw data values, two measurements 1.5 and
1.0 (with 10% unccrtainty) of the same quantity which is a product of physical quantitics X
and C, and another data 1.0 (with 20% unccntainty) providing the normalization (C) of the
former two data. Then, by dividing the former two data by the third onc, we have now "two”
corrclated data, which dircctly correspond to the physical quantity X which we arc supposed
to be intercsted in. Now, lct these two correlated data be the two componcnts of a vector d,
i.c., d=(d,, dy)' = (1.5, 1.0)' where the superscript t denotes a transpose of a vector or a matrix
which in turn is indicated by a bold character. The covariance matrix ¥, associated with d
is calculated from the above information according to the "law of crror propagation™ as

[o.nzs 0.06) )
006 0.5

[1‘52-(0.12 +02%) (1.5-0.2)(1.0-0.2)]
=

(1.5-0.2)-(1.0-0.2) 1.0*(0.12 + 0.2%)

The observation cquation which relates the data and the parameter X is written as;

d) (i XY
d=|'l- 5-(J= ).x-a-x. Q)
d, 1.0 X 1
Therefore, the sensitivity matrix "G" (which is referred to as "design matrix”™ as well) is

determined to be G = (1, 1). The LSS for X and its covariance matrix V, arc obtaincd as'?,

X = (G'V;'G)'G'V,'d - 03, &)

vV, = (G'V,'6)" = 022 )

We can therefore successfully reproduce the result given by Peclle. The valuc of chi-square
is calculated to be 5.88, indicating that the input data arc statistically discrcpant. This point,
however, docs not alter the significance of this problem because the chi-square beoomes 0.98
without changing thc solution if the wholc covariance matrix is multiplicd by a factor of six

6
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as Peclic correctly pointed out. In this definition, the PPP is defined as such an anomaly as
"getting a LSS outside the range of the input data.” This is the original dcfinition of PPP.

Before giving our interpretation of this problem, it will be worthwhile to present the
second definition of PPP which was proposed by Zhao“” to understand the origin and
significance contained in this puzzle in more detail.

3. Second Definition of PPP proposed by Zhao

This dcfinition also utilizes the threc uncorrclated data appeared in the above
interpretation, but retains the number of data points. Let us suppose that a 3—dimensional
vector d and its covariance matrix V, are rclated with the physical quantitics X and C by the
following obscrvation cquation;

(d. 15 (xc) (4@
d= d! =110| -~ |XC| = 'z(') = '(’)y
d, 10 C ()

5)
(0152 0 O
V,=| 0 012 o0}
0 o0 02

where p = (X,C)' denotes the parameter vector to be sought, and t is the model (thcory)
vector containing the parameters to be cstimated, c.g., t,(p) = X<C. The clements of
sensitivity matrix G of this problem is calculated from its definition to be

o CX
G,=— -G=|C x| (6)
%, 01

The LSS for this non-lincar problem is written down as
P = p, + (G'V,'6)'G'V,'ld - 1p)), O]

where p, denotes an initial estimate of the parameter vector p. Because of the non-lincarity
of the problem, itcrations arc required. The covariance matrix for p, V,, is given by the same
cxpression as given in Eq. (4), i.c., (G'“V,'G)™. The LSS is obtaincd after a few itcrations

to bhe
b~ [x) ) [1.15], v =( 0.06 -0.046)‘ ®)
c) \10] * (-0046 0.04

which wc presume is the comrect answer.
Now let us transform the data and the covariance matrix according to the following vector
transformation f = (f,.f,,f,)'

-~}
!
|
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d, - d', = fid,dydy) = djdy = 15
d, - d', = f(d\dd) = djd, = LS
0

dy - dy = fd o) = d - .

a, 0.1125 006 -0.06
(Ve,) = [ "Vo5gt| =| 006 005 -004}
-006 -0.04 0.04

This transformation may be written in a vector form as d — d' = f(d). The quantitics
corresponding to the transformed data are denoted with a prime. Einstein's summation rule
is adopted above and throughout this paper which indicates that the occurrence of repeated
subscripts significs a summation over the labels unless otherwisc stated.

If this transformation is to be applicd to the data, the "model” should be also transformed
by using the samc functional form in order to kcep the physical meanings of the two
parameters X and C to be unchanged. Therefore, the model should now be transformed in
the following way.

4] (xc
fy c X 10 X
‘(P)""(P)-N)'E'E'X-lo-[c)-fi'r.
h Cc C, 01 10)
k‘h ¢
Lo
G'=[10
01

where the matrix G' is the sensitivity matrix comesponding to the transformed data.
Thercfore, the model is lincarized as is donc in many applications by means of such a
transformation. By putting these (primed) quantitics into Eqgs. (3) and (4), the results now

become
[ ] (o ss} - 0222 -0.035 an
-0.035 0.031
Thercfore, the least-squares solution for the same physical quantity became completely

different from that obtained before the transformation, i.c., Eq. (8), showing another paradox
of the least-squarcs mecthod. Zhao and Perey*” argued that we should call this "difference
of LSSs before and after a transformation™ as PPP. This is the second definition of PPP.

These two definitions of PPP seem to be strongly cormrelated because the data vector 4,
covariance matrix V4 and design matrix G which appeared in the original definition of PPP
(Egs. (1) and (2)) can be regarded as sub-matrices of the comresponding quantitics in Egs. (9)
and (10).
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4. "Our" Interpretations
4.1 Invariant LSS under Isomorphic Transformations

Here, the term "isomorphic transformation " is defined as a sct of transformations
(f=(f,,...,f)) of a vector d (= (d,,d,,...,d,)") into another as d&' = Rd) = (f,(d),f(d),....f(d))'
without changing the number of data points, i.c., [dimension of d'] = [dimension of d]*?.
Furthermore, the isomorphic transformation must have its inverse ! which satisfics £(d")
= d. This condition climinatcs such a spurious transformation as f{d,.d.) = (d,.d,?)' where
information on d, is lost by the transformation. The transformation which appeared in the
second definition of PPP falls into the category of isomorphic transformations. On the
contrary, if the dimension of d' is less than that of d, the transformation is referred to as
"truncation of a data space”. This is responsible for the original definition of PPP as will be
shown later.

Let us suggest a general problem in which a data vector d = (d,,d,,.. d,)' having
covariance matrix V, is to be fitted with a sct of thcorctical values t (=(1,(p),...,.4(p))), where
p=(p;».--,py)' denote a parameter vector to be estimated (q < n). The observation cquation of
this problem is thercfore writteu down as;

d, (A7 N.-R
a-[%] - [l ). (12)
d, PP

The "scnsitivity matrix G" which contains the essence of this "model” t is defined as follows,

) e

where the matrix (3t/p) is defined by this relation.  Then, the lcast-squares solution vector
p is obtained by Eq. (7). The sensitivity matrix G should be calculated using py. If the
theoretical model t's are not lincar in p, itcrations are needed by replacing p, and G by means
of the updated parameters until certain convergence criteria are satisficd. The quantity

Ad = d - 1p) (19)

is referred to as the residual vector.

Let us now transform the data vector d into another d' denoted by d) = £{d,,d,,...d,),
where f; (i=1,..n) are elcments of a set of isomorphic transformations denoted by a vector f.
Then, the model vector t should be also transformed in the same way as t(p,,...py) =
£l Prs--P)rt(P1s-+p)] in order to keep the physical significance of the paramcters
unchanged.

Let us define matrices ¢, ¢ and ¢ as below;
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o A, Tty

Y al al ’

. X Yldyd) (15)
Y od,

The various quantitics after transformation arc expressed by using the original ones as®”;

d' - tp) = cld - «p)]
V‘l = C'V"C' (16)
G' =¢G

where ¢ can be either onc of ¢, ¢ or ¢™ indcpendently as long as the first order Taylor
scrics expansion is involved. The p' is written down using the quantitics in the original data
space;

P’ = py + (G"VIGHIG"Vd' - VN
= Py + [G NNV e NG "G e NN MV, e eld - o)

If the data vector d is close to the theorctical values t, the three ¢ matrices beoome identical.
In that case, the above expression reduces to the original answer, Eq. (7) because each pair
of the form ¢'{c")' or c¢”'¢ cancels out. In actual data analyses, however, these three
matrices are rarcly equal becausc of imperfections in the data and/or the theory. Thercfore,
if p' is to be cqual to p, cach ¢ should be replaced by ¢, ¢ or ¢® simultancously. This
statcment claims that the sensitivity matrix G and the covariance matrix V, must be
"covariant" under the isomorphic transformation f. Usually, the covariance matrix of the
transformed data is calculated as ¢V ™. On the contrary, the sensitivity matrix is usually
calculated in the transformed data space by its definition which is cqual to ¢*'-G. Because
of this inconsistency, the least-squarcs solution p' is quitc generally different from the
original solution p, and this is the very origin of the sccond definition of PPP.

If the transformation [ is linear, i.e., let F be a square matrix so that d' = {d) = Fd, then
t(p) = Nt(p)] = F4(p). Thercfore, the: expression (3f/ad) = ¢ = (3F/t) = ¢ = F is always
valid. By introducing this result in Eq. (17), the equality p' = p is always guarantecd; the
LSS is invariant under the linear isomorphic transformations.

It is an casy task to show that the LSS is invariant under the transformation achicved in
the second definition of PPP if each ¢ is replaced simultaneously™”. If, however, us transform
the covariance and sensitivity matrices by neglecting this condition, for example,

0.1125 006 -0.06

Vp= UV =] 006 005 -004 (18)
-006 -0.04 004

(17)
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G =¢"G=[10 19)
01

the LSS becomes (X,C) = (0.88,1.24). It must be recognized that the covariance and
sensitivity matrix used in this solution arc exactly the same as given in Egs. (9) and (10)
which leaded to the wrong answer of Eq. (11). Thercfore, the anomaly which appeared in
Section 3 is completcly understood to be the result of an improper combination of
transformed covariance matrix and sensitivity matrix.

4.2 Impact of Truncation of a Data Space

A "truncation” is defincd as a transformation which does not conscrve the dimensions of
the data vector, its covariance matrix and/or the design matrix. By defining the operators o
and B, which delete the i~th row and column of a matrix, respectively, the truncation is
schematically written as*®

d' =ad V,=apV, (20)

It was shown that the lcast-squares solutions before and after this type of transformation are
generally not cquivalent and sometimes causc scrious disagreements which correspond to the
original definition of PPP5™,

In PPP, as originally introduccd, the off-diagonal term of the 2x2 covariance matrix is
not zero. This fact indicates the existence of the third data value which introduces corrclation
between the two data. Therefore, the minimum dimension of this problem must be identified
to be 3, and the correct solution must be sought in the 3—dimensional parent space. Once this
is recognized, the correct answer is obtained as described in section 4.1. This is the answer
to the original definition of PPP.

§. Conclusions

Two types of anomalics in the least-squares problem, known as Peelle's Pertinent Puzzle,
are explained. The origins of these anomalies were accounted for by 1) improper combination
of transformed covariance and sensitivity matrices, and 2) truncation of the data space. These
two issues impact significantly on very wide range of topics in science and technology
because the least—squares method is the most commonly used procedure of curve fitting and
parameter estimation. If these two issues are resolved, the least-squares method can give a
correct answer even if the data are discrepant, strongly correlated, and the number of data
value is small. In other words, the least-squares method, in its simplest form, is completely
valid if all input information is prepared comectly, i.c., if the covariance matrix is correct, the
sensitivity matrix is correct, the combination of these is comrect, and if the dimensionality of
the problem is comrect. In the practical applications, however, it is very likely that there will
be deficicncies in these quantities. If so, it can be expected that anomalous results will be
obtained. However, such "odd" answers might be correct in a certain problem®”. Before
deciding on this question and sclecting an appropriate LSM approach, it is important to firmly
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comprekend the history of how the data were derived.

A compicte description of this problem and more details of our interpretation will be

given in Ref. 9,
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2. Processing of Covariance Data and their Format

2.1 ENDF Format for Covariance Matrices

Tsunco Nakagawa
Japan Atomic Energy Research Institute
Toka—-mura, Naka-gun, Ibaraki—ken 319-11

In the ENDF-6 format!) cov +iance matrices for the following quantities can be
stored:

Average number of neutrons per fission (v) (MF=31),

Resolved resonance parameters (MF=32),

Neutron cross scctions (MF=33),

Angular distributions (MF=34),

Energy distributions (MF=35).
The covariances obtained from parameter covariances and sensitivities are stored in MF=30,
The most important covariance matrices among them are those for cross—section data.
Therefore, the format of MF=33 was explained by showing some examples. The contents of

this talk are the same as those of Ref. (1).

Reference
1) (Ed) P.F. Rose and C.L. Dunford: "Data Format and Procedures for the Evaluated

Nuclear Data File, ENDF-6", BNL-NCS 44945, Rev. 1091 (ENDF-102) (1990).
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2,2 Processing of Covariance File and Related Problems

Akira HASEGAWA

Department of Reactor Engineering
Japan Atomic Energy Research Institute
Tokai-mura, Naka-gun, Ibaraki-ken 319-11

Abstract

Processing methods for generating broad group covariance data from ENDF/B format data
are described briefly. Outline of covariance file, FORMAT, available processing codes, and
processed data generally available are also described. Encountered problems from the
processing of ENDF/B files are reviewed. Comments on the compilation strategy for JENDL
covariance file, which is in scheduled, are made.

Contents

. Introduction

. Covariance and Covariance File

. FORMAT and Outline of Processing

. Processing Codes Available in the World

. Problems of ENDF/B-5 and -6 Format

. Comments on the Strategy of Covariance File Compilation of JENDL
. Summary

~N OV bW N —

1. Introduction

Recently much attentions are made for the covariance data of JENDL, where no
covariance data are existing at the moment. Officially no definite work assignments arec made
for the compilation work by JNDC(Japanese Nuclear Data Committee). Several advanced
users are requesting these data for their accurate estimate of the design margins of advanced
type reactor plant. In this paper, processing methods for generating broad group covariance
data from ENDF/B format data are described briefly. Outline of covariance file, FORMAT,
available processing codes, and processed data generally available through data centers are
also described. Encountered problems from the processing of ENDF/B files are reviewed.
Comments on the compilation strategy for JENDL covariance file in future are made.

2. Covariance and Covariance File
General properties of covariance are described below";
X: value to be evaluated for item 1,
f(X): normalized density function for item 1,
Y: value to be evaluated for item 2,
f(Y): normalized density function for item 2,



JAERI-M 94-0868

the mean of X can be defined as

<x>=fx £(x)dx (1)
the covariance between X and Y can be defined as

covix, v =[ [ (x-<0) (¥=<p) £(x.1) dx dy 2
and the variance is expressed as

VAR(X) = COV(X,X)= <(X-<X0)® 3)
the standard deviation in <x> is defined

(X0 =(VaR(x)) @
the correlation between X and Y are written as

COR(X,y) = SOV(X. Y] (5)

s(X) s(Y)

Thus defined covariance matrices have following characteristics. Symmetric behavior
comes from by definition and positive definite nature of each clement is the consequence of
physical quantity involved. Further, this imply that the transformation to diagonal form of the
covariance matrices yields non zero cigenvalues. And the correlation having more than 100%
indicates that the covariance matrices are completely inconsistent. We cannot trust such data.
Because the limit value of covariance is expressed as,

Cov(X, Y) <dWlR(X)

an (6)
COV(X, Y) < VAR(Y)

If 100 % correlation,
ooviX,Y) = s(X) *» s(Y) N

Covariance data are used due to the fact that the uncertainties in the various data tend
1o be highly correlated through the measurement processes and also that the different
corrections should be made to the observable quantitics to obmin the microscopic cross
sections. In many applications when one is interested in estimating the uncertainties in
calculated results based on the cross sections, the correlations in the uncertainties of the
different data play a crucial role. In principle the uncertainties in the results of a calculation
due to the data uncertainties can be calculated provided all of the covariances of the data are
given. To assist the request for these users, covariance data file is supplied.

An evaluation and it's covariance correspond one to one, therefore they cannot be used
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separately. There are no meaning if you use ENDF/B-VI covariance data for JENDL-3
evaluation unless the same evaluation method is used for both evaluations, i.c., the same
results. Thus mixed use of covariances between different evaluations always destroy the
<onsistency of covariances. If mixed use are made, data are combined which have not been
evaluated together and which are originate from completely different experimental/theoretical
data bases".

3. FORMAT and Qutline of Processing

As stated before, an evaluation and it’s covariance correspond one to one, therefore
they cannot be used separately. Covariance data reflect the evaluation method directly used.
.Correlations between reactions are common features for nuclear cross-section evaluations.
Because in nuclear cross-section measurements, absolute measurements are very difficult,
relative measurements are frequently made ie., relative to standard / reference data. Thus
many reactions are involved implied or unimplied in the evaluation process. Covariance to
other reactions are common feature in the evaluations for cross-section data.

Correlations are divided into several categories according to the nature of the quantity
involved. For example, statistical uncertainty, energy resolution, detector efficiency, sample
used, measured facility, etc. Usually they are divided to three categories, long-range( the last
two example), medium-range (the third one) and short-range (the former two) components®.
Typical examples are shown in Table 3.1.

For example, File32( for resolved resonance parameters) are only given for short-range
components and it is only intended to provide information concerning the rapid variations of
the covariance matrices of the different partial cross-sections over the resonances. Other long
range covariances should be given in File 33. In the unresolved resonance region the
covariances of the cross sections must be given entirely in File 33.

According to the ENDF/B documentation®, File 33 is used to give a measure of the
"accuracies and their correlations” of the data in File 33 and does not indicate the precision
with which the data are entered in the File 33. Since ENDF/B represents the current
knowledge of the microscopic data, the File 33 is used to give the covariances of the
microscopic data. The data presentation is more or less broad group basis, because the main
target of users of these files are designers and/or shiclders of reactors, who are working with
group constants. Generally File 33 is produced to give adequate data for the following items;
(1) the variance of group cross sections, (2) the correlations of the uncertainties between the
several adjacent groups, (3) the long-range correlations of the uncertainties over many groups.
File structure of File 33 is summarized in Fig. 3.1.

File 31 is used 1o give the uncertainty of average total number of neutrons per fission
including delayed and prompt neutrons. Format and processing specifications are the same as
File 33.

For processing, following procedure are used to generate broad group covariance
matrices from ENDF/B File 33 data.
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If weighting function is uncorrelated to the cross section of interest

COV(XaYw : multi group covariance between reaction x for
group G and reaction Y for group H;

@, : weight for group G;

Xox : muld group cross-section for reaction X
for a supergrid (i,k)

L : the weight for this group

F : components of covariance taken directly from
the uncertainty file

LB : a flag whose numerical value determines the

meaning cf the numbers given in the arrays
{ E&.F } (E ,F) of ENDF

LB=0 Absolute components only correlated within each E, interval

E ny.k¢d.k¢ﬂ.k

COVIX,, Y,) = X0CH
(Xg, Yy) Y

LB=1 Fractional components only correlated within each E, interval

( ) kl;ﬂ FKY- k¢G. RXG.AH. RYH.R
aov(X,, Y,) =——
G! °H ¢G¢“

LB=2 Fractional components correlated over all E, interval

(E ny, k¢c. kxﬂ.k) (E ny.k‘d’u.k'rn.k')
keG KeH
[

COV(Xg, Y,) =

LB=3 Fractional components correlated over E, and E, interval

(E Fx.k¢c.kxc.k) (;: Fy.1¢H.IYH.1)
COV(X;, Y,) =—2€ ¢c¢-!-"
H

(8)

(9)

(10)

(11)

LB=4 Fractional components correlated over all E, intervals within cach E, interval

— 17_
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F AN Fo, b 1X: ) (Y Fr, 1y 0¥y 1)
)=k§ kvé xy. 1V, 146, 1 1,2.;‘ xy, 1Wn, 1' 4, 1! (12)

bdy

cov(X,, ¥,

LB=5 Relative covariance matrix components

Z F xyik, k‘¢a. kxc, k¢n.k’ Yuu

(13)
COV(XG, YH) - kG, k'eH
b,

4. Processing Codes Available in the world

In Table 4.1 currently available processing code for ENDF/B are given®.
In JAERI we developed our processing system” for ENDF/B-5 format data, adopting PUFF-
2¥ code and ERROR® module in NJOY system. We adopted working format of covariance
data for broad group is COVERX™. Processing outline is shown in Fig. 4.1 and a sample of
processed output is shown in Fig. 4.2.

In Table 4.2 group averaged covariance data generally are available from data centers®.
These ready made data sets are completely application oriented, for examples fusion blanket
/ shielding studies, PWR dosimetry, oil well logging and FBR reactor benchmarks. And these
data are rather old, you must pay attention when you use.

5. Problem of ENDF/B-5 and -6 Format
For ENDF/B-5 format, following drawbacks are pointed out from several users'™,
1. no data given for File-4 (Angular distribution) and File-5 (Energy Distribution),
i.e., secondary angular / energy distribution,
2. incapable of including the correlation between v at 2200 m/s and fission cross-section,
3. processing was unnecessarily complex.

In ENDF/B (including B-5 and B-6 format) data specification, no covariance
information in the file does not mean no existing correlations. In applications, this indication
is very important to distinguish the two situations. Explicit indication is required for no
correlation to some particular reactions.

For ENDF/B-6 format, following probiems are reported';
1. LB=6 sub sub-section in file 33
There is no easy way to find out whether one specific reaction is used in some sub-section
unless whole file scarch is applied. If information on covariances between reactions is
created/modified, the data have to be stored/updated always in the files of both reactions.

2. NC type sub-subsection in File 33
In some case, where accurate cross-section measurements were made such as total(MT=1),

usage of NI type sub-subsection is recommended, i.c., independent from summed up one.
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Mixed use of NI and NC should be permitted for particular MT case. Candidates are given
in Table 5.1. Updating the existing covariance matrices it is necessary not to miss any
implicitly existing correlations.

6. Comments on Covariance File Compilation of JENDL

Now we are just the point to make our decision whether to develop a covariance file
for JENDL, in which we have no data up to now. One of the main reasons of this meeting
is to get a consensus to make a JENDL covariance file. As seen from the nature of the
uncertainty file and the characteristics of the covariance file, the covariance file directly
reflects the evaluation process of JENDL. Then, if covariance information is treated once, all
existing correlation have to be taken into account and updated to keep the integrity of the
whole system. This means, once covariance matrices introduced in the =valuated nuclear data
file, update to any one data should be made on this system to keep the consistency between
data. Such a system must be very complicated. But if the system maintained correctly, all
information can be manipulated mechanicelly. These task should be very expensive one, in
some case it takes much time than the original evaluation efforts if all the evaluation process
retraced again. But users needs are very keen. If the decision is "go" then evaluators should
know well the problem of covariance file stated in the previous section.

For the practical compilation of covariance data, following advises are raised according
to the fundamental requirements of evaluated data file**;
1. Use Filel comment section to identify what covariances are involved explicitly,
2. To limit the propagation of interrelation of covariances, correlation below the negligible

amount (ex. lower than 10%) should be neglected.

3. Identification and minimization of correlated uncertainties should be made.
4. Decreasing statistical uncertainties much below the level of correlated uncertainties is no

good strategy.

7. Summary
Processing methods for broad group covariance data in ENDF/B format were described

briefly. Outline of covariance file, FORMAT, available processing codes, and processed data
generally available were also described. Encountered problems from the processing of
ENDF/B files were reviewed. Comments on the strategy for the compilation of JENDL
covariance file in future were made.
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Table 3.1 Analogies Between File 33 Covariances Within One Section and
Experimental Uncertainties

File 33 Experimental Energy Dependence

short-range statistical Rapid variation

medium-range Detector Efficiency
Multiple Scattering Slowly varying
In/Out Scattering

long-range Geometry
Flux More or less constant
Background
Normalization

Table 4.1 Processing code for covariance data of ENDF-B

code comments

NJOY91: most widely used code for processing evaluated
covariance data into a multigroup form

ERROR module: multi group processing

COVR module: format transformation and data

compression to the compact BOXR
format.
PUFF-2: B-5 FORMAT
(COVERX FORMAT output)

UNC 32/33: B-5 FORMAT
(Resonance parameter uncertaintics)
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Table 4.2 Group Averaged Covariance Data

data comment

COVERX format: FORSS system
with service module
very compact and convenient for users

COVERX: multigroup covariance library for reactor
applications.

COVFIL: neutron cross-section & covariances for
sensitivity analysis.

DOSCOV: 24 group covariance data library from B/V for
dosimetry.

SENPRO/45C: multigroup sensitivity library for fast &
thermal reactors.

VITAMIN J/COVA: covariance matrix data library for
uncertainty analysis.

GRESS: the general purpose tool for perturbation.

FORTRAN precompiler with differentiation
enhancement.

automatic sensitivity study can be made.
specify sensitivity to be requested.

Applied to: neutron transport, nuclear model code

Table 5.1 Redundant reactions

MT reaction

1 total

3 nonelastic

4  inelastic

18 total fission
103 p (600-649)
104 d (650-699)
105 t (700-749)
106 He-3 (750-799)
107 alpha (800-849)

Those MT reactions are defined by sum-up of relevant reactions.
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— Section

] (MAT,33,MT) indicates covariance of (MAT,3,MT) |

Subsection NL
single covariance matrix

(MAT,3,MT) and (MATI1,3,MT1)
==> (MAT,MT;MAT1,MTI)

—— Sub-subsection

r independent contribution i.e., component ]

NC-type
some or all of the contribution
described by the other subsections
in the ENDFB

energy rage E1 E2 (never overlap)

LTY
0: Derived Redundant Cross Section
1:2:3 Derived by Ratio Measurements

If MAT,3,MT) derived from El to E2
by ratio to standard in (MATS,3,MTS).

type-1 (MAT.MT;MAT.MT) for (MAT,3,MT)
type-2 (MAT,MT;MATSMTS) for (MAT,3.MT)
type-3 (MATS,MTS;MAT.MT) for (MATS,3.MTS)

Nl-type

To give explicitly the various components of the
covariance matrix

LB=0 Absolute components only correlated within

cach Ek interval

=1 Fractional components only correlated within
cach Ek interval

=2 Fractional components correlated over all Ek

=3 Fractional components correlated over Ek
and E! interval

=4 Fractional components correlated over all

El interval within each Ek interval
=5 Relative covariance matrix components

|

Fig. 3.1 FILE 33 (Covariance for Cross-sections) structure
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COVARIANCE PROCESSING SYSTCM

> purr2
w COVERX
FMT
NJOY —
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' , Y
i ERRORR ]
]

: ' COVCOND
]
: COVR 1

1 : ¢

Fig. 4.1 Covariance processing system of JAERI
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2.3 Experience on Preparation of a Covariance Library for the NEUPAC Code

T. Iguchi
Department of Quantum Engineering and Systems Science,
University of Tokyo
Hongo 7-3-1, Bunkyo-ku, Tokyo 113

Some comments are given for making group averaged
covariance matrices through an experience of preparation of a
dosimetry cross section and covariance library for the spectrum
adjustment code, 'NEUPAC'.

1. Introduction

Neutron dosimetry using activation detectors is often used to
measure neutron fluence, neutron energy spectrum and related
nuclear transmutation rates in heavy neutron irradiation
environments. This method utilizing several kinds of activation
reactions with different energy responses needs a well-evaluated
activation cross sections, that is, 'Dosimetry File'. In particular,
their covariance data are indispensable to spectrum adjustment
(or unfolding) techniques based on probabilistic statistics, which
are the most preferable in the activation method.

Here are given some comments through a work experience of
making group averaged covariance matrices for one of the
spectrum adjustment code, 'NEUPAC'[1].

2. Methods for making group averaged covariance matrices

When the evaluated covariance files, such as ENDF/B-V, IRDF
etc., are available, two kinds of methods are adopted to make
group averaged covariance matrices; one is called 'COVRX,' or
revised 'COVSIG', which uses a transformation matrix T from i
group covariance matrix Cj to m group Cpy (='TC;T), keeping
reaction rate unchanged(2). The other is 'ERRORR', which is one of
the modules in NJOY system[3]. Using the group flux ¢j and
covariance data Zj on the union energy grid synthesizing the
user's grid with the original file's one, the covariance matrix is
made in an arbitrary energy group structure.
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In a very rare case that there is no covariance data in the files,
the diagonal elements in a covariance matrix, that is, the variance
of cross section curves was roughly estimated by eyesight on
some figure and the gaussian correlation was assumed as follows;
Cov(oj,0j) = Aosysz + PijjAcjAcj, Pjj = (1-6) §jj + 9 expl-(i-j)2/2y2),
where Aogys : Systematic uncertainty component

Acj, AGj : Estimated diagonal uncertainty components of i and

Jj group cross sections, respectively

Pij : Gaussian correlation matrix function
0,v: Index parameters giving group correlations.

3. Validity check on prepared covariance matrices
The experimental data of reaction rates in standard neutron
fields, that is, the measured spectrum averaged cross sections arc
very useful to check the validity of the prepared covariance
matrices. The statistical testing such as x2 test and 3¢ test are
prefc:rablyN used, in which the following quantity is evaluated;
x2 = L3 (RYP - REVZART™2 + (ARF2)
i=1
and
'R?XP -R icall < 3[(AR?"’)2 + (AR«i:nl)Zl 172
Another advanced approach is the adjustment of the originai

covariance matrix by using a set of the spectrum averaged cross
sections R; of the same reaction type in different kinds of

standard neutron fields bij» of which relation is expressed as;
RUT £ ARY™ = 3 (03 £ A0ylo;
)
i: the suffix for different neutron fields,

j: the suffix for energy group
The solutions after adjustment of the original cross section data 6

and its covariance matrix Mg are formally given by,

Gadj = Oo + Mg!A(AMg!A + MR)"!(R - Acg)

Madj = Mg - Mg'A(AMg'A + MR) 1AM,

where (Mg)gk = AGgoAGgo, (MR)ij = ARjAR; and (A);j = ¢3j.

To make good use of this procedure, the data base of the
measured spectrum averaged cross sections in as many different
neutron fields as possible should be systematically constructed.
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4. Summary

The dosimetry cross section and covariance libraries for the
NEUPAC code has been so far prepared in 103 and 135 energy
group structures mainly from the ENDF-B/V and IRDF-82
dosimetry files, and a new version of the library is now being
made from the JENDL dosimetry file[4]. It seems, however, that
the following problems still remain unclear;
(1) Theoretical backgrounds in transformation of energy group
structure of covariance matrices, in particular for the uncertainty
estimation when the transformed group width becomes smaller
than the original one,
(2) Evaluation of cross section uncertainty in resonance region,
such as the validity of fitting with the Breit-Wigner formula,
correlation between different resonances etc.,
(3) Treatment of correlations between cross sections obtained
from relative measurement to a common standard, which should
be clearly distinguished in uncertainty propagation when making
covariance files,
(4) Uncertainty estimation due to group averaging of cross section
data with weighting spectrum ¢(u), where a large correlation may
occur between group averaged cross sections through the
uncertainty of the weighting spectrum A¢(uj)aé¢(u?).
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3. Evaluation Methods of Covariance Data

3.1 An Experience of Preparation of Covariance Matrices for the Simultaneous

Evaluation of Heavy Nuclide Cross Sections

T.Murata
Nippon Nuclear Fuel Development Co.
Oarai-Machi, Ibaraki-Ken. 311-13, Japan

Preparation of covariance matrices for experimental data is
described briefly,and the standard deviation and covariance
matrix of the simultaneous evaluation are presented.

The simultaneous evaluation of neutron fission cross sections
of U-235,U-238,Pu-239,Pu-240 and Pu-241, and neutron capture
cross sections of U-238 and Au-197 were performed in 1984-85 as a
preliminary evaluation for JENDL-3 /1/. Covariance matrices of
the experimental data were required and were estimated by the
evaluators of each elements on the same procedures which were
discussed and determined by the working group members (%).
Details of the estimation procedure were already reported at the
1984 Seminar on Nuclear Data and described in reference /2/.

In short, partial errors of the measured data of the cross
sections, fission ratios and so on were classified into three
groups; strong, medium and weak correlation between different
incident neutron energies. These groups were assumed to have
correlation of 100 %, 50 ¥ and 0 %,repectively. In case of no
partial errors were given in the experimental papers, estimation
of the partial errors was made by dividing the total errors of
the experimental data, considering the adopted techniques of the
measurement

Thus obtained correlation matrices of the each experiments
were utilized to process the cross section and ratio data with
the least squares computer program developed by Uenohara and
Kanda /3/. About 75 data sets and several thousands data points
were manipulated simultaneously. The evaluated cross sections
and their standard deviations are shown in Fig.1 for some
reactions. Figure 2 displays the parts of the evaluated
covariance correlation matrices which correspond to the cross
sections shown in Fig.l1l. The total correlation matrix has size
of 245 x 245, and has correlation more than 50 X, in some energy
regions, between different quantities such as fission cross
sections of U-235 and Pu-239.

References
/1/ Kanda,Y.et al.: Proc.Int.Conf.on Nuclear Data for Basic and

Applied Science (Santa Fe,1985),p.1567
/2/ Murata,T. : JAERI-M 85-035 “Proceedings of the 1984 Seminar

on Nuclear Data", p.131
/3/ Uenchara,Y. and Kanda,Y. : "Nuclear Data for Science and

Technology". Proc.Int.Conf., Antwerp(1982), p.639

(%) Y.Kanda.VY.Uenohara(Kyushu Univ.)., T.Nakagawa, Y.Kikuchi, Y.
Nakajima(JAERI), H.Matsunobu(SAEI), T.Murata, M.Kawai(Toshiba)
Present address: Y.U.(Toshiba Nucl.Eng.Lab.), T.M.(NFD)
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3.2 Covariance Matrix Calculated from Nuclear Models

T.Kawano, K.Kamitsubo{, T.Iwamoto, and Y.Kanda
Department of Energy Conversion Engineering,
Kyushu University
6-1, Kesuga-kouen, Kasuga-shi, Fukuoka 816, Japan

Abstract : A production method of a covariance matrix from a nuclear model
calculation is described. An optical model is used to estimate the covariance
matrix of the 54Fe total cross section, and a Hauser-Feshbach and a precom-
pound models are used for the covariance matrices of *4*®Fe(n,p) reaction
cross sections. These matrices are calculated from the uncertainties of level
density parameters, a precompound parameter, and the optical potential pa-
rameters for neutron, proton, and a-particle. The neutron optical potential
parameters and their uncertainties are evaluated from the experimental total
and elastic scattering data, while the other parameters and their uncertainties
are evaluated from the experimental **¢Fe(n,p), (n,a), (n,2n), (n, Xp) and

{n, Xa) reaction cross sections.

1.INTRODUCTION

A covariance matrix accompanied with an evaluated nuclear data depends on a
nuclear data evaluation method. In a case of a curve-fitting method, one must search the
best values of parameters which characterize the fitting curve. Once the parameters and
their uncertainties are obtained, one can estimate the covariance matrix accompanied
with the evaluated curve by means of the principle of error propagation. The derived
covariance strongly depends on the character of the fitting curve, and it usually gives
strong correlations among the evaluated data even though there are no correlations
among the used experimental data.

Since the fitting function is a nuclear model calculation in the nuclear data evalua-
tion, the estimation of the evaluated data and their covariance is equivalent to the search
of the proper model parameters which characterize the nuclear model calculation. The

t present address : Trading Systems Development, Nomura Research Institute, Ltd.
Nihonbashi, Tokyo 103, Japan
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nuclear model parameters are physical quantities and they usually are not free. How-
ever, we can regard the parameters as adjustable within a certain acceptable limit. The
acceptable limit to variation of the parameters is given by e priori knowledge, theoreti-
cal consideration and/or experimental information about the parameters, and it can be
expressed as the prior covariance matrix of the parameters. When the nuclear model
calculation is fitted to the experimental data, an uncertainty of the model parameters
are determined according to the prior covariance of the parameters and the covariance
of the experimental data. This uncertainty of the model parameters brings some uncer-
tainties to the evaluated nuclear data, and the covariance matrix of the evaluated values
can be generated. The uncertainty of a certain model parameter propagates into the
different calculations, then the uncertainties in the evaluated data are correlated each
other.

In this paper, we show the derivation method of the covariance matrix from the
nuclear model calculation. An optical model, a Hauser-Feshbach model, and a precom-
pound mode] are used to the nuclear data evaluation of neutron induced reaction cross
sections of 4% Fe, The parameters and their uncertainties of the nuclear models are

estimated from a priori knowledge about the purameters and the experimental data

concerned.

2.CALCULATION METHOD

In order to make a covariance matrix, one must search suitable parameters to the
experimental data, and also evaluate uncertainties of these parameters. This is achieved
with a parameter estimation method based on a Bayes theorem!!],

The paraneter estimation is carried out by the following equations,

z), =z9+PC'V ! {y - f(z))

= 2o + XC'(CXC' + V) " (y - f(z0)). (1)
P=(X"'+cC'Vv-iCc)™
=X - XC'(CXC' + V)~'CX, (2)

where ® = (z1,72,...,7m)" is & model parameter vector, ¥ = (y1,¥2,-.-,¥n )’ is an
experimental data vector, V is a covariance matrix of the experimental data, and ma-
trix C is a sensitivity matrix which is obtained by numerical derivatives of the model
calculations around the parameters. We assume that distribution of the vector = is
a m—dimensional nonnal distribution with (#) = ®g, and {(z — z¢),(z — zq)") = X,

where @ 1s a prior parameter vector.
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Equations (1) and (2) give a posterior parameter vector ; and -.s covariance
P. The covariance P contains the information of the experimental data and a prion
knowledge about the model parameters. A covariance matrix of evaluated nuclear data

M is calculated with the posterior covariance P by a principal of error propagation,

M = CPC". (3)

3.RESULTS AND DISCUSSIONS

3.1.0ptical Model

The optical model gives a total cross section, an elastic scattering cross section
and its angular distribution. The covariance matrices of these cross sections can be
estimated with uneertainties of the optical potential parameters.

In the energy range 1 < E, < 20 MeV, calculated cross sections - total, and
the angular distribution of the elastically scattered neutzons  with a geometry-fixed
optical potential are sometimes insufficient to reproduce the experimental data. Then
we estimated the optical potential parameters for "5*Fe with an energy-dependent-
geometry from the experimental data of the clastic scattering cross sections!?34-%, and
the total cross sections!®® 7. The estimated optical potential parameters are expressed
by volume integrals per nucleon 7. anl J, where J,, = (‘-}T"}fooo{ V(r), W(r)}ridr,
and they are shown in Fig. 1. In this figure, the symbols are derived values from the
experimmental data. We fitted a linear function of the neutron energy E,, to the estimated
parameters. The solid line in Fig. 1 is J, for **Fe, the dotted line is J, for "*Fe. The
strength of the imaginary potential J,, is identical to **Fe and **Fe. Comparisons of
the calculated angular distribution of the elastic scattering with these J, and J,, at
E, =9.94 and 20 McV are shown in Fig. 2.

The covariance matrix of the total cross sections is produced from the uncertainties
of J,, Ju, and the geometrical parameters (radius and diffuseness). The calculated
covariance matrix of the " Fe total cross section is depicted in Fig. 3. In this figure, z-
and y-axis are neutron energy, z-axis for the left portion is a correlation coefficient, and
the right portion is a relative uncertainty(%) of the cross section. The calculated total
cross section with the optical model is characterized by the optical potential parameters,
and these parameters are used for over a wide energy range. Then the uncertainties of
the parameters propagate to the wide energy range of calculations. As seen in Fig. 3, the

correlation exists between the different energies though the difference of these energy is

wicdle.
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3.2.Hauser-Feshbach Model

Particle-emission-reaction cross section such as (n,p), (n,a), and (n, 2n) reaction
is calculated with the Hauser-Feshbach and the precompound models. The important
quantities in these models are, optical potential parameters for neutron, proton, and
a-particle which generate a transniission coefficient, a level density parameter, and a pre-
compound parameter. These parameters are estimated from experimental %4 3¢Fe(n. p),
(n.a), and (n.2n) reaction cross section data including additional (n, Xp) and (n. X o)
data. The cross sections are calculated from 5 MeV to 20 MeV at intervals of 1 MeV,
and we use a linear interpolation between the calculation points.

The optical potential parameters for neutron were determined from the experimen-
tal data described in the last section. We take the global optical potential parameters
of Perey’sl®] for proton and Lemos!® for a-particle. The prior level density parameters
are taken from Gilbert-Cameron!'?).

First, we fix the optical potential parameters and the precompound parameter. and
we estimnate the level density paramneters only. The prior covariance matrix X is prepared
with the assumption that the uncertainties of the level density parameters are 5 %. and
there are no correlation among the paranieters. The cstimated level density parameters
are indicated as “Posterior 1" and they arc shown in Fig. 4. The calculated 343%Fe(n, p)
reaction cross sections with the prior and the posterior parameters are shown in Fig. 5.
As shown in the drawing of 36Fe(n. p) reaction, the calculated cross sections with the
posterior parameters above 15 MeV disagree with the experimental data. In these
energy range, two particles emission can be possible, however an excitation energy of a
residual nucleus after two particles emission is low. Then a transition from a continuum
to a discrete level is dominant after the first proton is emitted, and the level density
of the residual nucleus is insensitive to this probability. In order to solve discrepancies
between the calculation and the experimental data above 15 MeV, it is required to
include the other parameters that have influence upon the cross section calculation.

We regard the real and imaginary potential depths of the global parameters for
the charged particles (Perey and Lemos) as prior parameters to be estimated. The
potential depths are expressed by a first order polynomial function, V = Vp -V E,W =
W, + W, E. We include the Vj and W, in the parameter estimation. In addition, the
precompound parameter K' in Ref. 11 with the value of 120 is included in the estimation.
We give the uncertainty of 5 % for these parameters, while the uncertainties of the level
density parameter are 30 %.

The deviations of the potential depths and the precompound parameter between
the prior and the posterior values were less than 1 % except for the real depth of proton,
that was reduced 9.1 %. The estimated level density parameters are also depicted in
Fig. 4 (Posterior 2). The calculated cross sections with these parameters are shown in

— 35 —
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Fig. 5. The reproducibility of the experimental data is improved in comparison with
the calculated cross sections with “Posterior 17 parameters, as seen in Fig. 5.

The covariance matrix is calculated from the covariance matrix of the posterior
parameters {posterior 2) as well as contribution of the uncertainties of the neutron
optical potential parameters. The final covariance matrices for ***¢Fe(n. p) reaction are

plotted in Fig. 6.

4.CONCLUSION

A production method of 2 covariance matrix from a nuclear model] calculation was
sumimarized.

Uncertaintics of nentron optical potential parameters were estinated from the ex-
perimental total and elastic scattering cross section data. The covariance matrix of
$*Fe total cross section was calculated from the uncertainties of the neutron optical
potential parameters. The covariance matrices of *#%Fe(n, p) reaction cross sections
were calculated from the uncertainties of the level density parameters, the precompound

parameter, and the optical potential parameters for charged particles and neutron.
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3.3 Covariance Analysis of Experimental Data

Katsuhei Kobayashi
Rescarch Reactor Institute, Kyoto University
Kumatori-cho, Sennan-gun, Osaka 590-04 Japan

Abstract: Making usc of activation data for the cross scction measurcments, it has been
demonstrated how the covariance matrix of the data can be gencrated. A procedure for
combining the data has been also illustrated using the covariance matrix by means of
numerical examples taken from three cxperimental values to obtain an cstimatc of the

best valuc.

INTRODUCTION

Although the concept of experimental crrors and their propagation is well known, it
would scem that the practical treatment of the cxperimental data is not always cnough for
the aspect of reactor dosimetry and calculations'?, becausc all of the data information arc
not often taken into account in the crror analyses. In order to propagate the unccrtaintics
in the input data, it is nccessary to obtain all of the partial derivations of the cxperimental
results. Until reccntly, this task has not been carried «ut, sometimes neglecting the
covariance matrix which includes all of the unccrtainty information in the cxperimental
data.

The first introduction of the covariance matrix was made aiming at improvement of
the reactor dosimetry” and ncutron spectrum adjustment with activation data®¥. In thesc
days, much intcrest has been paid to the gencration of covariance matrix™* and to the
evaluated data file with thc matrix®?.

The purposc of this paper is to demonstrate how to gencrate a covariance matrix in the
cxperimental data and how cxperimentalists should show the uncertaintics in their meas-
urements for the further evaluation to combince them by using the numerical cxamples.
A procedure to cstimate the best valve from the cxperimental data with covariance ma-

trices is also described.

COVARIANCES OF EXPERIMENTAL DATA
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2.1. Covarianccs in Ratio Mcasurcment

An unknown cross scction is often determined by means of the rcaction rate ratio
mcasurcment rclative to a well-known cross section.  This procedure climinates the
mcasurcment of the absolute ncutron flux density.  The ratio of two cross section values
can be gencrally cxpressed as
Ri'=(’i/"j=P5/P,' ) )

j
where ¢, is a cross scction and P, is an unnormalized reaction rate given by

Ai
P,= - k() . )
N, i
Here, A, corresponds to the counting rate, g, is the detection cfficiency and N, the number
of the nuclei.  Each term of k(1) is a correction factor corrcsponding to thc measurcment.
Onc can obtain the following rclations by differentiating Eqgs. (1) and (2), respectively;
OR; = 0P, - P, ,
OP, = 0A, - 0N, - g, + Zdk(I) . 3)
Since there exists no corrclation between the unccrtainty clements, covariances of the
measurcd P, and P, arc as follows, using the respective corrclation cocfficicnt fis
<bP‘.ij>=<bAibA,.>+r‘.,.(e)<b£,.be,,>+r,.,.(N)<bN..bN,.>+Zr‘,.(l)<bk,.(l)bkj(l)>. )
The corrclation cocfficicnts arc derived from common paramcters cxisting in the data or
from relations between the data obtained previously”.  We determine the variances and
covariances in the ratio mcasurcments trom the following relations;
Var(R;;, R;)=<dR;; OR; >=<dPdP>+<dPbP >~2<dP 0P > , (5)
Cov(R,, R, }J=<0R ijI)R o> =<0P.OP_>+<d ijP n>—<bPibP“>-<ijme> . )

ij?

2.2. Corrclation Matrix

In order to understand how to producc a corrclation matrix from thc measurcd data,
for cxample, lct us consider the cxample shown in Table 1, which is based on the cxperi-
ment for the 22Cf spectrum—-averaged cross sections by Kobayashi and Kimura®. In the
mcasurcments, 2’Al(n,t)**Na and '"*In(n,n')!**™In rcactions werc taken as reference
monitors to the ZAl(n,p)?’Mg and #*Mg(n,p)**Na rcactions, respectively.  The resultant
ratio valucs were

o,{¥Al(n,p)}/0, {¥Al(n,a)} = 4.797
o,{¥*Mg(n,p)}/o,{In(n,n")} = 0.009651 .

In the first row of the table, nuclear rcactions arc shown corresponding to the two
irradiations. The crror componcent in cach row is indcpendent, and therefore uncorrclat—
cd cach other.  The uncertaintics of the A, arc rcgarded as being independent as the
counting statistics. The corrclations (a) arc from the determination of the detection cffi—

- 44
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ciencics. The correction of the gcometrical factor is the samc as for all mcasurements,
and so the corresponding uncertaintics show full corrclation (b).  The uncertaintics of the
back-scattcring correction arc different, but as the source of the back-scattering (room
walls) is the same, the quantitics must be assumed to be fully correlated (¢). The meas-

Table 1 List of the uncertainty componcnts.

Uncertainties Run-1 Run-2
(in %) due to| Symbol} 27Al(n,a) 27Al(n,p)|115In(n,n') 24Mg{(n,p)
No. 1 2 3 4

Counting Ay 1.6 2.0 1.0 3.2
statistics

Efficiency £y 1.06° 1.398 2.238 1.06®

Geometrical | kG 2.0b 2.0P 2.0P 2.0b
factor

Half life KTy 0.4¢ 0.5 0.8 0.4€

Sample Ny 0.14 0.14 0.1 0.2
weight

Back KBj 0.7¢ 1.0® 1.0® 0.7°
scattering

Irradiation kH; 0.3 0.5 0.4 0.3
& cooling t

Gamma-ray kS4 0.5% 0.5 1.0 o.st
attenuation

Gamma-ray kJ; 0.19 1.0 1.0 0.19
intensity

Others kR; 1.0 1.0 1.0 1.0

8corr(g;,£4)=1.00,
Corr(€1,€3)=Corr(€3,£4)=0.80,
Corr(sl,ez)=Corr(£2,€4)=0.94,

Corr(e,,£3)=0.95.

b,e : fully correlated,

c,f,g : fully correlated (same product nucleus}),
d : fully correlated (same foil).

a5 -



JAERI-M 94-068

urcments Run~-1 and Run-2 arc based on the mass determination of a common aluminum
foil, thercfore the correlation is 100 % (d). The product nucleus, #Na, is the same for
both rcactions 2’Al(n,ax) and *Mg(n,p), therefore all uncertainty componeats depending
on the common radioactive decay, half life and mass attenuation must be fully correlated
(cf,g). Table 2 shows dctailed calculation procedurcs with Eq. (4) considering correla-
tion cocfficicnts between the measured data, and the last column gives variance or covar~
iance valuc for cach <dP0P>.
When we apply thc measurcd data in Table 1 to Egs. (5) and (6), from Table 2, we
obtain
Var(dR ,, 0R ,) = 11.20
Var(dR,,, 6P;,) = 19.00
Cov(dR,,, 6R;,) = -1.39 .
Then, the covariance matrix is derived as
11.20 -1.39
-1.39 19.00
and the corrclation cocfficicnts arc
N, =y = =139/ { 11.20 x 19.00 }™¥ = -0.10 .
Finally, the result is derived as follows:

Ration valuc Standard deviation Corrclation matrix ( x100 )
o,{7Aln,p)}/a, {FAl(n,a)} : 4.797 3.35 % 100
o,{¥*Mgm,p)}/o,{"¥In(n,n)} :0.009651  4.36 % -10 10

If we do not take into account of the covariance data, cross terms in Eq.(4) will be disap-
pearcd, and the results are given as

<dP, dP,> + <dP, 6P,> = 9.69 + 13.69 = 4.86 %

<OP, 8P,;> + <dP, 0P > = 14.78 + 17.40=5.67 % .
In this casc, the cxperimental uncertainty becomes larger than that trcated with the covar-
iancc data. This mcans that all of thc information with thc mcasurement have not been
properly taken for the data analysis and that somc of thc important information have been

neglected.
LEAST SQUARES AND COVARIANCES

3.1. Least Squarcs Procedurc
In the crror analysis taking account of cavariances between cxperimental data, the

— 46_.



Table 2 Calculation procedure of variance or covariance value for each <6Pi6Pj>.

5k
G ;.6 B .B T;.T IR, IR S¢.S IN ¢ IN

<IP‘IP1> “'i“j* <d kg ka>{<iki kas <dNg “‘j"h‘i“‘j’h"i J’xj)‘dki ij»Eki ij > b 2
¢“’1 [91, (quadratic sum of all uncertainty contributions) t  9.69
< 131 Jp,s 0.94x1.06x1.39 ¢ 2.0x2.0+0.7x1.0+ 0.1x0.1 t  6.09
< IP1 {P,>| 0.80x1.06x2.23 + 2.0x2.04 0.7x1.0 :  6.59
< Sri §P,>| 1.00x1.06x1.06 ¢ 2.0x2.0+ 0.7x0.7 + 0.4x0.44 0.3x0.3 & 0.5x0.5 ¢ 0.1x0.1 * 6.12
< 5?2 [ 228 = 13.89
< i?, §P;5| 0.95x1.39x2.33 + 2.0x2.0+1.0x1.0 s 7.9%
< 5P, dp,>| 0.94x1.39x1.06 ¢ 2.0x2.0+1.0x0.7 = 5.08
<H’3 1937 s 14,78
<« {Pydp,> | 0.80x2.23x1.06 + 2.0x2.0+ 1.0x0.7 = 6.59
< §p, 4P r 17.%0

990-v6 W-aV(
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derivation of the best cstimate associated with inverse weights of the variance—covariance
elements can be based on the Bayes theorem?. The method shows how one can combine
the vector P for the parameter estimates and covariance matrix M with the data D° and its
covariance matrix V to obtain a result P' which is more consistent with P and the new
data D°. A sct of the data is given by the vector D=(d.), and the clcments of which in our
case arc either d;=p; for a direct measurcment or -/, -pi/p'j for a ratio measurcment. By
applying the theorem, we obtain a new value of P and/or M, which we call P' and/or M',
which minimizes %? given by 9,
%% = (P-P") M~ (P-P') + (D°-D)! V1 (D°-D") , 7
where D' =D + G(P'-P) .
G is called the sensitivity matrix and the partial derivations are given as g,=d/p,. With
the definition N = GMG!, the solution of P' and M' is given by
P'-P = MG(N+V)"}(D*-D) , 8)
M-M'= MG(N+V)"'GM . )]

3.2. Data Evaluation by Lcast Squarcs

The least squares method is often used for cstimating the best valuc from scveral
mecasurements with weights inversely proportional to the variance and/or covariance
elements. We have sclected the numerical cxamples for three measurements and their
covariance matrix, as given in Table 3. The measured data were applied to the relations

Table 3 Numerical examples for three measurements with the covariance matrix

Run No. Measurement:D°  Covariance matrix (x 100) :V
1 4.797 11.20
2 4.892 4.64 19.14
3 4.936 464 4.64 2845

of Egs.(7)-(9), assuming that P and D arc cqual to ( 4.87 ) and that the uncertainties
should be rather larger by 8 %, i.c., M=( 64 ).

1 64 64 64
N=GMG'=| 1|(64)1 1 1)=|64 64 64
1 64 64 64].
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Eq.(8) can be written as

1 4,797-4.87
P-P=(64)(1 1 1) N+V )1 4.892-4.87
k4.936-4.87 ,
where,
64+11.20 64+ 4.64 64+ 4.64
N+ V =64+ 4.64 64+19.14 64+ 4.64
64+ 464 64+4.64 64+28.45/,
P'-P =-0.0230 .
Then, P'=4.847. M'is also derived from Eq.(9) as
1
M-M'=(64) 11 1)N+V)1 1)(64)
1

M' is easily obtained as 7.4506, and the uncertainty is 2.73 %. Onc can obtain 4.847+
0.132(2.73 %) as the final result. If we take the simple average value of three measure-
ments, the result is 4.875+0.215 (4.43 %), which is duc to the inappropriate treatment/
analysis neglecting the covariance data in the measurements.

SUMMARY

In this paper, it has been demonstrated how the covariance matrix can be generated
from the experimental data and used in the least squares method to combine the data to
obtain the best value, by showing the numerical examples. We would like to urge exper-
imentalists to report the uncertainties in their measurements in such a way that the covar-
iance matrix of their results can be generated. We also hope that the data compilers will
take into consideration of the valuable information for their compilations.
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3.4 Sensitivities of Nuclear Model Calculations and Parameter Covarilances

Keiichi SHIBATA
Japan Atomic Energy Rescarch Institute
Tokai-mura, Ibaraki-ken 319-11, Japan

Abstract
Sensitivities of cross—section calculations have been obtained for the neutron-induced
reactions on >6Fe and °Mn. The optical and statistical models were employed to calculate
these cross scctions. As for °Mn, covariances of the model parameters required as input to
computer codes were determined from the difference between model calculations and
experimental data. A covariance file for 5Mn has been made in the framework of File-30

of the ENDF-6 format.

L. Introduction

Nuclear model calculations have been widely used to evaluate neutron nuclear data.
In particular, multi-step Hauser~Feshbach codes cnable one to calculate all the necessary
cross sections up to an incident energy of 20 MeV. Existing neutron cross—section libraries
are to a large extent based on these calculations. Each evaluator makes much cffort to
determine the values of the parameters required as input to computer codes. It is however
difficult to know how the calculated results are sensitive to the parameters, since there are a
lot of parameters to be determined such as optical-mode! parameters, level density
parameters, giant-dipole resonance parameters for gamma-ray emission and the parameter
for the residual interaction in the preequilibrium mode.

A precompiler named GRESS!) was developed at ORNL to enhance FORTRAN
programs by adding the calculation of derivatives along with the original output. In the
present work, a multi-step Hauser—-Feshbach code TNG? was modified using the GRESS
code and was used to calculate the sensitivities of the neutron-induced reaction cross sections
of 56Fe and Mn. Furthermore, as for 5Mn, covariances of the model parameters were
estimated by using Zhao's method™ and a covariance file was made in the framework of File-

30 of the ENDF-6 format®.



JAERI-M 94-068

2. Sensitivity Calculation
2.1 Methods and procedures

The GRESS code modified TNG by adding the routines of the calculation of
derivatives with respect to input data. Calculated are the normalized sensitivitics which are
obtained by multiplying a derivative by its associate input parameter value and dividing by
the associated output value. A normalized sensitivity of 0.1 means that a 1% change in that
input parameter would induce a 0.1% change in the output.

The modified TNG code was used to calculate the cross sections of *Fe and SMn
together with their sensitivities. The calculated reactions are given as follows:

Reaction 1st step 2nd step
n + *SFc - n + %Fc n+y+ 6Fe

2n + 35Fe
n+p+ 55Mn
n+a+5C
pty+ S6Mn
p+n+5Mn
a+y+ 30
a+n+3%Cr
n+y+>Mn
2n + *Mn
n+p+ Mox
n+a+olV
p+Y+ 3o
p+n+3Cr

a+y+2v

- p+ 56Mn
- o+

n+3Mn - 1n+5Mn

- p+ 5oy

2R T N T T N A A A N A A A

- a+%y
- a+n+’ly

The input data to TNG were taken from the cvaluation work™® at ORNL. Cascade gamma—
ray emission was calculated for cach residual nucleus. The parameter for the residual
interaction in the preequilibrium process, which is refemred to as preequilibrium parameter

hereafter, was set to be 400 MeV?3 for 3Fe and 600 MeV3 for S*Mn.
Sensitivities were calculated with respect to optical-model, level density, giant—dipole
resonance and precquilibrium parameters. Conceming the optical-model parameters, the
sensitivities were also calculated with the SCAT-2 code”), and it was found® that the SCAT-
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2 results were in good agreement with the TNG ones. This means that there is no code
dependence on calculated sensitivities if the same physical model is applied.
2.2 Calculated results

The sensitivities of the total, shape elastic scattering and compound nucleus formation
cross scctions were calculated with respect to neutron optical-model parameters, i.c., depths,
radii and diffuscness for rcal and imaginary potentials. The calculated results of the 3SFc case
are shown in Figs. 1-6. It is found from the figures that the sensitivitics to the diffuscness
parameters are smaller than those to other parameters. The same tendency is scen in Fig. 7
for the total cross scction of 3Mn. Figures 8 and 9 show the first step Hauser-Feshbach
calculations of *’Fe. Real radius parameters affect the calculated cross sections considerably.

The cffect of the level density parameters were calculated on the neutron-, proton-
and a~cmission cross sections. Considered were a parameters, spin cut-off factors and
pairing~cnergy corrections for residual nuclei. As for the ncutron emission from 6Fe, its
cross scction is sensitive to the a parameters for 56Fe and ¥Mn, as scen in Fig. 10. Figure
11 indicates that the proton-emission cross scction is sensitive not only to the @ parameter
for its residual nuclei S®Mn but also to that for the target nucleus 3®Fc. This is also seen in
Fig. 12 where the sensitivity of the ssMn(n.p) cross scction is shown.

Figure 13 shows the scnsitivities of the sﬁFn:(n,n'y) cross scction to giant dipole-
resonance paramecters. The calculated cross scctions is not scnsitive to the paramcters.

Figurc 14 shows that thc cross sections arc not very sensitive to the preequilibrium
parameter. However, it is found from Fig. 15 that the higher cnergy part of neutron spectrum
is much influecnced by thc parameter. This phenomcnon is understandable by the

precquilibrium reaction theory.

3. Estimate of Parameter Covariances
3.1 Model parameters
It is important to sclcct thc paramcters which affect calculated cross sections
considerably. As a result of scnsitivity calculation, eight paramcters were chosen to make
a parameter covariance file, i.c., real well depth, real and imaginary radii for ncutron optical
potentials, real radii for proton and a~particle potentials and lcvel density parameters a for
55Mn, 3°Cr and °2V. The valucs of the parameters mentioned above are given as follows:
rcal depth for n 49.747 McV
rcal radius for n 1.287 fm

,_53,_..
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imag. radius for n 1.345 fm
real radius for p 1.250 fm
real radius for a 1.644 fm
a for ¥Mn 7.410 Mev~!
a for *3Cr 8.550 Mev~!
a for 32V 7.955 MeV~!

3.2 Covariances of model parameters
Covariances of the model parameters were determined from the difference between

model calculations and experimental data, as described by Zhao et al) The following
experimental data were taken into account to deduce parameter covariances:
Total cross section
Foster, Jr. and Glasgow”
(n.2n) reaction
Menlove ct al.'?
Ikeda ct al.!!)
Lu-Hanlin ct al.}?
(n,a) reaction
Gabbard and Kem!®
Bormann ct al.'¥
Bahal and Pcpelnik‘s)
Fischer et al.!6)
Zupranska et al!?
Vinska and Rieppo!®
(n.p) reaction
Smith!?
Ikeda et al.!V)
Bormann et al.2®
The (n,p) cross section of >1V was substituted for that of *Mn, since there were not enough
data points on this reaction to deduce covariances.

The correlation matrix thus obtained is listed in Table 1. Cross-section covariances
were calculated from these parameter covariances. The variances of the (n,2n) and (n,p) cross
sections are shown in Figs. 16 and 17, respectively. The parameter covariances as well as
sensitivities were stored in File~30 of the ENDF-6 format®).
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4. Concluding Remarks

Sensitivitics of nuclcar model calculations were obtained for the ncutron—induced

reactions on >5Fc and 3*Mn. The multi-step Hauser-Feshbach code TNG was used to

calculate cross sections together with their sensitivities to input paramcters. As for S5Mn,

covariances of cight paramcters were cstimated, and a covariance file was created in the

framework of File-30 of the ENDF-6 format.

Y]
2)

3)

4)

5)

6)
7

8)

9)
10)
11)

12)
13)
14)
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Table 1 Correlation Matrix

o(%) V., RV, RW, RV, RV, a, a, a,

V, 61 1.000
RV, 3.7 -0.991 1.000

RW, 82 -0.833 0.762 1.000

RV, 6.6 -0.384 0.368 0.386 1.000

RV, 102 -0.325 0.300 0.379-0.240 1.000

a, 39 -0.290 0.250 0.419-0.286 0.214 1.000

a, 8.1 -0.461 0.422 0.558 0.764-0.187 0.281 1.000

a, 8.1 -0311 0.285 0374-0.196 0.780 0.148-0.175 1.000

h-]

o(%)= Standard deviation
V, = Real well depth for neutron potential

RV, = Real radius for neutron potential

RW, = Imaginary radius for neutron potential
RV, = Real radius for proton potential

RV, = Real radius for a-particle potential
a, = a parameter for SSMn

a, = a parameter for Scr

a, = a parameter for Sy
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Fig. 7 Sensitivity of total cross section of **Mn to neutron optical potentials
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RWN=imaginary radius, AWN=imaginary diffusencss
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Fig. 8 Sensitivity of *Fe(n,n) cross Fig. 9 Sensitivity of *Fe(n,a) cross sections
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AVA=real diffuseness
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Fig. 10 Sensitivity of *Fe(n,n’) cross sections Fig. 11 Sensitivity of *Fe(n,p) cross sections
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Fig. 12 Sensitivity of **Mn(n,p) cross sections
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For other symbols, see the caption of Fig. 7.
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4, Utilization of Covariance Data

4.1 Utilization of Cross-section Covariance Data in FBR Core Nuclear Design

and Cross-section Adjustment

Makoto ISHIKAWA

Power Reactor and Nuclear Fuel Development Corporation (FNC)
4002, Narita-cho, O-arai-machi, Ibaraki-ken 311-13 JAPAN

Abstract

In the core design of large fast breeder reactors (FBRs), it is essentially
important to improve the prediction accuracy of nuclear characteristics from the
viewpoint of both reducing cost and insuring reliability of the plant. The cross-
sectior: errors, that is, covariance data are one of the most dominant sources for
the prediction uncertainty of the core parameters, therefore, quantitative
evaluation of covariance data is indispensable for FBR core design. The first
objective of the present paper is to introduce how the cross-section covariance
data are utilized in the FBR core nuclear design works. The second is to delineate
the cross-section adjustment study and its application to an FBR design, because
this improved design method markedly enhances the needs and importance of the
cross-section covariance data.

1. FBR Core Nuclear Design
1.1 Outline

In the FBR field, a number of core critical experiments have been performed
and analyzed as reactor physics benchmarks or engineering mock-ups for reactor
design. Our basic policy of current design work is to make maximum use of those
integral experimental information in the evaluation of both design nominal
values and their prediction errors. Figure 1 shows a conventional calculational
flow which has been used in FBR design works. Points to be noted in the
procedure are: (a) the nuclear data used in the design calculation should be
sufficiently verified and reliable, and identical to those used in the critical
experimental analysis, (b) the analytical method of the design calculation ought
to be as accurate as possible and almost equivalent to those of the critical
experimental analysis, and (c) the calculational values are corrected by the ratio
of the corresponding experimental value and the analytical value of the critical
experiments, i.e., C/E values.
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Uncertainty evaluation of the design nominal values are one of most crucial
aspects in the design work. The sources of the design prediction errors can be
classified by following components: (a) errors of the cross-section set used in the
reactor core calculation, (b) approximations of analytical modeling like pin
heterogeneity treatment or neutron transport effect, and (c) uncertainties of
design specifications caused by fabrication tolerance, fuel compositions, reactor
core temperature and so forth. Furthermore, when critical experimental
information is applied, additional error sources must be considered: (d)
experimental and analytical errors of the critical experiments, and (e) differences
between the critical experimental cores and the design core such as plate/pin cell
structure, fuel composition, reactor core size and shape, etc. All of these error
components should be evaluated by analyzing those contents in detail and by
quantifying the values with a consistent manner.

1.2 Design Nominal Values and Their Errors

We here consider three methods about how to reflect the integral experimental
information to a design core: (a) no use of integral data, (b) the E/C bias method,
and (c) the cross-section adjustment method. The evaluation of the prediction
accuracy by each method is based on the matrix formulas derived by Takeda et
al'. The cross-section covariance data play an important role in either design
method as seen below,

(a) No-Information Method

If no integral information from critical experiments is used, we call it "no-
information method” here for convenience, the design nominal values, Rc"?, i.e.
best-estimated values of core characteristics are merely calculational values,
Rc?, using a basic cross-section set, To, where the superscript "(2)” designates the
design target core:

Rc"® = Rc®(To) (1.1)

The error, V, of design nominal values is a simple summation of cross-section
errors and analytical errors. The cross-section covariance is connected with
prediction errors of nuclear characteristics by multiplying sensitivity coefficients:

V[Rc'(2l] - G(2)MG(2)l+Vm(2) (1.2)
where M: covariance of a basic cross-section set To,
G: sensitivity coefficients defined by (dR/R)/(da/q),
Vm: analytical errors of integral parameters Re.

The analytical errors of the design core, Vm'®, should include uncertainties of
design specifications as mentioned above. Naturally, any errors concerned with
critical experiments do not appear in Eq.1.2.

(b) E/C Bias Method
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When the E/C bias method is adopted, the design nominal values are expressed
as follows, where Re'™ designates experimental values of core characteristics and
the superscript "(m)” means a mock-up experimental core.

Rc™? = Rc?(To) X [Re'™YRc™] (1.3)

Equation 1.3 assumes implicitly that the experimental values are close to true.
On the other hand, the error of design nominal values by the E/C bias method is:

V[Rc"?] = AGMAGt+Ve™ + AVm (1.4)
where AG = G -G": difference of sensitivity coefficients,
Ve'": experimental errors of a mock-up core,
AVM = Vm™+Vm'? - Vm'™2' . Vm'™2%:  contribution of
analytical errors remaining after the bias operation, where the
superscript "(m2)" designates the correlation between the mock-
up and design cores.

The first term in the right side of Eq.1.4 shows the contribution of the cross-
section covariance, which is expected to be small when the mock-up core is a good
copy of the design core. The second term, i.e. the experimental errors, appear as
an additional contribution compared with Eq.1.2. The third term is related to
analytical errors and can be reduced if their correlations are positive between
both cores.

{c) Cross-Section Adjustment Method

Figure 2 shows the flow diagram of adjustment method compared with the E/C
bias method. Similar to the no-information method, the design nominal values of
the cross-section adjustment method are simply calculational values got by the
adjusted cross sections, 1"

Rc"? = Re?(T") = Re'?(To) + G(T’ - To) (1.5)

The right side of Eq.1.5 indicates the nominal values of the adjustment method
can take into account the difference of sensitivity between experimental cores and
a design core. Using the superscript "(12)” as the correlation between a group of
experimental cores and a design core, the error of design nominal values by the
adjustment method is expressed by:

V[Rc"”] - Gr2)M'G(2n+ me . NVm“z’ _ Vmuant (1.6)
where M’: covariance of the adjusted cross-section set T"
N= GlleG(l)l[Gll)MG(l)t+ Ve‘“+Vm”']"

The definition of T' and M’ is shown in the next section. Significant difference
in the adjustment method from the E/C bias method appears for the first term in
the right side of Eq.1.6, that is, the contribution of cross-section errors. The
improvement of prediction accuracy by the adjustment method arises from the
reduction of cross-section covariance (M—M’') compared with the no-information

—- 66 —
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method. On the other hand, similarity of sensitivity (G— AG) is the improvement
mechanism in the case of the E/C bias method. The second to fourth terms of
Eq.1.6 are related to analytical errors and can be small like those of the E/C bias
method if their correlations are strongly positive.

2. Cross-Section Adjustment
2.1 Theory

The idea of cross-section adjustment is based on the Bayesian parameter-
estimation method, that is, the probability that a cross-section set, T, is true
should be maximized under the condition that integral information, Re, is
obtained. The theory of cross-section adjustment had been developed by a number
of investigators??, and the equations for adjustment were finally compiled in
comprehensive matrix forms by Dragt et al®. The fundamental assumptions for
the formulation are: (a) all kinds of errors have statistical Gaussian distributions,
and (b) integral parameters are linear with respect to cross-section changes. The
cross-section set after adjustment, T, is derived using the least-square technique

and expressed bhy:

T = To+MG"G"MG*"+ Ve'''+ Vm'"'[Re - Re(To)) (2.1)
The covariance of the adjusted cross-section set, M’, is rewritten as:
M=M- MG“"{G”’MG""+Ve‘“+Vm”']“G”’M (2.2)

In these equations, the evaluation of the covariance matrix, M, is possible to
greatly affect the adjusted results. Figure 3 demonstrates the importance of
correlation factors using a very simple model. This system consists of only two
nuclear characteristics and three cross-sections. If a strong correlation is
assumed between cross-section 1 and 2, the adjusted result is found quite different
from that of reference case where no correlation exists in the covariance.

2.2 Data for Adjustment

Table 1 summarizes data used in the present adjustment study. The detail of
each data was described elsewhere’, therefore, we focus on only the cross-section
and covariance matters here. The basic cross-sections to be adjusted is a 70-group
constant set JFS-3-J2% generated from JENDL-27, which has been a standard
cross-section set for FBR design and reactor physics study in Japan so far. The
number of energy groups for the adjustment is 18, which is considered as most
effective for FBR analysis in the capacity of current computers. For practical use
in reactor analytical systems, the adjusted results were extended to the standard
70-group structure by spline-fitting technique. The nuclear data for the
adjustment were selected from the viewpoint of significance in large FBR core
analysis. Asshown in Table 2, they include infinite cross-sections of 32 reactions
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from eleven nuclides such as plutonium, uranium and structure materials, fission
spectra of two nuclides, and delayed neutron fractions of six nuclides. On the
contrary, matrix components of inelastic cross-sections or sell-shielding factors
were not adjusted in the present study.

The adjustment procedure needs a full matrix of nuclear-data covariance.
JENDL does not provide any covariance files yet, therefore, 18-group covariance
data of the above-mentioned reactions were newly evaluated in the present study
in cooperation with JAERI nuclear data center. The variances(diagonal terms) of
the cross-section errors were basically estimated from the statistical scattering of
nuclear experimental values around JENDL-2 as follows:

variance =[3w(gexp-0J2)¥ 022}/ ZW (2.3)
where w : weight (square of experimental error)
dexp :eXperimental values
a2 :JENDL-2 value

The correlation factors(non-diagonal terms) were basically determined by the
following policy: (a) classification of energy ranges corresponding to each
evaluation method of nuclear data, (b) weak correlations in the region apart from
the diagonal, and (c) smoothness between adjacent energy regions. Furthermore,
the covariance data were somewhat modified iteratively according to feedback
from preliminary adjustment results, so as to make the cross-section changes
reasonable from the viewpoint of nuclear-data evaluators. Evaluated covariance
data of Pu2389 fission reaction are shown in Table 3 as a typical example.

2.3 Adjustment Results

The adjustment results for ZPPR-9 core are summarized in Table 4: (a) C/E
values of criticality after the adjustment reached 1.0 very closely and dependence
on core concepts almost disappeared, (b) C/E values of reaction rate ratio such as
C28/F49 were quite improved, (c) radial dependence of C/E values were almost
vanished, and (d) the prediction uncertainties caused by cross-section errors,
GMG?!, were markedly improved through all kinds of the integral characteristics
after adjustment,

The main changes of JFS-3-J2 cross-sections by the adjustment are shown in
Table 5. As reported elsewhere®, most parts of the cross-section changes were
found to be reasonable from the viewpoint of nuclear data evaluation except
several points such as U238 inelastic reaction.

The correlation matrix of Pu239 fission reaction after adjustment is shown in
Table 6. As expected from the equations of adjustment, the correlation factors
generally change to negative directions compared with Table 3. The
improvement of prediction accuracy after adjustment seems Lo arise from these
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negative correlations as well as the reduction of diagonal variances.

3. Application to a 600MWe-Class FBR Core Design

The adjusted cross-section set was applied to an FBR core design of 600MW
electric power®. Figure 4 shows the cross-sectional view of the design core, which
is a conventional two-region homogeneous one with mixed-oxide fuel. The
nominal values of the design core by the adjustment method are compared with
those by the no-information method and the E/C bias method in Table 7.
Selection of design methods affects those nominal values in a certain range.

The prediction accuracy of each design melhod was evaluated using the above-
mentioned formulas and summarized in Table 8. Some noticeable results are: (a)
both the E/C bias and the cross-section adjustment methods generally increased
the prediction accuracy compared with the no-information methed, but one
exception was that of control rod worths in the E/C bias method, one reason for
which was considered as the influence of delayed-neuron data error, (b) the
prediction accuracy of overall core parameters showed the supericrity of the
adjustment method to the E/C bias method, and (c¢) in particular, burnup-related
parameters, like burnup reactivity loss and breeding ratio, are impossible to be
corrected by the E/C bias method, while the adjustment method can be applied
and improved the prediction accuracy by a factor of 2 from the no-information
method.

4. Concluding Remarks

In the current FBR design works, the cross-section covariance data are needed
to evaluate prediction accuracy of the design parameters. Especially, the cross-
section adjustment method, which is most promising design method and being
developed now, requires the covariance data to obtain the design nominal values
as well as their accuracy. FBR core designers are strongly expecting the
covariance data file to be incorporated in the JENDL library as soon as possible.
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Table 1 Basic Data and Methods Used in the Present Adjustment Study

(Target cores)
® 500~ 1500MWe-class large FBR cores  ® Mixed oxide fuel
® Homogeneous, axially-, radially-heterogeneous cores

‘ (Data and methods must agree with targets.)

Parameter

Basic Data and Methods

Basic cross-sections

70-gorup constant set JFS-3-12(89)
—> based on JENDL-2. So far, standard for FBR design and reactor physics in Sapan

Number of
energy group

1B group
—> Extended to 70-group after adjustment by spline fitting.

Nuclide and reaction
for adjustment

a0 Of 11 nuclides(32 reactions), y of 2 nuclides, £ of € nudlides (totally 618)
—> Important nuclides and reactions for large FBR cores. Not include inelastic matrix
data or f-tables.

Basic covariance

B1sub-matrices
—» Newly evaluated in cooperation with JAERI nuclear data center.

Integral critical
experimental data

B2 C/E data from JUPITER
—> Broad range of core size, concept and control rod arrangements. Analytical errors
and their correlations were newly evaluated.

Analytical tools

SAGEP code for sensitibity, ABLE code for adjustment
—>» Developed by Osaka Univ, Modified in the present study.

Table 2 Adjusted Nuclides and Reactions
and Prepared Covariance Data

Reaction . ‘
Nuclide @p- fis. v ela. | inela. #“ r 4 K]
ua3s © © © ~ = - 5 =
U238 @) © © ® © o) ~ ~
Pu239 © ©® © _ A o) 5 ~
Pu240 O _ © _ ~ - — =
Pu241 FaX @) ® _ _ - " =
Pu242 - - _ — ~ ~ - 2
C12 PaN " - —
o16 - 1N\ O 10101\
Na23 O I®) n 0
Cr - ~ ~ o)
Fe O \ O ~ 0
Ni N — o

4 only diagonals QO :diagonals and correlations between energy groups

© : diagcnals and correlations with other nudlides or reactions - :notadjusted

— 70_
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Table 3 18-Group Covariance Data (Pu239 Fission Reaction)

Energy group | 1 2 3 ] 4 H 6 7 8 9 0] N w 12 | 13 | 14 | 15 | 16 1 17W 18

1 10]o7Jo65/o6{01 ] 0] o]olojotloioflojojfo]ololo

2 07{10f075]/o7]o02]Jorf o] olofoiolTofoilolojoloto

3 065/075]10]o7s|o3]o2]or]orl ool ojojo]oiojo o]0

4 06 [07]ors[1o0fo07[o03]o02fo2fov[ 0o [ o0ojolo{olo[o o0 0

5 01]o2]o03fo07|t0]oBlo7][o6{05{0 0 0]o0o: 00 0o 0 0

6 0 lo1]o2{o03f0o8[10]oBJo7j06[ c [ o {o{ololo]olojo

7 0 JoJoi1loz2]o07]o8]10/08l07' 0 o o]0 [0]ololo}o

8 0 0 0r|(02(06j07!'081l10108!101 ;0 0 0 0 0 0 0 j 0

9 0 | o] o0 Joi1]/o5/o6|/07(o8({10]0o5/03[01] 0| 0] 01{0] G| O

10 ol ol oflololofojor!los|sofosio3f/o1] o000 0

11 0/ o] oo ] o] o] oJorfo3z]/os/i10lo5{03/01] 0/ 0070

12 o ol olo] oo oo iorioslos’1o]os{o3lo1; 0ol 0o

13 0o [ o[ o]Jolo]Joj{o]lololoi]o3]os[r0losio3]o1lor] 0

14 0 | 0| 0o]|]o]o]o]ololo]ojoilo3 o5[10j05/03i02[01

15 o JoloJo]o}olo|ofo] o] ofor]o3/osiiojos ' 03]02

16 ol ofJoJolo]lo]o]olo]lo]oloforv|oaz|os/10/05 03

17 0o o[ oflololoJo[o]o]o]o/ ] ofJor][o2y03/las{10]0S

'8 ol of[ofJofoloJo[olo[ololo]olosjo2{o3f{os!lo

standard g0l a0 f20(20(32/63(65|77]77|30[30/30[20|60!60{40]|4a0]a0
deviation{%) l

(Smoothed cross-section region) (Un-resolved region)  (Resolved region)

Table 4 Changes of C/Es and Uncertainties
before and after Cross-Section Adjustment

Uncertainty due to

C/ lue .
Integral € valu cross-secticn error (14, %)

parameters

(ZPPR-9 core ) Before Afer Before After

adjustment | adjustment | (GMGY | (GM'GY

Criticality (keff) 0.994 1.001 25 0.3
Reaction rate ratio
® F25/F49 1.015 0.992 49 14
® C28/F49 1.05% 1.016 S8B 14
® F2B/F49 0.972 0.981 7.7 2.2
Reaction rate distribution
® F49. Outer Core Region 1.037 0.987 2.3 05s
Control rod worth
® Core center position 0.918 0.991 53 1.7
® Core edge position 0.990 1.01Q 25 06
Na void reactivity
® Small region void 1.21 1.13 71 36
® Large region void 1.36 1.23 88 4.3
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Table 5 JFS-3-J2 Cross-section Changes by Adjustment (ynit: %)
Energy Group Pu§39 ::szlg?\ fligi?n c:‘pztisre inlilzaasﬁic f'ijsfisosn elz‘sau'c
1 (10.0 MeV~) 2.5 -0.1 -0.2 08 44 0.6 0.0
2 (6.07 Mev~) 1.2 -0.1 0.2 20 7.8 06 0.1
3 (3.68 Mev~) 0.5 0.3 0.2 2.1 -6.1 06 0.2
4 (223Mev~) | -0.2 0.4 3.2 25 79 1.0 05
5 (1.35Mev~) | -05 -1.3 42 14 46 16 08
6 (821keV~) 0.7 2.7 1.2 05 -3.1 -35 1.2
7 (388 keV~) 0.9 2.5 24 1.3 23 30 A5
8 (183 keV~) 0.9 1.8 -36 35 18 -3. 17
9 (86.5kev~) 0.9 0.6 -3.4 5.8 1.0 -3.1 29
10 (40.9 kev~) 0.9 1.1 -3.2 -2.1 0.0 .7 1.7
11 (19.3kev~) - 16 -2 .26 0.0 15 0.4
12 (9.12 keV~) - 1.8 16 -34 0.0 22 0.6
13 (4.31kev~) - 1.4 0.2 .33 0.0 1.2 1.2
14 (2.04 keV~) - 6.8 -3.3 45 0.0 06 1.2
15 (961 ev~) - 6.3 99 4.1 0.0 14 06
16 (454 eV~) - 38 0.0 29 0.0 0.6 03
17 (214ev--) - 28 -0.1 -2.0 0.0 0.2 0.2
18 (101 ev~) - 2.2 0.4 0.4 0.0 -0.1 0

fpeff (Tuttle, Saphier) - 0.5 1.2 - - 1.0 -

Table 6 Covariance Data after Adjustment (Pu239 Fission Reaction)

Energygroup| 1 2 ! 3 4 S 6 7 B 9 10 1" 12 13 A1} 135 16 17 ]
1 1.0 1069 0.65| 061} 0.06|-0.10}-0.10|-0.09] 0.06 | .01 | 0.01 | 0011001 | 6.07 | 0.01 § 0.07 ] 000 | -0.00

2 06%9] 1.0 |0.74{0.70| 017} 0.01{-0.17|-0.15}-0.10] 0.0% | G.01 | 0.01 | 002 1002 | .02 | 0.02 | 0.01 | 0.00

3 065|074 10 10.73}10.21]0.05]/-0.13(-0.10|-023]10.01}001}002{002]{003 |003]002]001}-000

4 0.61)070§0.73( 10 |0.74 ]| 0.04 [-0.16|-0.12|-0.23{-001]0.00 | 002003004 {004 | 0063 |0.07]-001

H 0.060.17]0.21]074 | 1.0 | 047 } 0.96 |{-0.08|-019{-0.14]/-0.09] 007|004 ] 0.05]007 | 005]003 |61

6 «0.1010.01]0C5/004[047] 1.0 [0.35]{0.06 |-0.09{-0.21[-0.15|-005/007 (004 [006| 006|004 003

7 -0.101-0.171-0.13{-0.16 | 0.16 | 0.35{ 1.0 [0.29 {009 ]-0.28{-0.20]-0081-0.01{ 007 | 004 [ 004 | 004 ] 004

B8 -0.09/-0.151-0.10|-0.42]1-008} 006 | 0.29| 1.¢ |1 0.37{-013|-006]-0.13{-006{-005(-001]002}003 ] 007

9 -0.061-0.101-0.231-0.23]{-0.19]-0.09; 008 | 0.37 | 1.0 {957 ] 6.27] 0.02 {-0.10{-0.11[-006{-001] D.02 | 008

10 0.01]0.01]0.01]-001].0.14]-0.21[-028|-0.13{/057{ 10 [044]024{003}-010]|-008]-005{-007]004
1 0.010.01{0.01)0.01]-009]-0.15]/.0.20}-006; 0.27 {044 | 1.0 {046 ]0.24 | 0.00|-009]-0065]-001{ 005
12 0011001 |002]|0.02]-001]-0.05/-008!.013/002{024}046] 10 |046}022({0.01]-007]-0082]/003
13 0.01]002]002/003]004j001[-001/-006{-0.10]/003)/0241046] 10 |[044]0.22]|003]0071002
14 001]1002{003{004]/005][004{001(-005|-0.11]|]-0.10]000][{022|04a] 10 J039/019{013]{008
15 001[002{003{004}{007]|0.06{004]-001}-006/-008{-009]001[022]|039] 10 |0417021{0.14
16 0.01 /0.02]002]003}0.05]0.06]0041002]|-001}1-005]-005]/-007]003}0.19{041] 10 {042]0.20
17 0.00]/001{001J001;{003]/004]004{003[0.02|-001]-001}-002/007|013}0214{042] 10 ]0.37
18 -0.00]-000|-000|-007{0.01]0.03]004}007 {008 004|C05{003{002/008[04/021[037} 10
Standard |4 96 9.97(1.93]|1.85/2.02|3.61]3.37[a0a]a.41{282|283}2.88]1.90]|5.41]5.40]364|363[3.01

deviation{%)

{Smoothed cross-section region)

{Un-resolved region)

{Resolved region)
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Table 7 Design Nominal Values of a 600MWe-class FBR Core Parameters

Cross-Section
Nuclear characteristics No-Infomation Method E/C Bias Method Adjustment Method

(difference from E/C Bias Method)

Pu enrichment (w/o) same as right 17.01/21.05 same as left

Criticality (keff)

® BOEC/EOEC 1.0290/0.9997 1.0360/ 1.0067 1.0304/0.9986
Burnup reactivity (% Ak/kk') 2.82 same as left 3.06(+9%)
Breeding ratio 1.052 same as left 1.030 (-2%)

Maxmum linear power (W/cm)
® [nner / Outer core 476/48B0 476 /480 482 (+ 6Wrem) /477

Control rg 2 worth (% Ak/kk’)

® MCR /BCR 6.49/2.60 6617265 6.59/2.78(+5%)
Sodium void reactivity ($) 6.5 5.0 S.9(.18%)
Dappler reactivity (10-3Tdk/dT) -8.9 -10.2 90(-11%)

Table 8 Design Accuracy of a 600MWe-class FBR Core Parameters

Refative values {10, %)

- No-infomation E/C Bias Cross-Section
Nuclear characteristics
Method Method Adjustment Method
Criticality (keff) 2.06 0.70 0.43
Breeding ratio (C28/F49) 5.9 23 15
Power distribution (F49)
® Inner core edge / Quter core center 1.7/2.8 19/25 13/22
Control rod worth
® Center /Ring1/Ring2 49/46/4.1 46/4GC/40 30/31/28
Sodium void reactivity 9.7 10.3 71

_73 j—
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(FBR Design Core) (Critical Experimentat Core)

Basic cross-sections

[ Basic calculation | I Basic caiculation I
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Fig.1 Conventional Flow Diagram of FBR Core Design by E/C Bias Method
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Fig.2 Advanced Flow Diagram of FBR Core Design
by Cross-Section Adjustment Method
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( Two nuclear characteristics and three cross-sections system )

M 6 GMGt Vem ™7 o GM'GL

1 09 0 1 1 ) 480 481 | 000 [ 0.395] 0.244 0.145 S.03E03 4.95€-03

09 1 [ 1.01 1 099 401 482 0 001 0.995) Q145 0.243 4.9SE02 5.05E-03
] 0 1 0.208] | -0.350 -0.3%0

(Reference Case)

1 [¢] 0 1 1 1 3.00 3.00/ | 0.01 0| 0.334 0.659 0.334 5.04E03 4.94E-03
] 1 ] 1.01 1 099 3.00  3.00] 0 0.0y 0.333 0334 0667 4.94E03 5.04€-03
0 0 1 0.351 0328 0381

Covanance before adjustment

Changes of cross-sections
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4,2 Applications of Error Covariance to Fast Reactor Material Dosimetry in

JOYO

Keiji CHATANI and Soju SUZUKI

Power Reactor and Nuclear Fuel Development Corporativa (PNC)
4002, Narita-cho, O-arai-machi, Ibaraki-ken 311-13 JAPAN

Abstract

In the JOYQO dosimetry neutron specurum is analyzed by using unfolding code
NEUPAC (NEuton Unfolding code PACkage) based on Ji-Unfolding method. Cross
section, measured reaction rate, initial guess spectrum and their error covariance are required
as input data of NEUPAC. Cross section and its error covariance, which are dominant data,
are processed from ENDF/B-V file with error covariance.  Neutron spectrum with an
uncertainty can be analyzed by using NEUPAC. This error analysis using the error
covariance contributes the improvement of reliability for evaluation result such as neutron
fluence. Also the present evaluation accuracy on neutrcn fluence reaches within about 5% for

the irradiation test in core region.

1. Introduction

In JOYO various irradiation tests have been carried out tc develop the fuels and
materials for commercialization of FBR and to support JOYO surveillance test  In the
irradiation test analysis and evaluation, irradiation information such as neutron spectrum,
neutron flux or neutron fluence is a key parameter and must be estimated accurately.
Therefore, neutron dosimetry method with activation technique 1) has been develop'd in
cooperation with University of Tokyo, Hanford Engineering Development Laboratory and
PNC.  Analysis of neutron spectrum is performed by using unfolding code NEUPAC

(NEutron Unfolding code PACkage) 2 based on J1-Unfolding method. Uncertainties of
neutron spectrum, flux and fluence can be estimated by using NEUPAC according to the
error covariance as input data of cross section, reaction rate and initial guess spectrum. So
far a lot of evaluation on peutron fluence with uncertainty have been conducted and
reflected on various irradiation tests.

This paper presents evaluation method, the analy is condition including errors and
a typical example of evaluated results.
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2. Outline of Reactor Dosimetry Experiment
2.1 Objectives and Evaluation Items
The objectives and evaluation items of fast reactor material dosimerry in JOYO are

summarized as follows:

Objectives Evaluation ltems
(1) Fuel Development: ONeutron flux (Total, Fast, Thermal)
High performance MOX fuel ONeutron spectrum
(High burnup, High linear heat rate) OLinear heat rate

Mixed nitride, Mixed carbide and TRU fuel

(2) Material Development: ONeutron flux (Total, Fast, Thermal)
Modified and advanced cladding materials ONeutron spectrum
Fusion materials ODisplacement per atom

Absorber materials, etc.

(3)Surveillance Test: ONeutron flux (Total, Fast, Thermal)
Safety vessel ONeutron spectrum
Reactor vessel, etc. CDisplacement per atom

2.2 Standard Dosimeter Set

In the activation method the dosimeter set is selected as the sensitivity to reaction
rate covers the energy range widely. The standard dosimeter set used in JOYO, which
covers energy range from 100 eV to 20MeYV, is listed in Table 1. One-tenth to one milligram
of fissionable materials and Sc are encapsulated separately in the tiny vanadium capsules
and the others are fabricated in wire form with one to ten milligrams in weight. The purity
of dosimeter materials is 99.9 w0 99.999%. Almost all dosimewer materials have no
impurities which obstruct the measurements of reaction rates. These dosimeters are
encapsulated into the dosimeter capsule, and are loaded in the irradiation subassembly or
test rig shown in Figure 1.

2.3 Analysis Method of Neutron Spectrum

Neutron spectrum is analyzed by using NEUPAC in a process shown in Figure 2.
As the input data measured reaction rate, initial guess spectum, cross section and their
errors are required.  The initial guess spectrum is calculated by two-dimensional discree
ordinate radiation transport code DOT3.53) with the 103 neutron energy group. The 103
group cross section set based on ENDF/B-V dosimetry file with error covariance is
processed by using NJOY 4 code.

Main features of NEUPAC are
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1) neutron fluence as integral value based on the neutron flux and spectrum can be
evaluated directly,

2) uncertainties of estimated values of neutron spectrum, flux and fluence can be assigned
accurately according to the errors (variance or covanance) of input data of reaction rate, cross
section and guess spectrum.

The method for unfolding the neutron spectrum ¢(u) from measured reaction rate Ri
is based on following equation :
Ri = | ¢ si(uydu (=1~ n) )
where ¢ i(u)is cross section.
In this condition, the value of
I = | W) o) du @
is going to be evaluated on the assumption that the guess spectrum  ¢o(u) of the unknown

specrum  ¢(u) is given.
In this case, the errors of the known quantities must be given as follows:

ARi ARj : Covariance matrix of reaction rate

Aci{ul) Aej(u2) :Covariance matrix of cross section

A ¢o (u1) A do(u2) : Covariance matrix giving the eror range of the guess spectrum
W(u) : Given window function
The procedure for solving the J1.Unfolding method is applied 10 NEUPAC. The
functional J1 with I value of equation (2) so as to be stationary for the true solution ¢{u) is
constructed as follows:
i = JW@)fu)du + ZCi (Ri- Jé(u) oi(u)du) 3)
Here, operation is made so that the value J1 with the guess spectrum ¢o(u)
substituted for the unknown spectrum ¢{u) may become the most likelihood estimawe. The
basic principle is to use
Al =J{W(u) - 2Ci ¢ i(u)}Ade () + SCi (ARi -JAG()A ¢i(u) du) @)
in order to obtain the coefficient Ci in the way to attain the variance of the estimate,

(AJ1)2=Min. In the present analysis error values are given as follows
Cross section (o) ‘Covariance marrix from ENDF/B-V dosimertry filke
Inital guess spectrum {¢o):Variance of 30% for each energy group(based on expericnce)

— 78._
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Reaction rate (R) . Variance from measurement error for reaction rate and
reactor power
: Covariance matrix from measurement error
for reactor power

3. Example of Neutron Spectrum Analysis

Example of analysis condition and resuls by NEUPAC are described here.
Measured dosimeters were irradiated in the core material irradiation rig in the MK-II core
shown in Figure 3. 8 types of reaction rates from 8 types of dosimeters are used for
analysis. Figure 4 shows the input data of errors. In the upper partof Figure 4 measured

reaction rates and their errors (variance) are inputted. The variance AVR is expressed by :

AVR =V (AR? + AP?)

where AR and AP are measurement errors of reaction rate and reactor power
res pecti vely.

The middle part is covariance of reaction rate expressed by AP 2. In the lower part
30% is given as variance of initial guess spectrum. The unfolding results are shown in
Figure 5, Figure 6, Figure 7, Figure8 and Tuble 2, Figure § is output list of the unfolded
spectrum, its uncertainty of 1 ¢ % level and improvement ratio indicating the error reduction
of neutron spectrum. Figure 6 indicates the relative covariance of unfolding spectrum for
each energy group. The relative error is improved at the energy range of about 102 MeV
and 10! MeV as shown in Figure 7. Figure 8 shows the unfolded spectrum, its
uncertainty of 16 % level and a 90% confidence level for each reaction rate which is
described in detail in Table 2. Table 3 shows neutron flux and its uncertainties including
breakdown. The comparison of the measured reaction rate (E) and the calculated ones (C)
by initial guess spectrum and unfolded spectrum are shown in Table 4. It is confirmed that
this neutron spectrum analysis is satisfied because the reaction rate calculated by unfolded
spectrum agrees well the measured one.

4. Summary

Dosimetry wethod with activation technique has been established in JOYO. In this
method neutron fluence with an uncertainty can be obtained by using NEUPAC according to
error covariance as input data.  This error analysis contributes the improvement of
reliability for evaluation result.  Also the present evaluation accuracy on neutron fluence
with an uncertainty reaches within 5% for the irradiation test in the core position. More
effort will be required to improve the evaluation accuracy for the irradiation test around the

core such as reflector position.
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5. Future R&D Plan

Recently it is required to improved the evaluation accuracy of neutron fluence.
From this point of view new cross section set processed from JENDL-3 3¢ with error
covariance is considered to be applied to fast reactor material dosimetry.
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Table 1  Standard Dosimeter Set of JOYO
Moniloring Form Dimension Reaction
Material (mm) Non-Threshold Threshold
Co Wire (Co-V or Co-Al)[ ¢ 1.0 ¥Co(n.y)
Sc Vanadium Capsuled ¢ 1.5xL8.0 “Sc(n. 7)
(SCzO;) ...
Ti Wire 605 Ti(a.p)
Fe Wire $0.75 s"Fe(n -7) s‘Fc(n.p,l
Ni Wire 00.75 *Ni(n.p)
Cu Wire $0.75 SCu(n.a)
Ta Wire (Ta-V or Ta-Al) 605 "' Ta(n, Y)
Nb Thin Foil 0.51um “Nb(n.n')
Np-237 | Vanadium Capsuled ¢1.5XL8.O BNp(n.1)
(NpOy) 235
U-235 Vanadium Capsuled ¢ 1.5%L8.0 U(n.f)
(U0y ™
U-238 Vanadium Capsuled ¢1.5XLBO U(n.f)
U0y
Th.232 | Vanadium Capsuled $1.5%L80 | ¥ Mm(n.y) | P*h(n.n)
(Th)

Table2 90% Confidence Level for Each Reaction Type

90% Confidence Level (MeV)
No. Reaction Type Lower Energy Upper Energy
1 ¥Co(ny) 1.51598E-04 8.66237E-0
2 BINp@) 3.64609E-01 4.05144E+00
Core Center 3 2y p 2.14692E03  2.06537E+00
Row [ 0] 4 28y (af 1.37008E+00  S5.9SB40E+00
D12 5 4T (np) 3.70422E+00  9.44874E+00
E‘:r'e“'&if,mﬁe, 6 S%Fe (np) 2.18244E+00  7.33705E+00
7 SENi (np) 1.84101E+00  7.26162E+00
8 9Cu(nw 4.63784E+00  1.11970E+01
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Table3 Example of Output Data (Neutron Flux and Its Uncertainties)

L ST I Pty B Dreak down of Bror S e st tpre
Final Specwum  poion Rawe  Cross Section Inldal Spectrum Relstive Gever of Final Bpeovem
iy no. TYPE OF V. FuUNCTiDN INTIAL 1.8, FloaL | e, ERRDA D) ey Xy trr ey 1NPROVENENT ART10
1 tovaL fiwe 4.3TT08E13  4.03J01E+13  4.774E¢00  3.0I3E001 1,382£+07  3,383[+01 B.31130E00
2 FLUE GREATER THAN \mEv [ 1824+ 4 CRU NN T { 1YY T3 1Y T.2028400 .490E01 1. 176001 5. 2838501 T.4T229E+0D
3 FLUT GREATER THAN 100KEY  J.2P717Re3S 2.891)0F+)s 8. 3076200 1.303E+01 1. UI5E401 T.3t0tem 1.313026 00
4 OILPLALEACNT RATELDPACS) 1.622208-04 1. 0084606  5.008€¢00 ). BJGL0OT  1.TOPE<OT 4. 487E<01 L. 253506C+00

Table4 Comparison of Measured and Calcuinied Reaction Rates
for before/after Spectrum Unfolding

Tem Measured Reaction Rate
Calculawed/Measurod
10 reactionfsec/aiom/100MWY)
Position N\J DWo. Resction Rae | Uniesiog  Ufoisiog
1 Py 9.351E+13 0.840 0t
CoeCenmr | 2 ZTNp(0D 1.666E+15 139 1.081
Row(0) 3 By n 6.168E+15 1.087 1017
D12 « Buan 2256Ee14 | 14m 1025
&4
Ti SAB4E+12 152 1.014
(+4mm above 5 i ()
Core Midplane)] §  3*Fe (np) 4439E413 1.564 1048
7 N gl 6.261E+13 1473 0.9%
8 o) 2607E+11 1525 1.044
Averaged C/E 1361 1.906
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(=) WSTERIAL IRRADATION RIG ) INNER REFLECTOR
UNIKSTRUMESTED (O OUTER REFLECTORIA)

IRRADIATION SUBASSEMBLY
@ coxmoL
(O CORE FULL ASSEMDLY

(%) OUTER REFLECTOR(R)
(&) NEUTRON SOURCR

Fig.3 Core Configuration of MK-II Core

REACTION RATE

10 nO. REACTION TYPE REACTIONR IAIE R.R. Ellu;.
"""""""""""""""""""""" s %10% reaction/sec/atom/100MWt

seasee-02 0 JART+aP?
.44002E-02

-98038€-02 AR : Measuremen error of reaction rate
~14107€-02

3030902 AP : Measuremen! eTor of TEacior power
.44802E-02

L420492E-02

.S93S8E-02

S9COCN, G 9. 85100E+13
2IMPOLE) 1.46000E+13
23SV P 6.168008+1S
238V F) 7.25400E+14
TR ” $.40400E+12
SAFECR,. P 4,43900€+13
SANL (N, P 6.26100E+13
SICUCN,AY 7.60T00E+11

L IR Y 3 TR
P W N WY

REACTION RATE COVARIANCE

t o 2 3 . s . H s
----- l-..------n.-----.---»..-»-------._....--.--y.-..--..--------..--- R R TR R LR R Y
4 !.l]Og-O! 1.208E-03 1.204E-03 1.204€-03 1.204€-03 1.204E-03 1.204E-03 1.200€-0)
1.204€-03 1,971E-03 1.204€-03 1.704E-03 1.204€-03 1,.204E-03 1.204€-03 1.204E-03
1.204€-03 1.200E-03 3,SHAE-O3 1.204€-03 1,204€-03 1.204€-03 1.204€-03 1.204E-03
1.200€-03 1.200€-03 1.704E-03 L. 715E-0F 1.204€-03 1.204€-03 1.204€-03 1.20¢¢-03 f AP2
1.208€-03 1.204€-03 1.204E-03 1,200€-03 2,028€-03 1.204€-03 1.200€-03 1.20¢€-03
1.204€-03 1.294€-03 1.204€-03 1,204€-03 1.200€-03 2.968£-0) 1.204E-03 1.204€-03
1.200€-03 1.204E-0) 1.204€-03 1.204€-0) 1.200€-0) 1.204E-01 2,943E-03 1.204€-03
1.204E-03 1.204£-0) 1.204E-03 1,204E-0) 1.200E-0) 1.204£-0) 1.204E-03 2,110£-03

C RN R N
- e e am

IKITIAL SPECTRUN

GROUP NO. ERERGY DANGE MID pOINT LETHAGY fLut VARLARCE ¢X)
1 2.000€+07 - 1.822F+0% 1.911€+01 v.321€-02 1.07282E+07 3.00000€+01
2 1.822€+01 - 1.849€+0% 1.7313€+01 2.974€-02 1.00236E+02 3.00000Ev01
3 1.649E+01 - 1.492€+0) 1.570€+01 1.002¢-01 2.90144€+00 3.00000€+01 0%
4 14926401 - 1.330€+0) 1.421€+01 v.993¢€-02 3.20017E 1 3.00000€+01
H 1.350€+0% - 1.221€+04 1.206E+0) 1.000€-0} 0.23797E0 22 1.00000E>07

Fig.4 Example of Input Data (Corresponding to Error)
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Fig.5 Example of Output Data (Unfolded Neutron Spectrum)
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Fig.6 Example of Output Data (Relative Covariance Matrix)
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Appendix 1 The Program of the Specialists' Mecting on Covariance Data

July 15 (Thursday)

13:30 ~ 14:50
1. Meaning of Covariance
Chaimman: Y. Kikuchi (JAERI)

2.1 Covariance of Nuclear Data Y. Kanda (Kyushu U.)
2.1 Some Comments on Peelle's Pertinent Puzzle  S. Chiba (JAERI)

15:20 ~ 17:10
2. Processing of Covariance Data and their Format
Chairman: K. Maki (Hitachi)

2.1 ENDF Format for Covariance Data T. Nukagawa (JAERI)
2.2 Processing of Covariance File and Related Problems
A. Hascgawa (JAERI)
2.3 Expericnce on Preparation of a Covariance Library for the NEUPAC Code
T. Iguchi (Tokyo U.)

18:00 ~ 20:00 Reception at Akogigaura Club

July 16 (Friday)

9:20 ~ 12:00
3. Evaluation Method of Covarianc. Data (1)
Chairman: Y. Uenohara (Toshiba)

3.1 An Experience of Preparation of Covariance Matrices
of the Simultaneous Evaluation of Heavy Nuclide Cross Sections
T. Murata (NNFDC)
3.2 Evaluation Method for FP Nuclear Cross Section Data
M. Kawai (Toshiba)
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3.3 Evaluation of Covariance Data with Nuclear Model
T. Kawano (Kyushu U.)
3.2 Covariance Analysis of Experimental Data K. Kobayashi (Kyoto U.)

13:00 ~ 14:00
4. Evaluation Method of Covariance Data (2)
Chairman: Y. Nakajima (JAERI)

4.1 Sensitivitics of Nuclear Model Calculation and Parameter Covariances
K. Shibata (JAERI)
4.2 Comparison of Covariances Calculated with Nuclear Model
and Estimated with Lcast Squares Mcthod
S. lwasaki (Tcohoku U.)

14:00 ~ 15:30
5. Utilization of Covariance Data
Chairman: S. lwasaki (Tohoku U.)

5.1 Utilization of Cross-section Covariance Data in FBR Core Nuclear
Design and Cross-section Adjustment
M. Ishikawa (PNC)
5.2 Applications of Error Covariances to Fast Reactor Material Dosimetry
in JOYO
K. Chaiani (PNC)

15:40 ~ 16:30
6. Discussion
Chairman: Y. Kanda (Kyushe U.)
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Appendix 2 List of Participants for the Specialists' Mecting on Covariance Data

Participant Affiliation

Keiji CHATANI Power Reactor and Nuclear Fuel Development Corp.
Satoshi  CHIBA Japan Atomic Energy Research Institute

Tokio FUKAHORI Japan Atomic Energy Research Institute

Tetsuo IGUCHI Tokyo University

Makoto  ISHIKAWA Power Reactor and Nuclear Fuel Development Corp.
Chikara ITO Power Reactor and Nuclear Fuel Development Corp.
Shin IWASAKI Tohoku University

Akira HASEGAWA Japan Atomic Energy Research Institute

Yukinori KANDA Kyushu University

Masayoshi KAWAI Toshiba Corp.

Toshihiko KAWANO Kyushu University

Yasuyuki KIKUCHI Japan Atomic Energy Research Institute

Kensuke KITAC Data Engineering Inc.

Katsuhei KOBAYASHI Kyoto University

Koichi MAKI Hitachi Ltd.

Hiroyuki MATSUNOBU Sumitomo Atomic Energy Industries Ltd.

Alberto  MENGONI Japan Atomic Energy Research Institute

Toru MURATA Nippon Nuclear Fuel Development Co.

Tsuneo  NAKAGAWA Japan Atomic Energy Research Institute

Yutaka  NAKAJIMA Japan Atomic Energy Research Institute

Naoteru = ODANO Ship Research Institute

0. SHCHERBAKOV Kyoto University

Keiichi SHIBATA Japan Atomic Energy Research Institute

Masayoshi SUGIMOTO Japan Atomic Energy Research Institute

Yuji UENOHARA Toshiba Corp.

Naoki YAMANO Sumitomo Atomic Energy Industries Ltd.
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