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Design, performance, and upgrade of the DO calorimeter

Jonathan Kotcher”

Physics Department, Brookhaven National Laboratory,

Upton, Long Island, New York 11973 USA

The D@ detector, located at the Fermi National Accelerator Laboratory in Batavia, lllinois, USA, is a large
hermetic detector designed for the study of proton-antiproton collisions at a center-of-mass energy of 2 TeV.
The calorimeter is a sampling device that employs uranium absorber and liquid argon as the active material. It
has been designed for the high-precision energy mensurement of electrons and jets over the full solid angle, and
excellent missing transverse energy resolution for enhanced neuntrino “detection™. We report on some fundamental
aspects of the D@ calorimeter's design and performance (the latter having been measured in both test beams and
during recent data taking at the Fermilab collider), and our plan for the upgrade, which has been designed to
accomodate the higher luminosities anticipated after completion of the Fermilab Main Injector.

1. INTRODUCTION

The D@ detector, located at the Fermi Na-
tional Accelerator Laboratory, is a large multi-
purpose detector designed for the study of high
mass and large iransverse energy (E7) phenom-
ens in high energy protom-antiproton collisions.
The detector stresses coverage over a large solid
angle for electrons, muons, and jets, with the
presence of neuntrinos inferred from the measure-
ment of missing Ex (¥r). The centerpiece of the
device is hermetic uranium,/liquid argon sampling
calorimetry, designed to provide homogeneous,
high-precision enezgy measurements of electrons
and jets over a large range in pseudorapidity {1].

The physics program being pursued by DO in-
cludes the search for the top quark, jet physics
(including tests of guantum chromodynamics,
compositeness searches, etc.), studies of the inter-
mediate vector bosons (such as the W mass and
width, vector boson self-couplings, and W/Z pro-
duction in association with jets), and searches for
evidence of new and exotic phenomena, including
supersymmetry, fourth generation quarks, and
heavy vector bosons. The detector has been accu-
mulating collider data since May of 1992, with a
total of a2 50 pb~! having been recorded to date.

This paper is organized into six sections: the
introductory section contains a brief overview of
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the detector. The second section gives a descrip-
tion of the calorimeter design and its atiendant
trigger and electronics, along with some discus-
sion of the design goals and how well they were
met., The third section consists of a discussion
of test beam results, including the results of the
transfer of our absolute energy scale from the test
beam to the final experiment. The fourth section
contains a discussion of our experience with run-
ning the detector in collider mode: it includes a
summary of the calorimeter’s stability and reli-
ability, the present status of the in situ calibra-
tion of the electromagnetic section, both relative
and absclute, and a description of our calibration
of jets. The fifth section briefly outlines our up-
grade plans, and is followed by some concluding
remarks.

1.1. Detector overview

Figure 1 shows a cutaway view of the detec-
tor. Moving out radially from the beam axis,
there is an inner tracking volume, followed by the
calorimeters and the muon system. In order to
contain detector size and cost, there is no central
magnetic field.

The tracking system consists of three subsys-
tems. Immediately surrounding the beampipe is
the vertex chamber, designed for the reconstruc-
tion of primary and secondary vertices. This is
followed by a transition radiation detector, em-



ployed to enhance electron identification. The
outermost tracking detectors are drift cham-
bers, which provide charged-particle tracking and
dE/dz information to || = 3.2. The calorimeters
surround the tracking volume.

The muon system, consisting of five magnetized
toroids together with sets of proportional drift
chambers, provides momentum measurement and
additional trackicg information for muons with
|n| < 3.3. The reader is referred to Ref. [2] for
details on the overall design of the detector.
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Figure 1. The D@ detector.

2. THE D@ CALORIMETERS

The calorimeters have been designed to provide
excellent energy resolution over a large range in
pseudorapidity. The choice of technology - lig-
nid argon sampling alternating with, for the most
part, uranium absorber — was driven by its ease of
segmentation, compensation properties, stability
of calibration, and homogeneity of response. The
high density of uranium has also enabled us to
design a compaci detector that contains shower
energy while reducing cost.

Figure 2. Cutaway view of the D@ calorimeters.

The calorimeters (see Fig. 2) are housed in
three separate cryostats: a central calorimeter
(CC), and two end calorimeters (EC’s). Each
cryostat weighs about 300 metric tons, and is
filled with approximately 15,000 liters of liquid ar-
gon. The active volume is segmented into modu-
lar structures consisting of three distinct regions:
the electromagnetic (EM), fine hadronic (FH),
and coarse hadronic (CH) sections. The EM and
FH regions employ utanium absorber; the coarse
sections, which sample the tail-end of hadronic
showers, consist of either copper or steel absorber.

The CC is cylindrically shaped, with the ab-
sorber plates oriented parallel to the fp beam
axis. The modules are trapezoidal in cross sec-
tion, and are nested in three concentric rings. The
EM section is closest to the beam axis, followed
by the FH and CH regions. The EM section con-
sists of 32 modules, each subtending 0.2 radians
in azimuth (¢). The FH and CH sections are
each comprised of 16 modules. All CC modules
are approximately 250 cm in length.

The absorber plates in the EC’s are oriented
perpendicular to the beam axis. The EM section
in each end calorimeter consists of one module
that is situated on the innermost face of the EC
module array, and covers the full agimuth and
1.4 < |p| < 4.1 [3]. The inner hadrenic mod-
ule, which consists of both a fine and a coarse
section, is directly behind the EM module. It



Table 1

Some detector parameters

Property Eleciromagnetic Fine Hadronic Coarse Hadronic
Absorber Uranium Uranium Copper/Steel
Plate Thickness {mm) 3.0{CC)/4.0{EC) 6.0 46.5
Section Thickness 21X, 3.3-4.7xg 3.2.7.0)
Number of Unit Cells 21 50-65 9-16
Longitudinal Readout Segmentation 4 times (2,2,7,10Xy) 3-4 times 1-3 times
Pedestal width (MeV) 520 10-70 25-100
Cell Capacitance (nF) 0.3-1.5 3.0-5.0 3.0-4.0

Radiation (interaction) lengths are denoted by Xo (Ao).

subtends 1.6 < |n| < 5.2 as well as the full range
in ¢. The inner hadronic module is surrounded
by two concentric rings of modules: the middle
hadronic ring (consisting of both a fine and a
coarse section), and the outer hadronic section
(coarse only). Each of these rings consists of 16
modules.
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Figure 3. Schematic side view of the central and
one end calorimeter. The shaded areas indicate
the longitudinal and transverse readout pattern,
and the rays are lines of constant pseudorapidity.

The total thickness of the calorimeter varies
from about 7 to 9 interaction lengths (Ag), de-
pending on pseudorapidity. In addition to im-

proving the jet resolution by containing hadronic
showers, the large amount of material helps to
limit hadronic punch-through to the onter muon
system. The calorimeter readout is arranged into
=~ 2,500 semi-projective towers of size 0.1 x 0.1
in Anx A¢. In order to enhance position reso-
lution for electrons and photons, the transverse
readout segmentation st electromagnetic shower
maximum (EM readout layer 3) is twice as fine
in each dimension (0.05 x 0.05). Figure 3 shows
a side view of a portion of the D@ calorimeters,
showing both the longitudinal and transverse seg-
mentation pattern. Table 1 summarizes some of
the detector parameters.

In order to improve the energy resolution for
particles that traverse the inter-cryostat region
(0.8 < in| < 1.4), both “massless gaps” and an
inter-cryostat detector have been added. The
“massless gaps”, 50 named because they contain
no absorber material, are located between the
modules and the cryostat in the liquid. They
sample the shower energy that is lost by particles
that traverse the module endplates and cryostat
walls. The inter-cryostat detector, located be-
tween the cryostats in the 7 region defined above,
consists of scintillator tiles that play a similar
role.

Individual modules consist of repeating sec-
tions of unit cells such as those shown in Fig. 4,
which shows a longitudinal section through a typ-
ical module. The absorber plates vary in thick-
ness and composition in the different calorime-
ter regions; the gap spacing between the sig-
nal boards and the absorber plates is 2.3 mm
throughout. The substrate for the signal boards



is composed of G-10, which is coated with a
carbon-loaded resistive epoxy to which 2.0 XV
high voltage is applied. With the absorber plates
at ground potential, this provides the drift field
for ionization across the gap. The charge collec-
tion time is == 450 ns. In beiween the two layers
of G-10 are etched copper pads, on which signals
are capacitively induced by charge drifting across
the gap. The G-10 plays ihe role of a blocking
capacitor between the preamplifiers and the high
voltage.

Figure 4. Typical unit cell for the calorimeter,
showing the gap siructure, the grounded absorber
plates, and the signal boards.

The signals are locally ganged (longitudinally)
before being directed to the periphery of the mod-
ules via multi-layer boards. The details of the
ganging depend on the particular location in the
calorimeter. The signals are then sent to the ex-
terior of the calorimeter via 301 coaxinl cable to
preamplifiers housed in boxes atop the cryostats.
After amplification and integration, the signals
are brought below the detector platform to signal
shapers. In addition to performing unipolar shap-
ing, the shapers sample the signal voltage just
prior to (the “baseline”) and 2.2 us after (sig-
nal “peak”) the pp crossing. The baseline is then
subtracted from the peak voltage to obtain the

final analog signal. In order to reduce the dy-
namic range requirements of the digitization that
follows, the shaper outputs can be amplified by
1 or by 8, depending on the size of the resulting
signal.

Provided a first-level trigger has been fired
(see below), the shaper output is muliiplexed to
analog-to-digital converters (ADC’s) that have
12-bit resolution and 15-bit dynamic range. Upon
receiving an appropriate signal from the software
trigger, the data is then shipped to a host com-
puter to be recorded. There are a total of 47,800
readout channels for all three cryostats.

Hodoscopes mounted on the inner faces of the
two end cryostats provide the initial trigger, in-
dicating that an inelastic proton-antiproton col-
lision has taken place. The ~ 100-200 kHz in-
teraction rate is reduced to about 150 Hz by a
hardware trigger, which utilizes both muon and
calorimeter information. The calorimeter trigger
is based on the energy measured in trigger fowers
of size 0.2 x 0.2 in An x A¢, which is obtained
by making appropriate sums of fast pickoffs at
the shaper inputs. The calorimeter energy signal
is converted to Er, and first-level decisions are
based on various combinations of electromagnetic
and hadronic B, total scalar Er, and Fy. The
second-level trigger consists of a series of uVAX
nodes, each of which contains software for event
reconstruction. More precise determinations of
relevant event quantities {electrons, jets, etc.) are
made here, wherenpon candidate events satisfy-
ing appropriate filtering criteria are passed on to
be recorded. The output rate of this trigger is of
the order of 3 Hz, and is dictated by the rate at
which events can be recorded by the host com-
puter. An event consists of about 400-500 kBytes
of data, representing ~ 120, 000 readout channels
for the entire detector. The reader is directed to
Ref. [4] for more details on the calorimeter trig-

ger.

2.1. Some Electronies Benchmarks

A minimum jonizing particle liberates ~ 20,000
electrons in the argon as it traverses a 2.3x2 = 4.6
mm gap. This corresponds to ~ 1 MeV of en-
ergy deposited, or 3 fC of charge. In our system,
this is equal to about 4 ADC counts. The least



ADC count in the calorimeter thus corresponds
to roughly 5,000 electrons deposited in the ac-
tive material. The 15-bit dynamic range of our
ADC's gives a full range for each channel of =
32,700 ADC counts.

Because of the large number of small signals
that are brought out of the calorimeter, much
attention was paid during the design and fabri-
cation of the detector to keeping coherent noise
at a low level. Since Er fiow is a crucial event
variable at hadron colliders (at both the trigger
and overall event reconstruction level), relatively
small amounts of localized coherence in the de-
tector could significantly degrade our physics ca-
pability. From in silu measurements performed
prior to beam delivery, we found that we were
able to sum the coherent noise in 4,000 channels
before the total coherent noise was equal to the
inccherent noise: the per-channel coherent noise
is, on average, less than 2% of the incoherent con-
tribution. This is quite good; coherent noise is
not a preblem at D@,

During commissioning of the central calorime-
ter, we studied the response of the calorimeter to
cosmic ray muons [5]. Minimium icnizing signals
are seen well above the noise in all layers of the
calorimeter. The ratio of the average muon signal
in a given depth to its pedestal r.m.s. width is ap-
proximately 7:1 (this depends on the depth, and
is a typical value). Typical cell capacitances in
each of the calorimeter sections, as well as repre-
sentative pedestal widths, are given in Table 1. In
the EM and FH sections, the pedestal widths are
dominated by the random noise associated with
uranium decays.

8. TEST BEAM RESULTS

The performance of subsets of both the CC and
the EC modules was evaluated in test beams at
Fermilab, with some of the information having
been carried over directly for use in the main ex-
periment. The following describes some results
from those tests.

8.1. Sampling weights
Using electron data from the test beam, we
have carried over sampling weights for the elec-

tromagnetic section. The method involves mini-
mizing the following x%:

c-rri (R e

p ix=1

The quantity p; is the beam momentum for the
" event as determined from bending magnets in
the beam line, E; is the reconstructed calorimeter
energy (described below), and o; is the calorime-
ter energy resclution for electrons at momentum
pi. In order to obtain weights that are optimized
uniformly over the available momentum range, we
sum over an equal number of events at each mo-
mentum setting in the range 10 to 150 GeV/c.
For CC, where the angle of incidence of the parti-
cle with respect to the absorber plates varies con-
siderably for particles produced at the nominal
interaction point, we perform this sum over three
7n regions. For the end calorimeters, where the
range of incident angles is significantly smaller,
we use only one 7 position.

The reconstructed calorimeter energy on the it*
event, F;, is given by:

5
Ei=a) BiEii+6 (2)
j=1

Here, a is an overall ADC-to-GeV conversion,
B; is the sampling weight for the j** calorimeter
layer, and E}, is the calorimeter energy (in ADC
counts) read out in the 7** layer on the i** event.
Delta (&) is an energy- and n-independent offset.
We obtain the a, §;, and § for which the x? given
in Eq. 1 is minimised. The sum in Eq. 2 is over
five calorimeter layers: the four electromagnetic,
and the first fine hadronic layer. By convention,
we fix the third electromagnetic layer to unity.

This procedure was performed independently
for CC and EC. The appropriate series of con-
stants were carried over from the test beam to
D@ for each cryostat type independently.

For all hadronic layers, we use sampling weights
that are calculated from our knowledge of dE/dz
energy loss in the module material, using known
module parameters (G-10, absorber thickness,
copper cladding, gap widths, etc.}) as input.



8.2. Detector performance

Of fundamental interest is the response of the
modules to high voltage. The response io 100
GeV electrons in the end calorimeter EM modaule
as a function of high voltage is shown in Fig. 5. Tt
will be noticed that small fluctuations in voliage
at 2 kV, our operating voltage, induce a small
associated change in module response.
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Figure 5. High voltage plateau curve for the EC
EM module, using test beam electrons. Our op-
erating voltage is 2 kV,

The response to electrons as a function of the
beam momentum for both CC and EC is shown
in Fig. 6. Plotted on the y-axis is the difference
between the reconstructed calorimeter energy (as
given by Eq. 2) and the incident beam momen-
tum, normalized to the beam momentum. {More
low energy data was taken during the CC test,
which accounts for the relative preponderance of
points below 10 GeV in the upper plot.) We mea-
sure an electron response that is linear to betier
than 1% for energies between 10 and 150 GeV in
both the CC and EC. We do find, however, non-
linearities at the few hundred MeV level for elec-
trons with energies between 3 and 10 GeV. The
reproducibility of this non-linearity in situ is be-
ing investigated using the masses of reconstructed
low energy resonances — the J/¢, x°, and the T.

The resolution as a function of incident beam
momentum for electrons and pions in both the
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Figure 6. Response of the calorimeter to electrons
as a function of the incident beam momentum for
both CC and EC, as measured at the test beam.
(D@ Preliminary)

CC and the EC is shown in Fig. 7. We fit these
curves to the functional form:

oy\? _ (N)? s?

(5= (3) +F+o ®)
where N, S, and C are the noise, sampling, and
constant terms, respeclively. {The beam energy,
E, is in GeV.) For electrons, we have found a
14.8 (15.7)% sampling term in the CC (EC), and
a small associated constant term (0.3% in both
CC and EC). Fits to the pion resolution curves
yield sampling terms of 47.0 (44.6)%, and con-
stant terms of 4.5 (3.9)% for CC (EC).

Our results for the electron to pion response ra-
tio (e/x ratio) are shown in Fig. 8, along with a
GEANT (8] Monte Carlo simulation incorporat-
ing the GHEISHA [7] shower program. Shown is
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Figure 7. Energy resolution as a function of beam
momentum, obtained from the test beam, for
both electrons and pions in both the CC and EC.
The fits are described in the text. (D& Prelimi-

nary)

the e/x ratio as determined from the measured
response of elecirons and pions incident cn the
EC electromagnetic and inner hadronic module
combination. Corrections for the energy lost out-
side the An x A cone used to define the particle
shower, event pileup, and early showering have
been applied. The e/x ratio varies from =~ 1.09
at 10 GeV to =z 1.02 at 150 GeV.

The position resolution in +-¢ as a function of
beam energy for electrons at a fixed impact point
in the end calorimeter EM module is shown in
Fig. 9. An energy-weighted centroid at shower
maximum {EM layer 3) is used to determine the
shower position in the calorimeter, which is com-
pared to the position of the track as determined
from proportional wire chambers that define the
beam direction. The resolution for tracks that
impact the edge of a tower, and that for tracks
where no such restriction is imposed, are shown.
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Figure 8. Ratio of electron to pion response in the
EC electromagnetic/inner hadronic module com-
bination. Both test beam data and results of a
Monte Carlo simulation are shown.

In either case, the resolution is hetter than = 2
mm for electron energies greater than 20 GeV.

We have also studied the module uniformity at
the test beam. The EC EM module has been
shown to have a uniform response in both r-¢
and 7 to = 0.4% (r.m.s.). The two CC EM mod-
ules that were tested showed variations of ~ 2-
3%, peak-to-peak, in both 5 and ¢'. Although
these response non-uniformities in the CC are
larger than we would kave liked, they are being
addressed in detail by in #ilu studies, and are dis-
cussed in later sections. These non-uniformities
also impact the absolute energy scale carried over
from the test beam, which is discussed in the fol-
lowing section.

1Tt will be recalled that, for CC, variations in ¢ corre-
spond to variationsfrom module-to-module, while those in
n at fixed ¢ reflect variations from tower-to-tower within
a module.
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of beam energy for electrons in the EC EM sec-
tion. The solid (dashed) line is a fit to the data
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GeV.

3.8. Transfer of absolute calibration from
test beam

One of the primary difficulties of dealing with a
liquid argon sysiem is the large cryogenic system
it requires. This imposes a significant restriction
on the logistics of & test beam calibration scheme:
the size and complexity of the cryogenics, neces-
sarily long cool-down times, and other aspects of
module testing dictate that only a subset of the
modules ¢can be tested. For in sifu measurements,
we apply our knowledge of material composition
and thickness throughout the detector, measured
during module construction, to put all regions of
the calorimeter on an equal response footing. In
principle, one overall constant, converting ADC
counts to GeV, is then applied to establish the
proper EM scale for the entire device. (In prac-
tice, this procedure is performed independently
for the CC and the EC’s.) The carry-over of a
calibration from the test beam intrinsically as-
sumes that the subset of tested modules can be
put on the same footing as those in the main ex-
periment, to the desired level of accuracy.

The CC modules tested in the test beam con-
sisted of a set of spare modules that were no dif-
ferent mechanically from those installed in the fi-

nal experiment — they were, in effect, chosen at
random, with the absolute scale for the CC EM
established by performing energy scans of one
of the two EM modules that were beam tested.
QGiven the 2-3% response variations quoted above,
it is clear that one can reasonably expect errors of
this order when applying the calibzation constant
derived from the “calibration module” to any of
the others. The vahdity of the calibration con-
stant when applied to the collider data obtained
in the final experiment clearly depends on where
the “calibration module” sits in the response hi-
erarchy of the 32-module CC array. The inclusion
in the final array of the CC EM module that was
used for the test beam calibration would have al-
lowed us to establish its response relative to the
other 31 modules.

It was an unfortunate fact, however, that
scheduling constraints prohibited us from putting
any of the CC modules that were beam tested into
the final experiment — the test beam and instal-
lation of the central calorimeter took place con-
currently. Without this, there is no way to satis-
factorily anchor the test beam calibration in the
final experiment, and the response variations have
to be subsumed into the error in the calibration
transfer. For the EC, we were able to test and
calibrate the south end calorimeter EM module
directly. The north EC EM module was being
installed during the beam test, and so could not
be tested.

The initial indication of the accuracy with
which the calibration was transferred from the
test beam to D was obtained from the recon-
struction of the Z — ee resonance. The dielec-
tron invariant mass peak obtained in sitv from
13.9 pb~! of data is shown in Fig. 10. Both elec-
trons were required io be in the central calorime-
ter. The test beam calibration constants and
sampling weights — &, §;, and & resulting from the
analysis described in Section 3.1 — were used to
establish the electron energies. Overlayed on the
left-hand plot is a fit to a Breit-Wigner form, con-
voluted with a Gaussian to simulate the pedestal
widths and detector resolution. A linear function
is used to simulaie the Drell-Yan background.
The negative log likelihood as a function of the
mass is shown in the right-hand plot, which yields
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Figure 10. Plot of invariant mass of Z candi-
date events in ceniral calorimeter, along with a
negative log likelihood fit to the data. (D@ Pre-

liminary)

a fitted Z mass of 87.11 & 0.18 GeV. The same
technique was used to obtain the Z masses in both
of the end calorimeters.

Table 2 shows the ratio of the invariant mass
of the Z boson obtained from the LEP experi-
ments at CERN [8] to that obtained at D@, us-
ing the nominal test beam calibration, for each
of the three cryostats. The first error repre-
sents the statistical and systematic error associ-
ated with the in situ analysis (added in quadra-
ture), while the second error is due to the cal-
ibration transfer. The transfer error is domi-
nated by the uncertainty in the liquid argon pu-
rity (= 1.5%) and, for CC, the module-to-module
non-uniformity (1.4%). The means by which we
obtain this latter error is discussed in detail in
section 4.2.

1t is worthwhile to note that the test beam cal-
ibration was used primarily for the initial shake-
down and running in collider mode. Qur energy

Table 2
Results from the test beam calibration
Cryostat MEEP /MDO
CC 1.047 £ 0.002 £+ 0.020
EC North 1.035 + 0.011+ 0.016
EC South 1.005 4+ 0.011 £ 0.018

scale has ultimately been set by calibrating to the
Z resonance, The numbers shown in Table 2 rep-
resent the scale factors used to establish our elec-
tromagnetic energy scale in the three cryostats
- the energies of electrons and photons are mul-
tiplied by the factors shown in order to properly
set the energy scale in the calorimeters. Other as-
pects of our in silu calibration will be discussed
in later sections.

4., PERFORMANCE IN THE COLLIDER

D@ has been running in the collider for al-
most three years, with the fully-assembled detec-
tor placed in its final position in the collider hall
in February, 1992. We discuss below first the sta-
bility and reliability of the system, followed by
a discussion of our in sifu means of more exten-
sively probing the electromagnetic calibration of
the central calorimeter. We end this section with
a brief description of how we establish ocur jet en-
ergy scale.

4.1. Stability and reliability

Of the 47,800 channels in the three calorime-
ters, we find fewer than 10 (or 0.02%) to be in-
operative, on average, at any given time. These
are typically failed preamplifier or shaper hybrids
that are replaced when an accelerator down-time
allows us to access the detector. The integrated
number of failed channels from January—Cctober,
1994 is given in Table 3.

In order to monitor closely the baseline of the
electronics, pedestal runs are taken as often as
possible during collider running. The frequency
with which these runs are taken is determined by
accelerator live time (pedestal runs require that

Table 3
Electronics reliability from January through
October, 1994

Channel Type Failures/Total Failures{%)
ADC 373,456 0.1
Shaper 153/47,800 0.3
Shaper drivers 3/3,456 0.1
Preamplifier 3/47,800 <001

Power supplies _0/73 0
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there be no beam in the Tevatron), and turns out
to be at least three or four times per week. We
have found the mean pedestal value for the detec-
tor, defined to be the mean of all 47,800 pedestal
means, to be stable to == 0.1 ADC counts over an
eight month period (February—September, 1994).

In order to equalise the gains for all of the
electronics channels {making them independent
of cell capacitance), D@ employs a precision cali-
bration pulser that injects charge directly at each
preamplifier input. The pulser also monitors, and
permits a correction for, any time dependence in
the response of the electronics chain to charge
in the system. Pulser runs are taken approxi-
mately three times per week. We have found the
electronics gains, as measured by the calibration
pulser {and defined in an analogous way as the
pedestals), to be stable to ~ 0.2% over the same
time period.

We have placed test cells containing radioac-
tive o sources, to monitor the stability of the ar-
gon's response to heavily-ionizing particles, and
B sources, to monitor the response to minimum-
ioniging particles, at three different elevations in
each of the three cryostats. Figure 11 shows the
response of the a cells at the equator of each of
the cryostats over a ten month period (Novem-
ber, 1993 — August, 1994). We find from these
data that the loss of response to heavily-ioniging
particles is less than = 0.5% per year. Analogous
plots for the B sources show that, at the ~ 1%
level, there is no measurable degradation in the
response to minimum-ionizing particles. From
shape analyses of the high voltage plateau curves
for the 8 sources in CC, we have measured an
absolute purity of 0.25 + 0.01 parts-per-million
oxygen equivalent. Similar absolute purity levels
have been measured in the end calorimeters.

4.2. Relative calibration of EM section
Test beam results previously described have in-
dicated that we might expect response veriations
at the few-% level in the CC EM section. This has
helped to motivate an in situ study of the relative
response of the CC EM modules [9]. The goal of
this work was to equalize the average response
for all 32 modules. The method exploits the ¢-
symmetry of Er flow at the collider, and has
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Figure 11. Stability of response to heavily-

joniging sources in the three cryostats. The time
scale spans 11 months. (D@ Preliminary)

therefore come to be called the ¢-uniformity cal-
ibration. A similar analysis for the end calorime-
ters is in progress.

The method assumes that the measnred Ep
and the true Ep in the ** module differ from
one another solely by a multiplicative constant;
i.e., that there is no additive offset:

Ei(true) = ' Ef.(measured). {4)

We call the 4 the calibration constants. Using
electromagnetic triggers at low Ep thresholds in
order to maximize statistics, we find the v for
which the number of events with Er(true) greater
than some threshold Er is the same in each mod-
ule. Figure 12 shows the value of the calibration
constants obtained. The upper plot shows the v
in each of the 32 modules (each EM module in
CC subtends 0.2 radians in arimuth). The error
on each of the data points is ~ +0.5%, approxi-
mately equal to the size of the data points. The
lower plot shows a histogram of the 32 values; the
r.m.s. of the distribution is 1.4%. Since these



numbers are only applied in an effort to obtain a
relative calibration, the mean value for the cali-
bration constants has been set equal to unity. All
modules are then scaled up together to the value
determined by the Z resonance.
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Figure 12. Module-to-module calibration con-
stants obtained in situ for the CC EM section.
(D@ Preliminary)

To verify the efficacy of the procedure used to
derive the v, we have applied the above calibra-
tion constanis to W — ew events. We classify
the modules into three groups: those that lie in
the lowest {y < 0.99), middle (0.99 < v < 1.01},
and uppermost {7 > 1.01) regions of the response
hierarchy as dictated by the magnitude of the cal-
ibration constanis shown in Fig. 12. We obtain
the W transverse mass distribution in each of the
three groups, both before and afier the electron
energy is scaled by the calibration constant which
corresponds to the module it has traversed. The
W masses, extracted from a fit to each transverse
mass distribution, are plotted in Fig. 13. It is
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clear that the W masses in the three groups of
modules agree far better after application of the
calibration constants. This and other checks have
helped convince us that the calibration constants
obtained as described above accurately reflect the
module-to-module gain variations, and are not
the result of some artifact of the technique used
to obtain them.

Clearly, this analysis needs to be done in the
7 coordinate as well. In order to obtain a result
of adequate statistical power (< 0.5% error), a
large data set is required. These data are in the
process of being recorded and analysed.

W MASS CLASSIFIED ACCORDING TO GAIN OF MODULES

# before goin corrections
O ofter gain corrections

(arbitrary units}
o
]

i i
tow med high combined
W MASS VS, GAIN

Figure 13. W mass obtained in the CC before
(closed circles) and after (open squares) applying
the ¢-uniformity calibration constants. Units on
the vertical axis are arbitrary. Errors are statis-
tical only. (D@ Preliminary)

4.3. Evaluation of the offset in sifu

Of fundamental concern in scaling the energy
from the test beam value is the error that the pro-
cedure incurs. This is of particular importance in
the measurement of the W mass, where the error
in the energy scale is the largest systematic un-
certainty. A major component of this scale error
is determined by the magnitude of the error on
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the additive offset assumed to exist in the rela-
tion between the true and the measured electron
energies at D@.

We use a technique that has come to be called
the “binned Z” method in order to evaluate the
offset in situ [10]. The approach exploits the fact
that the electrons resulting from Z — ee decays
are not monochromatic: their energies range from
~ 25 to 80 GeV in the CC. The following func-
tional form is assumed for the true electron en-

ergy:
E*(true) = xE°(meas) + p. (5)

Here, x and p are the scale factor and offset, re-
spectively, and E°(meas) (E®(true)} is the mea-
sured (irue) electron energy. We apply the stan-
dard formula for the invariant mass:

M}, = 4E{E;sin® (5 ), (6)
where Ef ; is the energy for the first/second elec-
tron, and w is the opening angle between the two
electrons. Substituting Eq. 5 into Eq. 6 and ex-

panding around p = 0, we obtain:
M®¢(true) = kM °*(meas) + fp, (7)

where f is a factor determined purely from the
kinematics of the decay:

_ 2(Ej(meas) + Ej(meas)) . 5w
f= M"(mea:) s (5) ’ (8)

We can express Eq. 7 in the following more use-
ful form:

M**(meas) = (—2) f+ w (9)

Plotting M*®*(meas) against (the measured quan-
tity) f allows us to extract both x and p. Fig-
ure 14 shows a plot of M®**(meas) vs. f in the
CC. From the slope and offset of the fitted line,
we obtain values of 1.050 & 0.015 and —320 3780
MeV for x and p, respectively.

Additional measurements of the offset p are ob-
tained in sitz using low energy resonances [11].
Applying information obtained from both the de-
cay kinematics and the masses of the J/y and #°,
in conjunction with those from the Z, values for
p can be extracted for each.
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Figure 14. Plot of M*(meas) vs. f for electrons
from Z decay in the CC. (D@ Preliminary)

Table 4 shows the offsets we obtain for each of
the three methods. All three values are consistent
with one another, within errors. We are currently
in the process of adding the T resonance to this
list.

Table 4
Offsets measured in situ
Method Offset p (MeV)
Binnped Z —320 + 780
Iy ~130 & 410
=Y —-245 + 314

As already mentioned, the above work is moti-
vated primarily by our desire to establish (and
contain) the scale error on the W mass. At
present, we are using the uncertainty on p of 780
MeV as obtained from the “binned Z” method to
compute this error. Use of this value results in a
scale error on the W mass of 260 MeV.

4.4. Jet Calibration

The most reliable means of calibrating the
hadronic energy scale comes from in sifu mea-
surements. The low-enetgy pion beam at the test
beam was of sufficiently poor quality that appli-
cation of the information at D@ has proven to
be of limited use. In situ probes of the hadronic



scale have proven to be far more reliable?.

The primary ingredient in the calibration of
the hadronic scale is derived from “y"+1 jet pro-
cesses that are restricted to the central calorime-
ter. (The “y™’s in this context are mostly x%’s).
The hadronic scale in the CC is calibrated relative
to our known electromagnetic scale, as described
below.

The method assumes that the Pr in such
events results predominantly from the jet/“y” re-
sponse imbalance. Since the jet/“y” final state
consists of two bodies, and one expects the jet re-
sponse to be lower (on average) than the electro-
magnetic response, we anticipate that the ¥ will
point predominantly in the transverse direction of
the jet. The component of E_'T in the transverse
direction of the photon, therefore, will be (again,
on average) a negative quantity, that represents
a measure of the response deficiency of jets with
respect to highly electromagnetic objects.

Expressing the above mathematically, we take
the response of the calorimeter to hadrons, Rpaq,
to be given by:

Br - i}
Ruad =1+ ) (10)
ha E}

where E7. is the transverse energy of the photon,
and @] is the unit vector along the photon di-
rection in the plane transverse to the beam axis.
(It will be recalled that the Pt is defined only in
the transverse plane.) The quantity represented
by the quotient on the right hand side of Eq. 10
therefore represents the component in this plane
of the E} along the transverse direction of the
photon, normalized to the total photon Er.

The lack of statistics for these types of events
in the forward regions, particulatly at high Er,
allows us to apply this procedure only in the cen-
tral region. Having obtained the hadronic scale in
the central calorimeter by the above method, the
calibration is propagated to the end calorimeters
using dijet events, in which one jet is required to
be confined to the CC.

The full jet correction is given by the following

?For details on our identification and calibration of jets,
the reader is directed to Ref. [12].
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Figure 15. Full jet energy scale correction as a
function of the jet transverse energy for two dif-
ferent 7 positions, with its error band. The cor-
rection was derived from jets that were identified
using a fired cone algorithm of half-angle R = 0.7.
(D@ Preliminary)

formula:
E(meas) = (1 — C) RyaaE(true) + U, (11)

where U represenis the energy contributed by
both the underlying event and the suppression
of our asymmetric pedestals, and C represents
unseen energy resulting from limitations in the
algorithm used to define the jet. The quantities
E(true) and E(meas) denote the true and mea-
sured jet energies, respectively. All three of the
quantities in Eq. 11 -~ Rpeq, U, and C - depend
on E(true), 7 and ¢, while C and U depend on
the algorithm used as well.

The full jet correction as a function of the jet
transverse energy for iwo different n positions is
shown in Pig. 15. The corrections shown were
determined for jets that were identified using a
fixed cone algorithm of half-angle R = 0.7, where
R = \/(An)? + (A¢)2. The ordinate represents
the factor by which measured jet energies are mul-
tiplied in order to obtain the true jet energy. The
average correction for B > 20 GeV is approxi-
mately 15-26%, with an error of about +5%.
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An example of the physics that hermetic, ho-
mogeneous detection of jets enables us to pursue
is shown in Fig. 16, which is a plot of the inclusive
differential dijet cross section. One jet is required
to be central {|m| < 1.0), and the cross section
is plotted as a function of the Er of this jet for
various 7 ranges of the second jet (m). The pseu-
dorapidity of the second jet extends to |p] = 4.
The data are compared to a next-to-leading or-
der prediction that incorporates CTEQ2M parton
distribution functions and the parton-level event
generator JETRAD [13-15]. This analysis is one
of many where we exploit the full coverage and
large dynamic range of the calorimeter: tests of
quantum chromodynamics over a broad range of
both pseudorapidity and jet Er are major por-
tions of the physics program at D@.

Inclusive Differential Dijet Cross Section
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Figure 18. Inclusive differential dijet cross sec-
tion. The jet energy scale uncertainty is given by
the dotted lines. An additional 12% error, due
to the uncertainty in the integrated luminosity, is
not included. (D@ Preliminary)

5. CALORIMETER UPGRADE

With completion of the Main Injector at Fer-
milab’s Tevatron at the end of 1998, the instan-

taneous luminosity of the delivered beams is ex-
pected to increase by about an order of magnitude
with respect to its eurrent value of = 103! em~2-
sec™!. Along with this luminosity increase, the
bunch erossing time will be going from its present
value of 3.5 ua to either 396 ns or 132 na. Of most
significance for the upgrade of the calorimeter is
that the cryostats are welded shut and will not
be changed internally; this places all of the bur-
den for the calorimeter upgrade on the readout
electronics.

A few of our design goals for the upgrade are
enumerated below:

+ With faster detector readout, the random
noise due to uranium decays decreases, but
the electronics noise increases. At higher lu-
minosities, the noise due to pile-up increases
as well. Our goal for the upgrade is to keep
the total noise at the preamplifier output
approximately the same as it is now.

e We would like to keep the coherent noise at
or below current levels, despite the faster
shaping time.

e The dynamic range will be kept at 15 bits.

e Currently, we have a precision pulser that
is used to correct for the intrinsic = 20%
channel-to-channel gain variations. (These
variations are primarily due to the spread
in capacitance at the preamplifier inputs.)
The goal for the upgraded system is to
achieve a a2 5% relative calibration prior to
any pulser corrections.

e We must be able to storze the calorime-
ter data from every 132 ns crossing while
awaiting the return of a decision from our
hardware trigger. This (irreducible) de-
lay, which is dominated by cable lengths,
is &~ 2.3 ua.

We are teplacing all of the existing 47,800
preamplifiers with a lower noise “dual FET” ver-
sion, that has its input impedance matched to
that of the input cables in order to minimige
refiections. The preamplifier hybrid also per-
forms a pole-zero compensation, which egual-
izes the rise times between channels of different



capacitance. Due to the short shaping times,
channel-to-channel variations between the time
when charge is deposited in the detector and the
time when it reaches the preamplifier input can
also cause significant response variations. In an
effort to minimige this effect, we are equalizing
the cable lengihs between the calorimeter cell
and the preamplifier input by adjusting the ca-
ble lengths external to the eryostat but upstream
of the preamplifiers.

Downstream of the preamplifiers, we are in-
troducing a Sallen-and-Key filter [16] for signal
shaping, with = 400 ns peaking time, in order to
minimise the effects of pileup. Given the shorter
bunch spacing, some method of storing the data
while the trigger decision is being made is a ne-
cessity. We will employ switched capacitor arrays
(SCA) for analog data storage. There are two
SCA channels per input channel, allowing for the
contents of one to be read out while the other
is being filled. Each SCA channel is 48 buffer-
channels deep, allowing for storage of multiple
events prior to receipt of the trigger decision.

6. CONCLUSIONS

D® has a hermetic, smoothly-functioning ura-
nium/liquid argon calorimeter with good en-
ergy tesolution and linearity, and broad dynamic
range. Extensive studies of calorimeter modules
in test beams have shown that most of our de-
sign goals have been realized in practice, with
some excellent results. Stable and reliable opera-
tion of the full calorimeter in situ has been seen
for over two years, with excellent argon purity
profiles and electronics performance. Qur elec-
tromagnetic energy scale has been calibrated in
situ using the Z resonance; additional features
of our energy scale are being probed using in-
formation extracted from low-energy resonances.
The scheme for the upgrade has been determined,
with a test of the first 5,000 channels scheduled
for the summer of 1995.

D@ is pursuing a full physics menu, and ex-
pects to record = 100 pb~! of data prior to the
shutdown to install the upgraded detector (De-
cember, 1995). We look forward to an exciting
and productive physies program during the com-
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ing decade.
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