
JAERI-Data/Code
2000-016



This report is issued irregularly.

Inquiries about availability of the reports should be addressed to Research

Information Division, Department of Intellectual Resources, Japan Atomic Knergy

Research Institute, Tokai-mura, Naka-gun, Ibaraki-ken T 319-1195, Japan.

Q) Japan Atomic Energy Research Institute, 2000
<rr=i4t-: If.- \*Cr /.^ I f •-i-~ 1^,' S1 ._L r r f rfni Ttr*





JAERI-Data/Code 2000-016

Vectorization, Parallelization and Porting of Nuclear Codes

(Parallelization on Scalar Processors)

- Progress Report Fiscal 1998 -

Yo-ichi YATAKE**, Masaaki ADACHI*, Etsuo KUME,

Wataru KAWAI* , Nobuo KAWASAKI*, Toshiyuki NEMOTO* ,

Shigeru ISHIZUKI* and Shinobu OGASAWARA*

Center for Promotion of Computational Science and Engineering

(Tokai Site)

Japan Atomic Energy Research Institute

Tokai-mura, Naka-gun, Ibaraki-ken

(Received February 1, 2000)

Several computer codes in the nuclear field have been vectorized, parallelized and trans-

ported on the FUJITSU VPP500 system, the AP3000 system and the Paragon system at

Center for Promotion of Computational Science and Engineering in Japan Atomic Energy

Research Institute. We dealt with 12 codes in fiscal 1998. These results are reported in 3

parts, i.e., the vectorization and parallelization on vector processors part, the parallelization

on scalar processors part and the porting part. In this report, we describe the parallelization

on scalar processors.

In this parallelization on scalar processors part, the parallelization of Monte Carlo N-

Particle Transport code MCNP4B2, Plasma Hydrodynamics code using Cubic Interpolated

Propagation Method PHCIP and Vectorized Monte Carlo code (continuous energy model

/ multi-group model) MVP/GMVP on the Paragon are described.

In the vectorization and parallelization on vector processors part, the vectorization of

General Tokamak Circuit Simulation Program code GTCSP, the vectorization and paral-

lelization of Molecular Dynamics Ntv Simulation code MSP2, Eddy Current Analysis code

EDDYCAL, Thermal Analysis Code for Test of Passive Cooling System by HENDEL T2

code THANPACST2 and MHD Equilibrium code SELENEJ on the VPP500 are described.

In the porting part, the porting of Monte Carlo N-Particle Transport code MCNP4B2 and

Reactor Safety Analysis code RELAP5 on the AP3000 are described.
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