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Abstract

Atomic molybdenum influxes from the divertor plate in the Alcator C-Mod

tokamak have been monitored using visible spectroscopy. A simple physical

sputtering model has been developed, based on measurements of plasma density

and temperature as well as boron influx at the divertor plate, that calculates the

molybdenum source at the outer divertor. The predicted and measured Mo

influxes are compared with satisfactory agreement. The sputtering due to incident

deuterons, boron ions, and redeposited molybdenum is included in the calculation.

The B impurity population has been found to be the dominant source of Mo

sputtering. Boron flux levels were typically 0.5 % of the deuteron flux. The

probability of molybdenum being "promptly" redeposited (within a gyration after

having been sputtered) can be as high as 80%. The gross molybdenum erosion

peaks close to the separatrix while the net erosion peaks further away along the

target plate. The net erosion is low (~0.54 cm/exposure-year).

Sandia is a multiprogram laboratory operated by Sandia Corporation, a
Lockheed Martin Company, for the United States Department of Energy
under Contract DE-AC04-94AL85000.
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.1. INTRODUCTION

The choice of first wall materials, especially for the divertor, is crucial for the

success of fusion devices. Apart from having a number of favorable thermodynamic and

mechanical properties, the plasma facing materials should be optimized to minimize

sputtering and evaporation erosion as well as tritium retention. This extends the divertor

lifetime, maximizes the purity of the plasma core, and minimizes tritium inventory. Two

classes of materials are used in present-day tokamaks. Low-Z divertor materials, such as

beryllium and carbon, have the advantage of being fully stripped in the core, thus not

radiating there. The majority of tokamaks use these materials in an attempt to minimize

such radiative cooling of the core. The negative aspect of such materials comes from

concerns about safety - either due to tritium retention, or from vacuum accidents where

the hot graphite can lead to an uncontrollable fire. On the other hand, the use of a high-Z

material, such as molybdenum or tungsten, leads to a reduction of the source generation

owing to their low sputtering yields compared to low-Z materials. High-Z materials are

also advantageous with respect to T retention. These characteristics have led reactor

designers to choose high-Z materials for the first-wall material. However, the tokamak

operational experience with such materials is minimal compared to low-Z. In order to

develop more confidence in these materials we must make sure we understand the causes

and magnitude of erosion at such first-wall surfaces.

Alcator C-Mod provides a unique environment for the study of the plasma

interaction with a high-Z material first-wall. All of the plasma interaction surfaces in

Alcator C-Mod consist of molybdenum tiles. The experiment is operated at high

magnetic fields (5-8 T) and densities (ne < 1021 m~3). Such a compact high-field device

2

leads to high parallel power-flux densities (100-500 MW/m ) approching that envisioned

for a reactor. The vessel surfaces are boronized every 2-4 weeks during operation,

depositing a monolayer of B on the Mo surfaces.

Source rate calculations have been routinely made, especially in tokamaks with

low-Z plasma interaction surfaces. Two such examples are the study by Pitcher ' for the

DITE graphite limiter and by Krieger 2 for the ASDEX Upgrade carbon divertor.

Calculations involving high-Z plasma interaction surfaces are fewer. Examples are the

studies by Lipschultz 3 and Philipps 4 of molybdenum sputtering from the Alcator C
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limiter and Textor test limiter respectively and by Naujoks 5, which modeled;tungsten as

divertor target material for fusion devices.

In this work the spectroscopically-measured molybdenum sources from1 the outer

divertor are compared to rates calculated from a standard physical sputtering model

utilizing divertor Langmuir probe data and measurements of boron influx. The

benchmarked model is then used to obtain information on the type of plasma discharges

that contribute the most to the divertor erosion. The relative importance of the different

plasma species present in causing physical sputtering is also evaluated. The campaign-

integrated net erosion prediction, based on the model, is compared with net erosion

measurements previously reported for a set of appropriately modified molybdenum tiles

II. EXPERIMENT AND TECHNIQUE

Alcator C-Mod is normally operated with a closed single-null divertor located at

the bottom of the machine 7. Typical plasma parameters for the results presented here

were Ip = 0.6-1.1 MA, n"e = 0.8 - 4.0 x 1020 m'\ 5T = 5.3 T, and an elongation of 1.6. The

data in this study are from Ohmic and ICRF-heated discharges (both L- and H-mode).

The ICRF heating utilizes 2 two-strap antennas launching waves at 80 MHz 8. This heats

a H minority in D plasmas. The antennas are located at the outer midplane at several

points around the torus. The power launched into the plasma was always < 2.5 MW.

For the identification of the various molybdenum sources in Alcator C-Mod a

multiple-spatial-input, absolutely calibrated, visible spectrometer was used. This system

can continuously monitor emissions from up to 16 source locations with a spectral

resolution of 0.15-0.25 nm and a time resolution of 56 ms. The spectroscopic

determination of the molybdenum source rates was made possible by monitoring a

neutral molybdenum emission line at 386.4 nm. This line is a member of a Mol triplet (X

= 379.8, 386.4, 390.2 nm), the brightest molybdenum lines observable in the operating

range of the visible spectrometer. It should be noted that since the lines of interest are

actually in the ultraviolet, quartz windows and fibers were used to minimize the

transmission losses. The nc and Te profiles along the outer divertor target, necessary for
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the modeling of the molybdenum sources, were measured with an array of Langmuir

probes imbedded in the tiles9.

Figure 1 shows the standard configuration for the spectroscopic views of the outer

divertor together with the Langmuir probes. The neutral molybdenum particle influx,

F, can be derived from the measured intensity /of the Mol line, using the relation 10"12:

Y = An I (S/XB), (1)

where (S/XB) is the number of molybdenum ionizations per emitted photon. In the

coronal approximation, this function is just the ground state ionization rate S, divided by

the excitation rate X times the branching ratio B. In Eq. 1 the intensity / is in units of

photons per unit time, unit area, and unit solid angle. The molybdenum source rate from

the various surfaces is calculated by multiplying the molybdenum influx, F, by the

appropriate area. In the case of the outer divertor, it is obtained by integrating, poloidally

and toroidally, the molybdenum influxes over the divertor surface. This is done with the

assumption of toroidal symmetry.

Appropriate S/XB data as a function of the plasma electron temperature and density

are available for the Mol triplet from the Atomic Data and Analysis Structure (ADAS)

database 13. These data, based on a collisional-radiative model, are presented in Table 4a

of Ref. n and can be used even in the high density limit where the simple coronal model

is no longer valid. The S/XB values are given for a multiplet which corresponds to three

lines at 379.8, 386.4, and 390.2 nm. For details of obtaining S/XB values for a single line

see Appendix B of Ref. I3. Figure 2 shows the resultant number of ionizations per emitted

386.4 nm photon as a function of the electron temperature (2a) and density (2b). The

S/XB is very sensitive to changes of the temperature in the 1 eV to 20 eV range for all

electron densities but is practically constant for temperatures above the 45 eV point. As

also seen in this figure, the higher the temperature the more sensitive S/XB is to changes

in the density. During plasma experiments, the local electron temperature and density

were obtained from the Langmuir probes. Because the local plasma temperature varies

inversely with the local density, the S/XB was typically in the range of 3-5.

The boron flux to the target is, as it will be shown, used in the modeling of the

molybdenum source rate there. We determine this quantity from the B influx leaving the

plate, under the assumption that the two are equal in this approximation of steady state.
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The boron influx is determined by measuring the Bll emission at 412.2 nm, included in

the same spectral region as the Mo-I lines mentioned above. We again use Eq. 1 to

determine the boron influx. The S/XB for this line is not in the ADAS database, but was

obtained by comparison over identical shots with another B-II line at 703.2 nm, for which

the S/XB data was available. The ratio of the two lines was roughly constant over a range

of «c,div (x 3) and 7*c,div (x 5) 14. We thus approximate the S/XB ratio of the two lines as a

constant (/703.3 / hm ~ 3.5) for all temperatures and densities.

III. MODEL

A. General description

The important elements of the erosion/redeposition model used in this study are based on

the work done by Naujoks et al. i. Our model attributes the molybdenum sputtering to the

combined action of deuterium, boron, and returning molybdenum ions impinging on the

surface. The contribution from all other ions is assumed negligible. The assumption that

boron is contributing to the divertor erosion is based on the observation that it is the main

low-Z impurity following boronization of the Alcator C-Mod vessel. Molybdenum self-

sputtering is attributed to locally produced molybdenum atoms, as will be described

analytically. The model described here is based on work briefly presented earlier in

Reference I5. Here we improve on this model using experimental measurements of B

influx and better descriptions of the sputtering and redeposition process.

The influx of sputtered molybdenum at the Alcator C-Mod divertor surface can be

computed at each probe location by utilizing the measured ion saturation current density

/s, the inclination angle, 8 (see Fig. 3), of the field lines with respect to the divertor target

surface from magnetic field reconstruction 16, the local plasma characteristics (Te, ne) and

the B influx density. The ion saturation current density, Js, provided by the "domed"

Langmuir probes 9 is the current density parallel to the magnetic field lines. To obtain the

current density normal to the surface, Jshas to be multiplied by the sine of the inclination

angle 0 . A typical value of this angle for the Alcator C-Mod outer divertor vertical target

is 0.5-1° while it is slightly larger (~2°) for the horizontal sector above the divertor

nose. The (gross) molybdenum influx is calculated from
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i + p z , i-p,, )•„,

where ZB is the charge of the boron ions and YD, YB, and YMo are the molybdenum

sputtering yields due to deuterium, boron, and molybdenum ions respectively. P is the

ratio of the boron to the ion flux to the target, FB / To- Ppr is the molybdenum ion

probability of 'prompt redeposition', i.e. the probability that a molybdenum ion will be

redeposited within the first gyratiorr after ionization 17>5. (Note that the term 'prompt

redeposition' is somewhat of a misnomer. This designation does not include those Mo

atoms that are ionized and then immediately travel along a field line back to the surface.

Such additional effects will be discussed later). The prompt redeposition effect is

especially important for shallow magnetic field line inclination, as is the case in Alcator

C-Mod, and for high-Z materials such as molybdenum. It should be noted that although

such promptly redeposited ions may contribute in the molybdenum sputtering, this effect

is ultimately beneficial in our case since the self-sputtering effect is small, and such

redeposition leads to a reduction of the net erosion. The probability of prompt

redeposition was calculated from 18:

Ppr = \ I exp(-2/0 + exp(- ̂ ) ] . (3)

Equation 3 is only valid for cases of shallow field line inclination 18 as is the case for the

C-Mod outer divertor. The crucial parameter is the ratio p of the ionization length

Kn = ua,/(s(Te) H
e)

 t o the gyroradius p = m^u^/iq^ B):

P*K.l9 * <J,^Bl(mMoS(Te)ne). (4)

B denotes the total local magnetic field, which is approximated by the local toroidal

magnetic field, mMo and qMo the molybdenum mass and ion charge, uat and UiOn the speed

of the molybdenum neutral atom and ion respectively. S(Te) is the electron temperature

dependent neutral molybdenum ionization rate which is obtained from the ADAS

database 13 and 19. To obtain Eq. 4 it was implicitly assumed that uat = Ujon, which should

be correct to first order, at least for singly ionized ions (<?«<,= e), since it is assumed that

immediately after ionization the energy of the ion is not significantly different than that

of the sputtered atom.

Figure 4 shows the probability of molybdenum prompt redeposition as a function
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of the electron temperature for a number of electron densities. For the conditions
19

occurring in the Alcator C-Mod divertor (typical [ne, Te] range for this dataset - [1x10

m" , 30 eV] to [3x10 m" , 5 eV]), the probability of prompt redeposition is greater than

40 % and frequently reaches values near 80 %. In this model it is assumed that all ions

that are not promptly redeposited are transported away from the immediate area. The

impact of this assumption will be discussed later.

B. Model Assumptions

Several other important assumptions have been made that are essential to this

model. The calculation of yields is based on the revised single energy Bohdansky formula

for normal incidence 20"22. However, in tokamaks, the particle flux to the various surfaces

has an energy and angular distribution. As an approximation, the bombardment will be

described by a Maxwellian energy distribution at a fixed incidence angle other than

normal to the surface. Firstly the appropriate yields for a normal incidence Maxwellian

distribution will be calculated. At the end of this section adjustments will be made,

wherever appropriate, for the angle effect.

The energy of the deuterons and boron ions at the target can be approximated by

Et = 2 Tt + Z, | e Vs | + 0.5 Mt c\ (5)

The first term represents the average thermal energy per particle transported to a surface

by a Maxwellian distribution of ions of temperature TJ; the second term is the energy gain

of an ion with charge Z\ when falling through the sheath potential Vs; and the third term

the particle flow energy at the sheath edge, or equivalently the energy gain in the

presheath 23. In the last term, Mi is the mass of the projectile and cs is the common ion

acoustic speed of all species which, for reasonably low impurity levels, is practically

equal to the acoustic speed of the majority background ions (= v ( ^ + Te)/MD , with MD

being the deuteron mass) 24. Here, we make use of the fact that the ions enter the sheath

with their acoustic speed, as required by the sheath theory 25. We additionally assume that

the boron ions are collisionally well-coupled to the deuterium ions, and thus are

accelerated up to the deuterium ion acoustic speed as a result of friction with the plasma

flow. This assumption should be valid for the high density conditions encountered in
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Alcator C-Mod and the typical charge state of such low-Z impurities (ZB = 3 as it will be

described below). For simplicity, we have also used the isothermal approximation for the

ion acoustic speed.

Returning to the second term of Eq. 5, it is shown by Chodura26 that the potential

drop in the sheath is independent of 0, the inclination angle of the field lines with respect

to the target surface, as long as a small correction due to finite electron Larmor radius

effects is neglected. What changes with 8 is just the fraction of the total potential drop

that occurs in the magnetic part of the sheath. The potential drop is most easily calculated

in the case of electrostatic only sheath (9 = 0) 27 and is approximately equal

toeFs = - 3 Te (assuming T, = Te and zero secondary electron emission coefficient).

Equation 5 can now be rewritten as

=> E, = (2 + 3 Z, + MJMD) Te (6)

The above result for the impact energy can be used in a formula given by Bohdansky to

obtain the sputtering yield as a function of the temperature 20~22. This gives a satisfactory

result except in the energy threshold region where the lack of inclusion of the high energy

tail of the Maxwellian distribution in the calculations results in an underestimation of the

sputtering yield. For this reason, the sputtering yields used here for deuterons and boron

ions are convolutions of the single energy yield curve Y(E) for normal incidence, with a

Maxwellian energy distribution f(E) shifted by the energy gained from the sheath

potential, 3 Z, Te, and in the presheath (MjMD) Te. Tj = Te was again assumed and

£*«-* = 3Z,re + {MjMD)Tewas used.

Such a description is valid only for deuterium and boron projectiles reaching the

target. For the calculation of the molybdenum self-sputtering yield we need to have an

estimate of the energy of the molybdenum ions returning to the divertor surface. Since

only promptly redeposited molybdenum ions are considered, they do not have the time to

reach thermal equilibrium. Hence the energy of the molybdenum ions will be the sum of

the original energy of the sputtered atoms plus the energy gained in the sheath, which

depends on where the molybdenum atoms are ionized with respect to the beginning of the

sheath. Since the threshold for molybdenum self-sputtering is 64 eV 21, the original

energy of the sputtered molybdenum atoms, which is a few eV 28, can be neglected
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without introducing a significant error. In the current model, molybdenum is assumed, for

simplicity, to be ionized just outside the sheath, gaining the full energy of 3 ZMo Tc on

returning to the surface. Figure 5 shows the neutral molybdenum ionization mean free

path as a function of the electron temperature for a number of electron densities. The

magnetic sheath size, which is of the order of the background plasma ion gyroradius 26

and much larger than the electrostatic part of the sheath (~ 10 Debye lengths 26), is also

plotted as a function of temperature. A survey of typical C-Mod divertor conditions

shows that molybdenum is typically ionized at a distance from the plate 1-2 x the

magnetic sheath thickness. Hence, for the calculation of the self-sputtering yield, the

single energy Bohdansky formula for normal incidence is used with the assumption that

all molybdenum ions have energy 3 ZM0 Te.

To complete the calculation of the energy gained inside the sheath by boron and

molybdenum ions we need to have an idea of what their average charge state is. Boron

ions are assumed to be helium-like (i.e. ZB = +3). This choice is supported from previous

calculations and experiments. Post et al. have calculated the average charge state as a

function of the electron temperature for a number of elements 29. The average boron

charge is 3 for temperatures in the range 5 to 30 eV which is typical for C-Mod

conditions. In addition, Matthews et al. have found, using plasma ion mass spectrometry

on the DITE tokamak, that the fluxes of impurities such as carbon and oxygen are very

similar in all charge states up to their helium-like states 30. An even more relevant

measurement is that of Nachtrieb j l who recently measured significant levels of helium-

like boron in Alcator C-Mod. Specifically, in a rather cold region (Te < 10 eV) of the

scrape-off-layer, he determined that the helium-like boron flux is ~ 2 % of the deuteron

flux.

For the promptly redeposited Mo ions an average charge ZM0
 = +1-5 is used. This

is based on the fact that at high electron densities, such as is the case for Alcator C-Mod,

particles can be ionized multiple times before completing their first orbit \ Although

these additional ionizations will reduce the probability of prompt redeposition, some of

the ions will make it back to the target. This assumption is further supported by a

calculation, by Brooks and Ruzic, for tungsten in a D-T background plasma with

parameters similar to C-Mod (magnetic field 5 T, ne ~ 1020m"3, Te ~ 30 eV, inclination
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angle 0 =3 ) in which an average charge of 2.1 is obtained for the redeposited ions 32.

With the above choices for the charge of •boron and molybdenum ions, the typical

energies with which the various projectiles arrive at the plate are (from Eq. 6): 6 Te for

deuterons, 16.4 Tefor boron ions, and 4.5 Tc for molybdenum ions.

Up to this point only the yields for normal incidence have been calculated.

However no adjustment needs to be made to the molybdenum sputtering yields due to

deuterium and boron ions despite the fact that their average angle of incidence is actually

a = 65 ° 3 . The reason is that for light ions incident on heavy targets, the sputtering yield

for the energies of interest at a = 65 ° is close to the yield at normal incidence 34.

Sputtering models have shown that a different set of parameters characterize

heavy ion sputtering of heavy targets. Brooks and Ruzic have found, in the same

calculation that provided the average charge of redeposited tungsten, that sputtered

tungsten ions tend to impact at near normal angles of incidence (a = 18°) 32. Since no

data were available regarding the dependence on the angle of incidence of the Mo self-

sputtering yield, the corresponding (for a ~ I?) yield enhancement for tungsten self-

sputtering as a function of the ion energy 28 was applied to the Mo self-sputtering. Figure

6 shows the enhancement applied to the molybdenum self-sputtering yield for normal

incidence as a function of the projectile energy.

The necessary parameters Q (yield factor), E& (threshold energy), and £TF

(Thomas-Fermi energy), for the calculation of the yields have been tabulated for the

elements of interest with the exception of boron 21. In that case we use analytic

expressions for Q and E& 22 and £VF 21. A summary of all the parameters used in the

calculation of the molybdenum yields is given in Table 1. The sputtering yields of

interest, as calculated based on the assumptions described in this section, are plotted as a

function of the temperature in Fig. 7. Fig. 7a shows the yields for bombardment with

deuterium and triply ionized boron ions and Fig. 7b the self-sputtering yield for

molybdenum ions redeposited at a = 18°. (The self-sputtering yield for a = 0° is also

shown for comparison). The sputtering yield due to deuterium ions is much lower than

that due to the triply ionized boron ions. Hence, even at low boron concentrations,

molybdenum sputtering by boron would be significant at all temperatures. It would

actually dominate sputtering for temperatures Te ^ 20 eV. Self-sputtering is significant
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for Te > 15 eV under the assumptions made here regarding charge state. However, it does

not become dominant for any of the conditions that are typically encountered in the

Alcator C-Mod divertor.

Finally, it has already been mentioned that the boron flux to the target is inferred

from the spectroscopically measured brightness of the 412.2 nm BII line. The deuteron

flux is obtained from the probe data and approximated with FD = (Js/e) sinB.

IV. COMPARISON OF THE MODEL WITH SPECTROSCOPY

There are seven probes located on the vertical face of the outer divertor. Six

chordal spectroscopic views of this same surface were used during the experiments

described here (see Fig. 1). The total Mo source rate, <&, is obtained by integrating the Mo

influxes over the divertor surface for both the model and the experiment. A comparison

of the two results for an entire shot is shown in Fig. 8. Good agreement can be seen

during the ohmic part of the shot. During the RF phase, the sputtering model predicts

values ~ 2 times higher for the molybdenum source. This higher model prediction is not

repeatable. There are also shots with better quantitative agreement during the ohmic

phase.. However, for the majority of shots, the temporal behavior of both results is

similar, signifying that the model incorporates most of the appropriate physics.

Similar results are also observed in individual chord and probe comparisons as

seen by looking at Fig. 9. Figure 9 shows the molybdenum influxes measured with the

spectrometer views # 8, # 10, # 12, # 14, # 16, and #18 of Fig. 1 and the corresponding

influxes calculated from probes # 2 through # 7 for the same discharges shown in Fig. 8.

(Recall from Fig. 1 that there is essentially a one to one correspondence between these six

views and probes, with view # 8 corresponding to probe # 2, view # 10 to probe # 3, etc).

The agreement is fairly good for most of the probe-view pairs. There is, however, a

significant discrepancy between the two results at the lower part of the outer divertor

during the RF phase. The high molybdenum influx calculated from the # 2 probe data

dominates the total divertor molybdenum source during this, period and is the cause of the

model overestimation of the source rate that was initially observed in Fig. 8. This

increased calculated molybdenum influx at probe # 2 comes as a result of the combined

high boron flux fraction and deuteron flux to the target during the RF phase in the
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vicinity of the specific probe and the increase in local temperature.

The results of such cases as Fig. 8 can also be integrated over an entire discharge.

Figure 10 shows a comparison between model and spectroscopy for a number of

discharges from a particular run. These discharges have widely varying conditions,

including different plasma currents and volume averaged electron densities. They have

been selected because among them are included those with the highest measured

molybdenum source rates during the 1995-1996 run period. (This run period data was

used for comparison with the model because, later in this paper, we will compare model

predictions of integrated erosion to direct measurements of surface erosion, only

available for that run period) The molybdenum source rate averages during the ohmic

phase of the shots are plotted in the top panel (a) while the averages during the RF phase

are plotted in the lower panel (b). The ohmic and RF averages are plotted as a function of

the sequential shot number, starting from the beginning of this run day. Before reaching

any conclusions from this graph, the following point should be made: the vessel was

boronized just prior to this run day and the effect of the boronization is revealed in the

figure. Specifically, it is shown that the spectroscopically-measured sources were lower

than the calculated ones during the beginning of the run day. This is because immediately

following boronization of the chamber, a thin (~ 100 nm) boron layer covers all

molybdenum surfaces. This causes the molybdenum emissions, from all locations

observed, to be practically zero. The measured divertor molybdenum influx recovers to

close to original levels as the day progresses and the boron layer is eroded. However, no

corrections are made in the model with regards to boronization. The model calculates the

sputtering assuming a 100 % molybdenum surface, based on the measured temperatures

and densities, and hence it would predict higher molybdenum sputtering than measured,

as long as the boronization is still effective.

Looking at the rest of the shots in Fig. 10, it is seen that there is a satisfactory

quantitative agreement between the two results in the ohmic phase but poorer matching

during the RF phase. As discussed earlier, in reference to Fig. 8, this observation can not

be generalized since there are data from other discharges where the agreement is better

during the RF phase. In general, the match in trends and magnitude exemplified in Fig.

10 are typical of the close to 250 shots analyzed.
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It is of interest to know what the typical levels for the boron flux fraction that are

used in the model are. In Fig. 11, the distribution of the divertor averaged boron flux

fraction ( XT^ / 5X/)) for the ohmic and RF phase of 67 C-Mod discharges is
divertor I divertor s . ;

plotted. As seen there, both curves exhibit a maximum in the region of a boron flux

fraction of 0.5%.

V. DISCUSSION

A. Evaluation of the model

The physical sputtering model described in the previous sections has provided

satisfactory agreement with the spectroscopic results, signifying a fairly good

understanding of the mechanism responsible for the generation of molybdenum at the

outer divertor plates. However, there are some points that need further investigation that

will be discussed in this section.

In the discussion regarding the yields for the various species used in this model

(see Fig. 7), it was noted that boron sputtering of molybdenum was expected to play an

important role and actually dominate for temperatures below 20 eV. Figure 12 shows the

contribution of the various projectiles to the molybdenum source rate for two shots. Note

that the shot in Fig. 12a is the one analyzed in the previous section (Figs. 8 and 9). In this

discharge, the boron clearly dominates the molybdenum sputtering. This can be mainly

attributed to the relatively low temperatures in the divertor during this shot. In the

discharge shown in the bottom panel (Fig. 12b), the contribution from the other species,

especially deuterium, is bigger, becoming at certain times comparable to that of boron. At

all times, the contribution of the promptly redeposited molybdenum ions is the smallest.

These results are representative of the findings for all shots. Boron contributes the most

to the sputtering while self-sputtering does not typically exceed 25 % of the total

calculated source rate.

An important assumption in our model is the inclusion of only promptly

redeposited molybdenum ions in the self-sputtering calculation. Although the probability

of prompt redeposition frequently reaches values close to 80% for the conditions

occurring in C-Mod plasmas, it was important to investigate the effect of the rest of the
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molybdenum ions. Two cases were considered. First, the extreme case in which all those

ions (l-Ppr) are assumed to be collisionally well-coupled to the background plasma and

return to the surface where they originated from. For the calculation of the molybdenum

source rate, Eq. 2 was modified as follows:

r =MiIlL YQ^YS

In the above equation, Y'Uo is the sputtering yield due to the non-promptly redeposited

molybdenum ions. The energy of these ions was calculated using Eq. 6. However, for

molybdenum ions collisionally well-coupled to the background plasma, their flow speed

will approach that of the background D ions. This would result in a flow energy that is

enormous, approximately 48 Te. This approach leads to nonphysical results, with the

calculated molybdenum source rate substantially higher than that found with

spectroscopy. It would also mean that the molybdenum ions, after being ionized close to

the plate, must then be transported away from the plate (against the flow) allowing time

to be collisionally coupled to the flow (towards the plate).

A more realistic case was then investigated: Eq. 7 was again used for the

calculation of the molybdenum source rate but now the non-promptly redeposited

molybdenum ions are not considered to be flowing towards the target at the deuteron

sound speed. Since the sheath is collisionless it is probable that molybdenum ions, which

are ionized just outside the sheath, do not have time to equilibrate with the deuterons

moving at the sound speed. In neglecting the directed flow energy, we still conservatively

assumed that the charge of these ions was 3 and hence they gain an energy 9 Te as a result

of the acceleration inside the sheath. The result was that the additional sputtering

contributed by those Mo ions that are not promptly redeposited (\-Ppr) did not typically

exceed 15 % of the total from other sputtering sources (including self-sputtering from

promptly redeposited Mo). Hence, neglecting them was a reasonable and practical

assumption given the goals of this study.

The variable discrepancy between the measured and modeled molybdenum source

rate results is a source of concern. One potential source of error is the boron flux to the

target. It is difficult to estimate the uncertainty associated with this parameter. However,

such a systematic error would likely lead to a general under- or over-estimate of the

paper_830_wendnote.doc 14 8/30/2000 12:53 PM



sputtering rate, not variable as observed.

During the RF phase, the molybdenum source rate is often underestimated by the

model. There are many mechanisms that can be employed to explain it. The probe and

Mol spectroscopic measurements are made at two separate toroidal locations. It is

possible that the level of toroidal asymmetry (unknown) changes upon transition to the

RF phase of a discharge. However, we have no evidence that would support such a

possibility.

Another possible explanation of the discrepancy between model and molybdenum

source measurements during RF heating is that the energy of sputtering ions is somehow

enhanced in the presence of RF heating. This could occur due to either the emergence of

a non-thermal electron population or an increase in T/Te. The former increases the sheath

potential even in the presence of very small (~1%) non-thermal populations 35. The latter

directly affects the energy of the ion and is, perhaps, more likely to be the cause of the

discrepancy. While this requires further investigation, it is important to note that

energetic ion particle tails of up to 4 keV have been observed in the plasma edge of

Alcator C-Mod during RF heating 36.

B. Discharges which Contribute the most to Divertor Erosion

It is of great importance to identify the type of discharges that cause most of the

observed erosion in the divertor surfaces. In particular, it is crucial to understand the

effect of the various plasma parameters on the divertor erosion. This may help provide

some insight into minimizing erosion, or equivalently, maximizing the lifetime of the

divertor surfaces. Spectroscopic information on the molybdenum sources is not always

available due to the use of the spectrometer in a variety of experiments, which

necessitates changing the spectral coverage to a range not including the molybdenum

lines of interest. This prohibits us from having complete information for all type of

discharges. On the other hand, based on the satisfactory agreement between model and

spectroscopy, we can use the model to obtain divertor erosion information for most of the

shots during an experimental campaign. The erosion can always be calculated as long as

divertor probe data, and information on local magnetic field orientation, are available,

which is typically the case. For this reason, the outer divertor molybdenum gross erosion
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was calculated for almost all shots of the 1995-1996 run campaign. Specifically, the

molybdenum source rate was calculated (using Eq. 2) for ail shots with available probe

data as a function of time and it was then integrated over the duration of each shot to give

the total gross erosion (in molybdenum atoms), It should be noted that this calculation, as

well as the one described in the next section, had been performed using a constant boron

flux fraction of 0.5 % based on the results shown in Fig. 11. The reason for this approach

is that the calculation of the boron flux to the target is based on the spectroscopic

measurement of the boron emission at 412.2 nm which, like the molybdenum source rate

measurement, is not available for all shots. In addition, an extra arbitrary factor of 2 was

used to artificially correct the systematic underestimation of the calculated molybdenum

source rate during the RF phase (for RF powers greater than 1.1 MW) which is in most

cases observed when a constant boron flux fraction is used 15. Of course all results are

subject to the problems mentioned in the previous sections regarding the performance of

the model. However, since we are dealing with a large number of shots, and the effect of

boronization on the outer divertor is not long lasting, the model should still be able to

reveal all the important parameters that influence the erosion levels.

A total of 944 shots were analyzed. The shots are separated into groups based on

their plasma current. A shot is included in a specific group as long as its current falls

within ± 50 kA of the nominal plasma current for the group. For example all shots with

plasma currents ranging from 550 kA to 650 are considered as "600 kA" discharges. The

majority of shots from the 1995-1996 campaign are included in one of the following four

plasma current groups: 600 kA, 800 kA, 1000 kA, and 1100 kA.

Tables 2 - 4 summarize the most important findings with regard to the effect of the

plasma current and the RF power on the divertor gross erosion. Table 2 summarizes both

the ohmic and RF phases of all of the shots from this run period. It provides the number

of shots for each plasma current level, their fraction with respect to the total, the total

gross erosion for the shots of that current level, and the fraction with respect to the total

calculated erosion for all 944 shots. Table 3 provides the average erosion per shot for just

the ohmic phase of the shots. Although the electron density varied widely, the average

plasma density for each current group was approximately constant. It is evident that the

erosion increases significantly with increasing plasma current. For a set of ohmic
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discharges of constant density, higher plasma currentwould lead to higher power flowing

into the scrape-off-layer (SOL) and thus higher divertor temperatures. Application of a

simple two-point model37 to the increased SOL power flow leads to increased sputtering

yields consistent with the scaling seen in table 3.

Table 4 describes the effect of the RF power on the outer divertor erosion by

giving the fraction of the time that the RF was on for each plasma current and the

corresponding erosion fraction for the specific current. Clearly, for all currents, most of

the outer divertor gross erosion occurs during the RF phase of plasma discharges.

The effect of the electron density on the gross erosion was also investigated.

Although there is a general trend at the various plasma currents for the erosion to

decrease with increasing density the spread in the data was too big to obtain any other

useful conclusions.

Another way of looking at the data is to plot the total (for all 944 shots) gross

erosion at the 10 outer divertor probes. This is done in Fig. 13a where the total gross

erosion as well as the erosion occurring during the RF heating phase are plotted versus

the distance of the 10 probes from the midplane (probe 1 is the furthest away from the

midplane, see Fig. 1). In Fig. 13b the erosion fraction during RF portions of the discharge

is plotted based on the ratio of the curves from the top panel. The erosion (in units of

material thickness) for each shot was obtained by integrating the molybdenum influx over

the duration of the shot and dividing by the molybdenum atom density. The gross erosion

peaks in the vicinity of the outer strike point. The erosion occurring during the RF phase

of the discharges (25-30% of the overall discharge period - see Table 4) dominate the

erosion at the lower part of the plate. The peaking of the erosion during the RF phase in

the area of the separatrix can be understood as follows: addition of RF power raises the

power flow into the SOL, raising the divertor Te. In most shots with sufficient RF power,

the plasma would go into an H-mode (with the main exception being shots at the

beginning of a run campaign when the vessel is not well-conditioned). In H-mode, the

scrape-off-layer width decreases considerably. The narrower heat flux profile and higher

divertor Te imply that most of the target erosion would occur in the vicinity of the

separatrix.
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C. Calculated vs. Measured Divertor Erosion

During the 1995-1996 experimental campaign the total molybdenum net erosion

at various locations inside the C-Mod vessel was measured with the use of appropriately

modified molybdenum tiles 6. In these tiles, a layer of chromium was planted underneath

the surface and used as a depth marker. The depth of the chromium layer beneath the

surface was measured by Rutherford backscattering before and after the tiles were

exposed to plasma discharges. A total of 21 such tiles were used in areas such as the inner

wall, and the inner and outer lower divertor. The tiles were installed before the beginning

of the run campaign and were exposed to 1090 tokamak pulses during the period from

November 1995 to March 1996. Examination of the tiles after the exposure showed

significant net molybdenum erosion only at the outer divertor and much less, if any,

everywhere else (e.g. inner divertor, inner wall).

The outer divertor net erosion measurements have been compared with a

campaign-integrated net erosion prediction, based on the model assumptions already

discussed and probe measurements. The net erosion is calculated by multiplying the gross

erosion, Eq. 2, by the fraction of the atoms that did not promptly redeposit, (1 - Ppr). Data

from 990 shots were used in this calculation. The lack of data in the remaining 100 shots

is not a cause of concern. These are mainly short-period shots, many of them shortly after

a vacuum break, that were not diverted at all. Figure 14 shows the probe-deduced

campaign-integrated gross and net erosion together with the net erosion as determined

from the marker tiles as a function of the distance of each of the ten probes below the

midplane (Fig. 14a). It also shows the contribution of the various projectiles used in the

model to the total calculated gross erosion (Fig. 14b). As shown in the figure, there is

generally good qualitative agreement between the measured and calculated net erosions

while quantitatively they differ, depending on the location, at most by a factor of about 3.

From Fig. 14b it is clear that the gross erosion is dominated by boron. It should be noted

that the D ion contribution includes the enhancement of the calculated gross erosion by a

factor of 2 during RF heating, that was mentioned in the previous section.

The difference in the location of the peaks between the gross and the net erosion

profiles is striking. The gross erosion, as already seen, peaks in the vicinity of the

separatrix while the net erosion away from it and actually in the area of the divertor nose.
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This result was expected since the molybdenum prompt redeposition is very strong close

to the separatrix and much lower further away, where the mean free path for ionization is

longer due to the lower values of density and temperature.

Looking at the net measured (or calculated) erosion results, useful information

can be extracted for the usage of high-Z materials in the divertor region. With the peak

molybdenum measured erosion being about 170 nm for a total exposure of about 1000 s,

the average erosion is only 0.17 nm/s or 0.54 cm/exposure-year. This is not only very

small in terms of absolute numbers but is also much lower than erosion rates (> 10

cm/exposure-year) measured for graphite tiles at the outer divertor region in the DIII-D

tokamak 38. This is consistent with the lower molybdenum sputtering yields. In addition,

one could make a very simple, order of magnitude estimate of the net erosion expected in

an ITER-like machine having high-Z divertor target plates. Assuming that the density in

the vicinity of the divertor target in this future machine is 4x higher than in Alcator C-

Mod and the temperature similar, then the peak net erosion for a single shot lasting 1000

s will be ~ 700 nm. Then for a campaign lasting a 1000 shots, the peak net erosion will be

~ 700 Jim. These numbers are very small and hence encouraging. If they will be true in a

future machine, then they imply that physical sputtering will not be a major source of

concern for the integrity of the divertor.

VI. CONCLUSIONS

Measured molybdenum sources at the outer divertor in Alcator C-Mod are in

good agreement with the ones calculated from a simple physical sputtering model. The

effect of deuterons, boron ions, and promptly redeposited molybdenum ions incident on

the target is included in the calculation. The deuteron flux to the target was calculated

from Langmuir probe data while the boron flux was estimated from spectroscopic

measurements of boron emissions. Boron flux levels were typically 0.5 % of the deuteron

flux. The model showed that the molybdenum sputtering is dominated by the boron ions.

It was also found that the molybdenum ion probability of prompt redeposition is high,

reaching, under typical C-Mod conditions, values as high as 80 %, which leads to a

significant reduction in the net target erosion. Specifically, it has been found that

although the molybdenum gross erosion peaks close to the separatrix, the net erosion,
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which is rather small in absolute numbers, peaks further away in the target plate. The

latter is also consistent with erosion measurements performed in C-Mod with

appropriately modified molybdenum tiles. The molybdenum that is not promptly

redeposited is ionized close to the sheath edge, making it likely that is quickly

redeposited as well, which would lead to a further reduction of the net erosion.

The divertor source model has also been used to investigate the effect of various

plasma parameters on the molybdenum source rate levels. Analysis of a large number of

discharges showed that the molybdenum source rate increases significantly with both the

plasma current and with the application of RF power.
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Table Captions

Table 1: Parameters used in the model for the calculation of the molybdenum
sputtering yield. Eth, ETF, and Q for D and Mo are from Ref. 21.

Table 2: General description for each plasma current range: the fraction of discharges at
each plasma current value, the integrated erosion over those shots, and the fraction of the
total erosion.

Table 3: Dependence of the average calculated outer divertor gross erosion on the
plasma current for the ohmic phase of plasma discharges.

Table 4: Effect of RF power on the calculated outer divertor gross erosion.

Figure Captions

Fig. 1: Poloidal cross section of the divertor region. The divertor spectroscopic views use
local electron temperature and density obtained with the divertor Langmuir probes. A
typical plasma separatrix is also drawn.
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Fig. 2: Molybdenum ionizations per 386.4 nm emitted photon (S/XB) as a function of the
electron temperature (a) and density (b).

Fig. 3: Schematic view of an ion's trajectory in the proximity of the divertor surface.
The ions spiral around the magnetic field up to the beginning of the (magnetic) sheath.
Inside the sheath, the electric field tends to pull the plasma flow closer to the
direction of the normal to the target33.

Fig. 4: Probability (based on Eq. 3) of molybdenum prompt redeposition as a function of
the electron temperature for a number of electron densities.

Fig. 5: Neutral molybdenum ionization mean free path as a function of the electron
temperature for a number of electron densities. The magnetic sheath size is also plotted as
a function of temperature.

Fig. 6: Molybdenum self-sputtering yield enhancement, with respect to the yield for the
target at a = 0°. The data used, are a fit to calculated data for tungsten 2S.

Fig. 7: Molybdenum sputtering yields as a function of the temperature for
bombardment with deuterium and triply ionized boron projectiles having a
Maxwellian energy distribution (a). The yields are calculated for normal incidence
since Y(oc = 65) ~ Y (a = 0). Also shown (b) is the molybdenum self-sputtering
yields used for the promptly redeposited projectiles of energy 4.5 Te, incident at
a = 18°. The self-sputtering yield for normal incidence (a = 0°) is given for comparison.

Fig. 8: Comparison of the calculated outer divertor source rate from spectroscopic
data and the sputtering model. The RF power, indicated by shaded region, is
increased from 1.2 to 1.6 MW at 0.95 s.

Fig. 9: Comparison of the spectroscopically measured molybdenum influx, for the six
outer divertor chords used, to that calculated from the sputtering model for the
corresponding probes.

Fig. 10: Molybdenum source rates from spectroscopy and model for a number of shots
from one run: a) averages during the ohmic phase of each shot; b) averages during the RF
phase.

Fig. 11: Distribution of divertor averaged boron flux fraction ( S F ^ / JSj)) for
divertor I divertor

the ohmic and RF phase of 67 C-Mod discharges.

Fig. 12: Contribution of the various projectiles used in the model to the calculated
molybdenum source rate. The data from two representative shots are given in panels a
and b.
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Fig. 13: a) Total gross erosion and gross erosion during RF heating as a function of the
position on the outer divertor target, b) the RF erosion fraction at the same places.

Fig. 14: a) Outer divertor campaign-integrated model (gross and net) erosion and
measured (net) erosion, from Reference 6, as a function of the distance from the midplane
for each of the ten probes, b) Contribution of the various projectiles used in the model to
the total calculated gross erosion.
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