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Summary 

The result of probabilistic safety assessment (PSA) plays very important role in 

proving the safety of a designed system. Therefore, even though conventional PSA 

methods are immature for applying to microprocessor-based digital systems, 

practical needs force it to be applied. The studies regarding this issue could be 

categorized into two topics. One is developing the practical PSA methodology and 

the guide based on currently available technologies. The other is developing more 

precise and sophisticated evaluation techniques for each factor. This report 

concentrates on the first topic and is prepared to suggest a practical PSA 

methodology of safety-critical digital instrumentation and control (I&C) systems 

which is based on the well-known fault tree methodology.  

The aim of this study is: (1) To summarize the factors which should be 

represented by the model for the PSA and to propose a standpoint of evaluation for 

digital systems. (2) To quantitatively explain the relationship among the important 

factors and that between each factor and the PSA result. (3) To show the results of a 

sensitivity study for some critical factors. 

From various documentations such as research reports and journal articles, we list 

up the factors which should be represented by the model for PSA. Inappropriate 

considerations on important factors will induce unreasonable assumptions and might 

severely distort the analysis results. For some critical factors, example models are 

proposed based on the fault tree method. We demonstrate the effect of these factors 

by sensitivity study. The result which is quantified using fault tree analysis method 

shows that some factors remarkably affect the system safety. They are the modeling 

of common cause failure (CCF), the coverage of fault tolerant mechanisms and 

software failure probability. Quantitatively, the value of each factor changes the 

system unavailability up to several thousand times. 

We expect that the safety analysis result will provide valuable design feedback if 

the analysis is performed with careful consideration for avoiding the unrealistic 

assumptions. And we also expect that this report will provide guidance to both the 

regulatory body and the utility. 
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1. Introduction 

1.1 Background and research objectives 

Since early 1990s there have been hot arguments about the safety of digital 

applications to nuclear power plants. The report published in 1997 by National 

Research Council summarizes these arguable issues [1]. The report states that 

appropriate methods for assessing safety and reliability are the key to establishing the 

acceptability of digital I&C systems in nuclear plants.  

For the past several decades, PSA techniques are used to assess the relative effects 

of contributing events on plant-wide safety and system reliability. They provide a 

unifying means of assessing physical faults, recovery processes, contributing effects, 

human actions, and other events that have a high degree of uncertainty [1]. Now, 

PSA is faced with new object of analysis, which is the application of microprocessor-

based computer systems. The digital techniques are far from the conventional 

techniques of analog I&C systems because of some unique features of the digital 

I&C system. Microprocessors and software technologies make the system more 

flexible and powerful but more complex. From the viewpoint of PSA, there are many 

important unresolved issues in digital systems’ safety analysis which are complex 

and correlated.  

This study is performed as a part of researches which aim to support the design of 

next generation nuclear power plants. Design is the art of trade-off. The PSA should 

fairly evaluate this trade-off by proper modeling and reasonable assumptions. We 

believe that even though we cannot quantify the safety of digital systems in a very 

accurate manner, the active design feedback of the insight, which comes from 

quantitative and qualitative approaches of PSA, should be encouraged.  

Even though the objective of this study is to support practical needs from the 

design of next generation nuclear plants, we deal not only the items specified to the 

next generation nuclear plants but also the general problems which possibly arise 

when the digital equipments are applied to the safety-critical functions from the 

viewpoint of PSA. The objectives of this report are as follows: 



(1) To summarize the factors which should be represented by models for the 

PSA of microprocessor-based digital systems. Although these factors 

contain unresolved issues, the sensitivity studies and the reasonable 

assumptions will result in reasonable assessment accuracy.  

(2) To propose a standpoint of quantitative safety evaluation. We expect that 

the results of PSA and sensitivity studies will provide a valuable feedback 

to the designers of digital systems. 

(3) To presents the results of a case study which is conducted with a four-

channel digital protection system. We also examine the analysis framework 

of the safety of digital systems in the context of the PSA and to assess the 

effect of the factors listed above. We quantitatively explain the relationship 

between each factor and the PSA result.  

(4) To demonstrate the quantitative effect of these factors.  

1.2 Digital applications in nuclear plants 

Since the 1980’s many utilities have adopted digital technology to cope with the 

aging of analog I&C equipment. The obsolescence and malfunctions of analog I&C 

components and systems in conventional nuclear power plants has been one of the 

most severe problems. Furthermore, next-generation advanced nuclear reactors 

require more complex and smart functions for control systems, protection systems 

and operator-supporting systems [2].  

The modern technologies which are based on both of digital hardware and 

advanced software algorithms are being rapidly developed and widely used. By the 

general progress of I&C technologies for process engineering such as computer 

technology, control engineering, data processing and transfer technology, and 

software technology, the modern digital technologies are expected to significantly 

improve the performance and the safety of nuclear power plants. Digital technology 

was introduced relatively recently in the nuclear power industry and some utilities 

adopted modern digital technologies to their I&C systems in recent years.  

In France, many of the 900 MWe series and the 1300 MWe series adopted 



computers and associated data processing systems. Works on the development and 

implementation of digital I&C systems for advanced reactors are actively underway 

in Japan. Several US plants have retrofitted digital systems to replace parts of analog 

systems [3]. Digital technologies are adopted in the late advanced gas cooled reactors 

in UK for safety features actuation. Primary Protection System of Sizewell B in the 

UK also employed microprocessors [4]. Especially, in Korea, UCN 5&6 units are 

being constructed and Korean Next Generation Reactor (KNGR) is being designed 

using the digital I&C equipment for the safety functions such as a reactor protection 

system and an engineered safety feature actuation. Even though the use of digital 

equipment for safety-related functions provides many advantageous features, there 

are also many licensing issues which should be solved.  

1.3 PSA methods and digital systems 

The PSA has been widely used in nuclear industry for licensing and identifying 

vulnerabilities to plant safety since 1975. PSA techniques are used to assess the 

relative effects of contributing events on system-level safety or reliability. Currently, 

the nuclear power industry employs the event tree/fault tree methodology for plant-

wide PSA. Therefore, the model of digital I&C system should be compatible with the 

current static logic-based model structure. Even though the plant-wide analysis is 

based on a fault tree model, there is no reason that the I&C model must itself be 

established using the fault tree methodology. However, the fault tree is the most 

familiar tool for analysis staffs and its logical structure makes system design 

engineers easy to understand it. 

The PSA using the conventional techniques and assumptions cannot adequately 

evaluate some features of digital systems. It will take considerable time to establish a 

well-accepted standard on the PSA of digital I&C equipment. Even though the PSA 

methods are immature for applying to microprocessor-based systems, practical needs 

force to apply it. Unlike conventional standards, new international standards require 

quantitative analysis [5]. Because of the prematureness of methodologies, many 

assumptions are used for quantitative analysis. Unreasonable assumptions cause 



unreasonable results of the analysis. Fault-free software and 100% coverage of fault 

tolerance mechanism are typical ones. In order to obtain more reasonable results, 

these critical assumptions should be resolved. Appropriate methods for assessing 

safety and reliability are key to establishing the acceptability of digital I&C systems 

in nuclear power plants.  

The guide in [6] provides valuable information to the systems design engineers 

and application engineers about the problems related to the safety-critical computer 

applications in a detailed manner. The importance of the PSA for digital applications 

as a demonstration of safety is also pointed out. The PSA demonstrates that a 

balanced design has been achieved by showing that no particular class of accident of 

the system makes a disproportionate contribution to the overall risk. That is, the PSA 

should play the role of decision-making tool and should have sufficient accuracy.  

Followings are the characteristics of digital systems from the viewpoint of PSA.  

− The function of a system can be changed repeatedly. 

− The utilization profiles of hardware components are determined by software.  

− Not only software but also digital hardware shows nonlinear characteristics. 

− The failure modes of digital systems are not well defined.  

− Digital systems are more sensitive to the environmental condition such as 

ambient temperature than conventional analog systems. 

− Software might hide the transient faults of hardware.  

− Software fails whenever it executes the faulty part of code. 

− The more efforts on the management of software quality may cause the lower 

expectation of software failure in operation phase. 

− Various monitoring and recovery mechanism can be established using 

microprocessor and software. 

− Apparently different components might cause CCF because electronic 

components consist of a lot of small modules, which are manufactured in 

globally standardized environment. 

− New initiating events induced by digital systems are possible. 



In this report, from the practical viewpoint, we summarize these characteristics to 

several factors and discuss the difficulties on their quantitative assessment. For 

accurate analysis, the PSA model should represent these factors.  

Then, we make more discussions and suggest quantification examples using the 

fault tree models for some more important factors: The CCF probability estimation 

of digital system, the coverage of fault-tolerance mechanism and the software failure 

probability. Generally, when digital equipment is applied to the safety system design, 

the designer also adopts multi-backup strategy. We don’t have enough operating 

experience and the CCF assessment methodology. In the case of multi-backup 

system, usually the CCF probability is one of the most critical factors which affect on 

the result of the system PSA. Digital systems could be programmed to check the 

integrity of themselves and to monitor the integrity of each other. That is, digital 

systems have various fault-tolerant mechanisms and the analysis result is very 

sensitive to their treatment. Software failure in digital safety-critical system induces 

very severe problems on assessing the system safety. It might remove the redundancy 

effect if the same software is installed in redundant systems. We also cannot detect 

the failure of software by hardware-based monitoring mechanism. That is, the 

software could induce severe CCF problem. The analysis result is also very sensitive 

to the failure probability of software. 



2. Factors in digital system safety assessment 

2.1 Digital equipments in safety-critical systems 

The digital techniques are far from the conventional techniques of analog I&C 

systems because of some unique features of the digital I&C system. Microprocessors 

and software technologies are the basic elements of the digital system. They make 

the system more flexible and powerful but more complex.  

From the viewpoint of PSA, there are some important issues in digital systems’ 

safety analysis which are complex and correlated. In this section, we categorize them 

into six factors and explain through subsections 2.2 to 2.7 for the information of PSA 

analysts and design engineers. Some of the factors could be modeled explicitly but 

the others need to be treated implicitly.  

Some of the factors are expected to play more important role in analysis. 

Especially, as mentioned in Introduction, accepting the concepts of 'imperfectness of 

fault-tolerant mechanism' and 'possibility of software error' might be inevitable for 

realistic reliability evaluation. For these two critical factors, the importance of them 

is demonstrated and intermediate methodology is proposed using a fault tree model. 

The safety and reliability of a fault-tolerant digital system is quite sensitive to the 

fault coverage and software failure probability. 

2.2 Modeling the multi-tasking of digital systems 

Microprocessors and software technologies make the digital system multi-

functional. That is, a system performs several functions sequentially or conditionally. 

This multi-tasking feature should be represented in PSA modeling because it will 

cause the risk concentration and deteriorate the reliability of the system.  

The designers of safety-critical systems such as nuclear power plants have 

adopted a conservative design strategy and have given various functional 

redundancies through separated systems. In the case of digital systems, however, the 

software programs of these functions are executed by one processor and the 



redundancy is no more valid. Especially, in order to compare the developed digital 

system with the conventional analog system, the effects of multi-tasking on the 

safety should be carefully modeled and evaluated.  

For example, consider two systems shown in Figure 1. As explained above, 

typical safety critical applications such as a reactor protection system in a nuclear 

power plant handle diverse process parameters and it provides functional redundancy. 

Consider the Main Steam Line Break (MSLB) accident. First, 'Low steam generator 

pressure' parameter (A) triggers the output signal A. As time goes on, the parameters 

of ' Low pressurizer pressure' (B), ' Low steam generator level' (C), 'Reactor over 

power' (D) will trigger the output signal B, C and D, respectively. In conventional 

analog circuit system, as shown in Figure 1 (a), the first triggered output signal, 

signal A, makes trip circuit breakers open and initiates reactor shutdown. If the signal 

processing circuits for parameter A fail to generate the proper output signal, the 

second triggered output signal (B) will trip the reactor. And if the circuits for 

parameter B also fail, the output signal C, will trip the reactor. However, in the case 

of digital system, as shown in Figure 1 (b), parameter A, B, C and D use the same 

equipment for signal processing. If the digital signal-processing unit fails, there is no 

backup (see Figure 2). Of course, in the safety critical application, there are one or 

more duplicated trip channels, but conventional analog systems also have fully 

duplicated channels.  

Multi-tasking is generally adopted in microprocessor-based systems, so the signal 

processing systems in a nuclear power plant tend to have multi-input single-output 

structure. The multi-tasking of digital systems could result in risk concentration on 

processing module and output module. It implies that the reliabilities of these 

components should be analyzed more carefully. From the viewpoint of the designer, 

it also implies that self-monitoring and fault-tolerant mechanism for these 

components should be strengthened. 

Since the real world is dynamic, the static modeling techniques could not simulate 

the real world without considerable assumptions. For the comparison between a 

digital system and an analog system, estimating 'how many parameters will trigger 

the output signals within the specific time limit for specific kind of accident' is very 



important. In this estimation, we need several assumptions, for example, the time 

limit and the severity of standard accidents. That is, if it is possible, we should define 

parameters which will be considered for several important standard cases. For 

example, in the case of MSLB, a reactor protection system should complete its 

actuation within 30 minutes and it implies that 'Low steam generator pressure', ' Low 

pressurizer pressure' and ' Low steam generator level' will be considered as the trip 

parameters.  



Figure 1. Schematic diagram of signal processing using analog circuit and digital 

processor unit 
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(a) Fault tree model of the example in Figure 1 (a) 

(b) Fault tree model of the example in Figure 1 (b) 

Figure 2. Schematic diagram of signal processing using analog circuit and digital 

processor unit 
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2.3 Estimating software failure probability  

There are ongoing debates among the researchers of software engineering about 

whether software failure can be treated in a probabilistic manner [4]. Generally, we 

recognize that software faults are design faults by definition. That is, software is 

deterministic and its failure cannot be represented by 'failure rate'. When we focus on 

the software of a specific application, however, the software is no more deterministic 

because of the randomness of the input sequences. This is the concept of 'error 

crystals in software,' which is the most common justification for the apparent random 

nature of software failure. Error crystals are the regions of the input space that cause 

software to produce errors and a software failure occurs when the input trajectory 

enters an error crystal.  

The position of regulatory bodies including Korea Institute of Nuclear Safety 

(KINS) can be summarized as 'the reliability of software should be analyzed in a 

qualitative and quantitative manner and quantitative result will support qualitative 

result' [7]. However the quantitative software-failure probability is indispensable to 

the safety assessment of a digital system. Generally, it is considered normal for the 

microprocessor applications to fail frequently when first installed. They only become 

reliable after a long sequence of revisions. In safety-critical systems, this approach is 

known to be inappropriate [8]. 

Unlike the reliability of hardware components, it has been proved that it is much 

harder to predict software reliability quantitatively using a conventional model. 

Software reliability growth model is the most mature technique for software 

dependability assessment. It estimates the increment of reliability as a result of fault 

removal. It is assumed that when a failure occurs there is an attempt to remove the 

design fault that caused the failure. The repeated occurrence of failure-free working 

is the input to probabilistic reliability growth models, which use these data to 

estimate the current reliability of the program under study, and to predict how the 

reliability will change in the future. However, it is hard to select a priori for the most 

suitable model for a particular situation [9]. Furthermore, in the safety critical 



systems such as protection systems in nuclear plants, the fixes cannot be assumed 

effective and we might assume that the last fix has introduced new faults. 

In order to apply software failure probability to the fault tree model, we require 

the basic event probability of software failure. Conservatively estimated lower limit 

of software-failure probability by testing can be an alternative. Of course, some 

researchers insist that the quantification of safety-critical software reliability is 

infeasible using statistical methods because it leads to exorbitant amounts of testing 

when applied to safety-critical software [10]. However, in order to show the integrity 

of developed software, the software must undergo test phase even it is not for 

calculating reliability. We believe that carefully designed random tests and advanced 

test methodologies can provide an estimate of the lower bound of the reliability that 

will be experienced in actual use.  

For the convenience of explanation, we will show the example of a highly reliable 

system. The number of observed failures during test is expected to be zero because 

when we find an error we will debug the responsible code and restart the testing. So 

the concept of software failure probability implies the degree of expectation of fault 

due to the software which shows no error in testing phase.  

The reliability is assessed to be no worse than the result of this test with a certain 

confidence. That is, testing provides the lower bound of the reliability of software. 

Conventional method to calculate the required number of test can be easily derived 

as follows. Using the random variable T as the number of tests before the first failure 

and U as the required number of tests, the confidence level C can be expressed as 

follows: 
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The failure probability is denoted p. We can solve this equation for U as follows: 
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According to Equation (2), the higher software reliability is required and the 

higher confidence level is needed, the more test cases are required. Therefore, an 

impractical number of test cases might be demanded in some ultra-high reliable 



systems. Table 1 shows the required number of tests for some failure rates and 

confidence levels. For example, if we want to show that the required failure rate is 

lower than 10-6 with 90% confidence level, we have to test the software for 2.3×106

cases without failure. However, we expect that this problem of large number of test 

cases can be resolved through fully automated testing and parallel testing. Especially, 

in the case of sequential processing software which has no feedback interaction with 

users or other systems, the test automation method will be a strong candidate for 

reducing the test burden. The validity of test-based evaluation is dependent on the 

coverage of test cases. The test cases should represent the inputs which will be 

encountered in actual use [11]. 

Littlewood and Wright [12] suggested some test stopping rules in consideration of 

the case of finding some failures in the middle of testing. We also approach with the 

concept of reliability allocation. If we can establish the target reliability of the total 

system, the required software reliability (p) which can satisfy the target can be 

calculated using the fault tree [13].  



Table 1. Required number of test cases 

p    C 50% 90% 99% 

10-2 6.90 × 10 2.29 × 102 4.58 × 102

10-3 6.93 × 102 2.30 × 103 4.60 × 103

10-4 6.93 × 103 2.30 × 104 4.60 × 104

10-5 6.93 × 104 2.30 × 105 4.61 × 105

10-6 6.93 × 105 2.30 × 106 4.61 × 106

10-7 6.93 × 106 2.30 × 107 4.61 × 107

10-8 6.93 × 107 2.30 × 108 4.61 × 108



2.4 Estimating the effect of software diversity and V&V efforts 

In order to assess the expected failure rate of software, we also should consider 

the efforts on the lifecycle of software [14]. Previous experimental researches 

showed that the application of formal methods to the software development process 

and the usage of mathematical verification of the software specifications could 

reduce the possibility of fault due to design failure [15]. As explained in above 

section, the failure rate of safety-critical software represents the degree of 

expectation of failure or the possibility of failure. As we expect that the application 

of software verification and validation (V&V) methodologies could reduce the 

number of potential faults remained in the software, this effect should be reflected on 

the probability estimation of basic events. That is, the quantification of the rigidity of 

software V&V should be performed through PSA process. 

Formal methods including formal specification technique are particular examples 

of software V&V processes. Formal methods use ideas and techniques from 

mathematical or formal logic to specify and reason about computational systems [16]. 

The notion of mathematical proof is the most important effect of these methods. 

Even though the extent of this kind of proofs is limited, they are still one of the 

strongest aids for developing extremely high reliable software. Welbourne [17] stated 

that these methods had been widely shown to be feasible in other industries. Besides 

these formal methods, there are many kinds of approach for improving the quality of 

software production.  

We expect that Bayesian belief network (BBN) can be used for reflecting these 

quality-improving efforts [18], [19]. Applying BBN to the PSA of digital equipment 

will be helpful in systemically estimating the completeness of the software 

engineering and the quality assurance. This estimation should be performed in 

consideration of various kinds of activities in each stage of software lifecycle. 

Diversity of software plays an important role in fault tolerance of digital systems. 

Diversity can be implemented without modification of hardware components by 

installing two or more versions of software which are developed by different teams 

because we expect that faults will tend to be different so failures can be masked by a 



suitable voting mechanism. Design diversity does bring an increase in reliability 

compared with single versions, but this increase is much less than what completely 

independent failure behavior would imply. Littlewood and Strigini [9] also insist that 

this independence assumption is often unreasonable in practice. Therefore, the degree 

of dependence must be estimated for each particular case.  

2.5 Estimating the coverage of fault-tolerant features 

In the nuclear industry, we should especially concentrate on watchdog timer and 

duplication technique used in fault-tolerant system. They are the simplest way to 

establish a fault-tolerant system and already applied to some nuclear applications. 

When we analyze the duplication, we should carefully consider the CCF among 

duplicated components.  

Microprocessors and software technologies make it possible to implement various 

fault-tolerant mechanisms which check the integrity of the system itself and to 

monitor the integrity of each other. The experience shows that these fault-tolerant 

mechanisms effectively detect the fault on the system but they are not perfect. Digital 

systems have various kinds of fault and the coverage of the fault-tolerant mechanism 

is limited.  

We expect that this aspect can be expressed using the concept of the coverage 

factor. In the fault tree, this coverage must be considered. Because the safety systems 

in nuclear plants adopt 'fail-safe' concept, the coverage factor plays a critical role on 

assessing the safety of digital systems. The watchdog devices are widely adopted for 

the fault-tolerance feature of safety systems in nuclear power plants to generate trip 

signal at the failure of microprocessor-based devices.  

For the convenience of explanation, consider the simplest example of a watchdog 

timer application. It is illustrated in Figure 3. When the watchdog timer detects the 

failure of processor, it will isolate the power. The fault tree for the system in Figure 3 

is shown in Figure 4.  

As shown in Figure 4, we categorize watchdog timer failures into two groups: The 

first is the failure of the watchdog timer itself (recovery failure). The second is that 



the watchdog timer cannot detect the failure of microprocessor (functional failure). 

The symbol p, c and w represent the probability of processor failure, the coverage 

factor and the probability of watchdog failure (recovery failure), respectively.  

For the illustration of the effect of the coverage factor, Figure 5 shows the 

example system unavailability versus the coverage factor when we assume that p and 

w are equal to 10-3 and 10-7, respectively. The value of p, 10-3 failure/demand, is the 

typical level of failure rate for programmable logic processors. The value of w, 10-7

failure/demand, represents the typical failure rate of simple circuit and contact. If the 

watchdog mechanism is perfect (c=1), the reliability of microprocessor-based device 

will be negligible and the system reliability totally depends on the reliability of the 

watchdog device. In this case, the system unavailability is 10-20. If the coverage 

equals zero (c=0), the system unavailability is 10-6. Generally, it is well known that 

the coverage of the watchdog timer is not so high because it is the simplest method 

among the fault-tolerant mechanisms. The graph in Figure 5 shows the importance of 

reasonable estimation of the coverage factor of fault-tolerant mechanism. 

The remaining problem is to estimate the value of coverage factor. Unfortunately, 

there is no widely-accepted method except experiment. However, we expect that the 

simulation using a fault injection method will be promising for estimating the 

coverage factor. The knowledge of domain experts will be helpful also. Before the 

credible methodology is developed, even though the exact coverage of the watchdog 

timer is hard to estimate, we can establish the lower bound of the coverage using 

similar methods explained in software failure probability. 



Figure 3. Schematic diagram of a typical watchdog timer application 
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Figure 4. Fault tree model of the system shown in Figure 3 



Figure 5. Illustration of system unavailability along the coverage factor 

(p = 10-3 , w =10-7)



2.6 Estimating the CCF probability in hardware 

The importance of precise estimation of the CCF of digital equipment should be 

emphasized. As explained above, the application of digital equipment to the safety-

critical system will induce more risk concentration. In the case of adopting the same 

equipment as the redundancy, this concentration will be more critical. Even the 

products from different vendors do not guarantee the independence of faults. Global 

standardization and the large manufacturer in electric part market lead to produce 

similar digital hardware products by different vendors.  

In the case that operating experience is enough and generic CCF data is available, 

we can use the conventional methodologies (β factor approach or Multiple Greek 

Letter approach). However, in the case of newly designed dedicated systems such as 

safety-critical calculators in nuclear power plants, generic data is unavailable. Thus, 

the development of new and precise estimation methodology for the CCF factor of 

digital hardware is required. 

2.7 Modeling the interactions between hardware and software 

Conventionally, the research on the hardware reliability and that of software 

reliability has been independently performed. Therefore, there are some attempts 

which estimate the reliability of digital system by calculating that of hardware and 

software separately [20]. In this case, however, we cannot evaluate the effect of 

interactions between hardware and software.  

Most microprocessor-based systems have fault-tolerant mechanisms which are 

based on hardware and software. They make the system complex but are expected to 

reduce the number of system failures. Choi [21] also showed that there exists 

obvious effect of hardware fault masking by software. That is, a substantial number 

of faults do not affect the program results for several reasons: faults whose errors are 

neutralized by the next instructions, faults affecting the execution of instructions that 

do not contribute to the benchmark results, and faults whose errors are tolerated by 



the semantic of the benchmark under execution. He insists that these interactions 

might be very important factors to estimate the dependability of systems. Therefore, 

the system dependability measurement technique should not consider software and 

hardware separately and the effect of interaction should be considered properly 

because even a small change of system fault coverage value could affect the system 

dependability. 

When we consider aging effect on hardware, the problem becomes more complex. 

The aging effect will induce slight changes on hardware. By some software, the 

system will make faulty output but by the other software, it will not. Furthermore, we 

should also consider the correlated effect of hardware design faults and software 

faults and the correlation between diverse hardware and software. These 

considerations might result in very complex and impractical models. 

Clearly, the modeling of interactions between hardware and software requires 

much further and extensive investigation. For more realistic results, however, these 

complex interactions should be considered in a proper manner. 

2.8 The other factors 

Due to the complexity of microprocessor-based system, there are lots of unsolved 

problems. In this report, from the practical viewpoint of PSA, we summarize the 

factors which should be considered in modeling the digital systems as follows: 

− Modeling the multi-tasking of digital systems, 

− Estimating software failure probability,  

− Estimating the effect of software diversity and V&V efforts, 

− Estimating the coverage of fault-tolerant features, 

− Estimating the CCF probability in hardware, and 

− Modeling the interactions between hardware and software. 

Major problems which are not mentioned in this study can be listed as follows. 

Further investigation on these problems is strongly recommended. 

− Failure mode of digital system, 



− Environmental effects, and 

− Digital system induced initiating events including human errors. 



3. Analytic Evaluation in the Context of PSA 

3.1 Case study layout 

The plant protection system (PPS) is one of the most important safety-critical 

digital systems. In this report, we established a PSA model of the digital PPS with 

four-channel redundancy. Many PPSs of nuclear power plants including Korean 

Standard Nuclear Plant (KSNP) adopt four-channel layout. Figure 6 shows the 

schematic diagram of a typical four-channel PPS including selective two-out-of-four 

voting logic. The detailed component design and algorithms of the PPS is flexible. 

Kim, et al. [7] reported the design concept of the digital PPS of KSNP as shown in 

Figure 7 which shows the components layout. The full system description and design 

concept of KSNP are not available now because it is under construction. We assumed 

its layout as shown in Figure 7. So the results shown in this report are based on 

various assumptions for unknown parts. Although the data of the assumed digital 

PPS is not complete, we expect that analytic assessment will provide meaningful 

insights to the designers and the analysts.  

Four redundant channels are provided to satisfy single failure criterion and 

improve plant availability. We assumed that each channel of PPS contains two 

bistable processors and four local-coincidence-logic processors. The bistable 

processor in each channel receives analog inputs from sensors through analog input 

modules. A bistable processor compares the input signals to the trip setpoints and 

transmits results to local-coincidence-logic processors. A local-coincidence-logic 

processor performs two-out-of-four voting for each process input using the signals 

from four bistable processors. It produces the output signal using independent digital 

output module. Its stall will result in loss of its heart beat signal output to a watchdog 

timer, then the watchdog timer will force the PPS trip and initiate trip signal. Figure 

8 shows the structure of a selective 2-out-of-four logic which initiates the interposing 

relay. 

With this layout, we made several assumptions such as: 1) We use all-mode-

failure date, 2) The effect from the other components except PPS is neglected, 3) 



Every processor contains the identical software program, 4) We ignore the fail-to-

hazard probability of the network or serial communications, the inter-system data bus, 

and the back plane of PLC. The detailed assumptions will be descried in section 4.2. 

The aim of this study is to investigate the quantitative relationship between the 

important factors and the PSA results. So even though the adequacy of these 

assumptions is not guaranteed and the model requires further refinement, the results 

of PSA could provide useful insights. 



Figure 6. The schematic diagram of a typical four-channel digital PPS 



Figure 7. The functional diagram of each channel of the PPS 



Figure 8. The detailed diagram of a selective 2-out-of-four logic which initiates the 

interposing relay. (LCL: local-coincidence-logic) 



3.2 The analytic assessment of system unavailability  

Generally, the result of the fault-tree calculation is expressed in the form of a 

probability sum as follows:  

System Unavailability = q1+q2+ … + qi + … +qn (1) 

qi= p1×p2× … ×pj× …×pm (2) 

where qi is the probability of cutset i and pj is the probability of basic event j. The 

probability of a basic event in the fault tree is the failure probability of a 

corresponding component. Cutset can be defined as a set of system events that, if 

they all occur, will cause system failure [22].  

Generally, we can categorize the cutsets of multi-channel protection systems into 

four groups: 1) Cutsets which disturb collecting input signals, 2) Cutsets which 

disturb generating proper output signals, 3) Cutsets which cause the distortion of 

processing results, and 4) Cutsets of the possible combinations of events which make 

all channel unavailable. Schematically we can draw a diagram for the explanation of 

this grouping as shown in Figure 9. 

In the case of the example PSA, we can easily expect that the four-channel 

redundancy makes the probabilities of almost whole ‘possible combinations of basic 

events’ negligible because the order of the failure probabilities of digital modules are 

less than 10-3 per demand. That is, the cutsets in group 4) will be negligible. Then 

the cutsets which contain CCF events become the main contributors to system 

unavailability. The CCF is the failure of multiple components at the same time. And 

in the case of the example system, the probability of CCF is much higher than the 

probability of the combinations of different basic events. 

By the analyses of several possible design alternatives, we ascertain this 

expectation. The details of the analysis result depend upon the design concept of the 

system, but every dominant cutset of the four-channel digital protection system 

consists of the CCF probabilities of digital modules and the error probability of a 

human operator. Conceptually, the dominant cutsets of a multi-channel digital 



protection system can be expressed mathematically as follows: 

q1 = Pr(OP) × Pr(AI CCF)  

q2 = Pr(OP) × Pr(DO CCF) 

q3 = Pr(OP) × Pr(PM CCF) × Pr(WDT CCF) 

q4 = Pr(OP) × Pr(PM CCF) × { Pr(WDT a1) × Pr(WDT a3)… } 

q5 = Pr(OP) × Pr(PM CCF) × { Pr(WDT a1) × Pr(DO a3)… } 

…  (3) 

where

Pr(OP)  the probability that a human operator will fail to manually 

initiate the reactor trip  

Pr(AI CCF) the probability of the CCF of analog input modules 

Pr(DO CCF) the probability of the CCF of digital output modules 

Pr(PM CCF) the probability of the CCF of processor modules 

Pr(WDT CCF) the probability of the CCF of watchdog timers 

Pr(WDT α) the probability that the watchdog timer α will fail to initiate the 

reactor trip 

Pr(DO β) the probability that the digital output module β will fail to 

initiate the reactor trip. 

The first and the second cutsets (denoted by q1 and q2) of equation (3) correspond 

to the probability of simultaneous failures of a human operator and all input/output 

modules. The third cutset, q3, implies the probability of simultaneous failures of a 

human operator, all processor modules and all watchdog timers. The fourth and fifth 

cutsets, q4 and q5, of equation (3) correspond to the probability of simultaneous 

failures of a human operator and all processor modules and the combined failures of 

watchdog timers and digital output modules. The cutsets of q3, q4 and q5 are related 

to the processor module. 

The processor module is the most complex part of a digital system and the 



reliability of this module is relatively lower than input/output modules. Furthermore, 

it contains the software. In this analysis, we assume that the software failure 

probability is included in the failure rate of the processor module. Installation of the 

same software in redundant systems might remove the redundancy effect. Therefore, 

the CCF of processor modules will be a major obstruction to the proper working of 

digital protection systems. However, most safety-critical applications such as 

protection systems of nuclear plants will reduce the risk by adopting fault-tolerant 

mechanisms. If the fault-tolerant mechanisms are effective enough, the safety of the 

system will not be severely affected by the failure probability of processor modules. 

They might be effective but not perfect. In the case of watchdog timer applications, 

we expect relatively low fault detection probability. The failure probability of a 

watchdog timer should include the detection probability of a processor module’s fault.  

Pr(OP) in the equation (3) is not directly correlated to the digital system. And the 

effect of Pr(WDT α) and Pr(DO β) on the system safety is relatively small. Then, 

from the equation (3), we find critical variables: Pr(AI CCF), Pr(DO CCF), Pr(PM 

CCF), and Pr(WDT CCF).  



Figure 9. The schematic diagram of grouping the cutsets 
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3.3 Relationship between the factors and PSA results 

We can also summarize the effect of each factor listed in section 2.8 to the result 

of the PSA shown in the equation (3) as follows: 

− Modeling the multi-tasking of digital systems: Not available  

This factor is related to the ‘function of system’, so it should be explicitly 

modeled in the fault tree. 

− Estimating software failure probability: q3

We consider the failure probability of software as one of the processor-

failure causes. Especially, if the same software is installed to several 

redundant processors, it will possibly induce a CCF of processor modules. 

− Estimating the effect of software diversity and V&V efforts: q3

Software is related to the function of processor module, so it should be 

explicitly modeled in the basic event for processor failure. Well-

verified/validated software implies relatively small failure number of 

processor function. 

− Estimating the coverage of fault-tolerant features: q4 and q5

Failure of fault detection affects the safety of system more critically than 

the failure of watchdog timer itself does. The successful fault detection 

directly implies successful fault removal because safety-critical applications 

usually adopt ‘fail safe’ concept. So the coverage of fault-tolerant features 

should be reflected in watchdog timer failure probability. 

− Estimating the CCF probability in hardware: All (q1, q2, q3, q4 and q5)

CCF is the critical factor of the system failure in the case of multi-channel 

safety system. Precise estimation of CCF probability will improve the 

reality of the overall safety evaluation. 

− Modeling the interactions between hardware and software: q3

Software and processor hardware is related to the function of processor 

module, so it should be explicitly modeled in the basic event for processor 

failure. 

− Failure mode of digital system: All 



The failure modes of digital systems are not well defined yet. Usually 

analysts utilize all-mode-failure data that contains both ‘fail to safe’ and 

‘fail to hazard’ cases because the more precise data is not available. If the 

failure modes can be defined and adequate data is available, the result of 

safety evaluation will be more realistic. 

− Environmental effects: All 

It is well known that generally the digital system is sensitive the 

environmental condition.  

− Digital system induced initiating events including human errors: N/A  

This factor should be inspected from the plant-wide viewpoint. 



4. A Sensitivity Study  

4.1 The selection of parameters 

In this chapter, we will show the sensitivity of the PSA result along the critical 

variables mentioned in chapter 3. Equation (3) is derived using static methodology, 

the fault tree method, so the complex and dynamic features of digital systems are not 

fully reflected. The lack of failure data is another weak point of analysis. However, 

although the data and modeling methodology of the digital protection system is not 

yet complete, we expect that the intuition from equation (3) will be helpful in 

designing a safer system. Especially, a systematic analysis and a quantitative 

comparison between the design alternatives are expected to support decision-making 

for design improvement [23].  

The CCF probabilities of input/output modules, Pr(AI CCF) and Pr(DO CCF), 

depend on the system design because the variation of the failure probability of the 

safety-critical-grade hardware is limited. So we assume three design alternatives: 1) a 

system which uses identical input modules and identical output modules, 2) a system 

which uses two kinds of input modules and identical output modules, and 3) a system 

which uses two kinds of input modules and two kinds of output modules. For each 

design alternative, we establish a separate fault tree model to perform sensitivity 

studies.

The CCF probability of processor modules, Pr(PM CCF), depends on the 

hardware failure probability of processor module itself, the software failure 

probability, the diversity of processor modules, and the interaction effect between 

hardware and software. For the simplicity of sensitivity study, we assume that 

identical processor modules are used and ignore the interaction effect between 

hardware and software. So Pr(PM CCF) depends on the software failure probability. 

There are ongoing debates among the software engineering researchers about 

whether software failure can be treated in a probabilistic manner [4]. Generally, from 

the deterministic viewpoint, software is deterministic and its failure cannot be 

represented by a 'failure rate'. When we focus on the software of a specific 



application, however, the software is no more deterministic because of the 

randomness of the input sequences. This is based on the concept of 'error crystals in 

software,' which is the most common justification for the apparent random nature of 

software failure [1]. Error crystals are the regions of the input space that cause 

software to produce errors and a software failure occurs when the input trajectory 

enters an error crystal. As explained in chapter 2, the software failure probability of 

1.0 × 10-6 with 90% confidence level implies 2.30 × 106 tests, so we think that 

proving less than 10-6 failure probability by testing method is impractical. And the 

software which has more than 10-4 failure probability cannot be expected to be 

applied to safety-critical system such as the PPS of nuclear power plants. In this 

study, we adopt the ‘error crystal’ concept, and use 0.0, 1.0 × 10-6, 1.0 × 10-5, and 1.0 

× 10-4 for the value of software failure probability. The value 0.0 for software failure 

probability implies the perfect software. 

And Pr(WDT CCF) depends on the failure probability of contained relay and the 

fault coverage of watchdog timers. Because we assume that the variation of the 

failure probability of the safety-critical-grade hardware is limited, Pr(WDT CCF) 

mainly depends on the fault coverage of a watchdog timer. The reliability of a 

watchdog device is extremely higher than that of a microprocessor-based device 

because of its simplicity. If we assume that the watchdog mechanism is perfect, the 

failure rate of microprocessor-based device will be negligible and the system 

unavailability totally depends on the failure rate of the watchdog device and non-

monitored devices. In order to avoid such an unrealistic analysis, the concept of 

coverage factor should be applied. A survey on the error detection [24] shows an 

experimental result that the 73% of injected faults were detected by various 

mechanisms using watchdog processors in the case of Z-80 microprocessor. It is well 

known that the watchdog microprocessors-based fault detection methods using are 

superior to the watchdog timer-based methods. Therefore, we assume that the 70% is 

the maximum of fault-detection coverage of watchdog timer-based methods and that 

30% to 70% is the range of watchdog timers’ fault coverage. Practically, we think 

that 40% to 60% is the reasonable range of watchdog timers’ fault coverage. Finally, 

we use the discrete values of 0.3, 0.4, 0.6, 0.7, and 1.0 for the value of the coverage 



factor. The value 1.0 for the coverage of watchdog timer implies the perfect detection 

of faults in a processor module. 

We performed a total of 60 (3 × 5 × 4) calculations. In this study, we consider only 

two trip parameters (steam generator level and pressurizer pressure) and ignore the 

CCF probability between different kinds of hardware devices even if they are used 

for the same purpose.  

4.2 Fault tree model 

The scope of fault tree model is from process sensors and transducers to trip 

circuit breakers (TCB). Using KwTree, which is the fault-tree analysis software 

package produced by Korea Atomic Energy Research Institute, we establish the fault 

tree model. The assumptions used in the model can be summarized as follows: 

− The probabilities of basic events are assumed to be the value of the 

programmable logic controller (PLC) modules which are expected to be 

used in nuclear industry. Since we don’t have enough information, all failure 

modes assumed to be hazardous. 

− Since this analysis is concentrating on the digital system itself, the effect 

from the other components such as trip circuit breakers, interposing relays, 

sensors and transducers is out of scope even though they are modeled in 

fault tree. For the simplicity of analysis, we assumed zero failure rates to 

these non-PPS components.  

− Watchdog timers monitor the status of local-coincidence-logic processors and 

local-coincidence-logic processors monitor the status of bistable processors. 

Since the coverage of timer-to-processor monitoring is much lower than that 

of processor-to-processor monitoring, we cannot assume the coverage of 

timer-to-processor monitoring as unity. As mentioned in section 4.2, the 

coverage of watchdog timers is treated as a variable. 

− We assume that every processor contains the identical software program and 

the software failure induces the CCF of processors. As mentioned in section 



4.2, the failure probability of software is treated as a variable. 

− We ignore the fail-to-hazard probability of the network or serial 

communications.

− We ignore the fail-to-hazard probability of the inter-system data bus and the 

back plane of PLC. 

− We assume that the components are tested at least one per month. 

Figures 10 and 11 shows the master diagram of established fault tree. The top 

event of this fault tree is the event of ‘Fails to trip the reactor’. This top event will 

happen when one of control-element-driving mechanism (CEDM) buses is not 

interrupted. CDEM bus interruption failure is caused by the failure of successful 

functioning of TCBs. It implies the failure of the TCB component itself or the failure 

of signal which initiates the actuation of the TCB. The signal to the TCB is generated 

by two components of an undervoltage (UV) trip coil and a shunt trip coil. Similarly, 

they are caused by the failure of the components themselves or by the failure of 

activating signals. The signals to trip coils are generated by interposing relays (IR) or 

by a manual trip switch. IR failures are also caused by the failure of the components 

themselves or by the activating signal failure from the PPS channel A. 

PPS channel consists two paths for generating trip signal and each path consists 

two local-coincidence-logic modules. The failure of local-coincidence-logic module 

is caused by three reasons: 1) The failure of output module, 2) The failure of 

processor module and watchdog timer, and 3) The failure of input to local-

coincidence-logic module. The failure of output module implies the failure of 

component itself. The failure mechanism of the processor module and the watchdog 

timer is explained in chapter 2. The failure of input to local-coincidence-logic 

module is caused by the failure of bistable processors, the failure of the input 

modules of bistable processor, and the failure of sensors. 

4.3 The result of PSA 

The results of this sensitivity study are graphically illustrated in Figures 12 to 14. 



Of course, the best unavailability of 4.80 × 10-9 is obtained from the system which 

has diverse input/output modules, perfect software and 100% fault coverage while 

the system which has identical input/output modules, poor software and poor fault 

coverage shows the worst result of 1.60 × 10-5. From this result, we find that the CCF 

treatment is the most important factor among the factors which affects the PSA result 

of the digital system. And the fault coverage of watchdog timer and the software 

failure probability also affect the PSA result severely. 

And we can check the order of magnitude of the conventional PPS design. 

Practically, as explained in section 4.1, it is very hard to show the software failure 

probability is under 1 × 10-5 and the fault coverage of a watchdog timer is over 0.7. If 

we use the identical input/output modules and processor modules, the four-channel 

redundant digital PPS will have the system unavailability around 3.7 × 10-6 as shown 

in Table 2. However if we adopt the design of diverse input/output modules, it will 

have the system unavailability around 4.6 × 10-7 as shown in Table 4. 

Even though the human error is not in the scope of sensitivity study, we consider 

5% as the human error probability in order to get the realistic numerical scale of 

results. If the human error probability is excluded, the quantitative values of 

unavailability become 20 times as large as the results shown in Figures 12 to 14.  

The result of quantitative assessment shows that these factors remarkably affect 

the system safety. Quantitatively, the value of each factor changes the system 

unavailability up to several thousand times. That is, inappropriate considerations of 

these three important factors will induce unreasonable assumptions and severely 

distort the analysis results.  



Figure 10. The master diagram of the fault tree for case study (1) 



Figure 11. The master diagram of the fault tree for case study (2) 



Table 2. System unavailability when the identical input modules  

and the identical output modules are used 

Software Failure Probability System 

Unavailability 0.00E+00 1.00E-06 1.00E-05 1.00E-04 

0.3 6.06E-06 6.16E-06 7.06E-06 1.60E-05 

0.4 4.83E-06 4.88E-06 5.38E-06 1.03E-05 

0.6 3.65E-06 3.66E-06 3.77E-06 4.88E-06 

0.7 3.44E-06 3.45E-06 3.49E-06 3.92E-06 

Fault 

Coverage 

1.0 3.31E-06 3.31E-06 3.31E-06 3.31E-06 

Figure 12. The graph of system unavailability along fault coverage and software 

failure probability when the identical input modules and the identical output modules 

are used 
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Table 3. System unavailability when two kinds of input modules  

and the identical output modules are used 

Software Failure Probability System 

Unavailability 0.00E+00 1.00E-06 1.00E-05 1.00E-04 

0.3 3.11E-06 3.21E-06 4.10E-06 1.31E-05 

0.4 1.87E-06 1.93E-06 2.42E-06 7.37E-06 

0.6 6.93E-07 7.05E-07 8.16E-07 1.92E-06 

0.7 4.86E-07 4.90E-07 5.33E-07 9.61E-07 

Fault 

Coverage 

1.0 3.54E-07 3.54E-07 3.54E-07 3.54E-07 

Figure 13. The graph of system unavailability along fault coverage and software 

failure probability when two kinds of input modules and the identical output modules 

are used 
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Table 4. System unavailability when two kinds of input modules  

and two kinds of output modules are used 

Software Failure Probability System 

Unavailability 0.00E+00 1.00E-06 1.00E-05 1.00E-04 

0.3 2.76E-06 2.86E-06 3.75E-06 1.27E-05 

0.4 1.52E-06 1.58E-06 2.07E-06 7.02E-06 

0.6 3.44E-07 3.56E-07 4.66E-07 1.57E-06 

0.7 1.36E-07 1.41E-07 1.84E-07 6.11E-07 

Fault 

Coverage 

1.0 4.80E-09 4.80E-09 4.80E-09 4.85E-09 

Figure 14. The graph of system unavailability along fault coverage and software 

failure probability when two kinds of input modules and two kinds of output modules 

are used 
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4.4 Discussion  

As shown in analytic results in chapter 3 and quantitative results of sensitivity 

study in chapter 4, CCF is the one of the main contributors of multi-channel system’s 

unavailability because CCF implies the concurrent failure of redundant backups. 

Unsystematic treatment of CCF is responsible for much of the uncertainty about the 

risks from operating nuclear power plants [25]. Therefore, the importance of precise 

CCF modeling of digital equipment should be especially emphasized because the 

designers have given various functional redundancies through separated systems. For 

example, in the PPS of the Korean Standard Nuclear Plant, there are 16 processors 

and 16 digital output modules which do the identical function of local coincidence 

logic. However, if the CCF probabilities of processors and digital output modules are 

high, these huge redundant systems might simultaneously loose their function. This 

sensitivity study also shows the effect of the CCF treatment. When we change the 

system design to adopt the diverse input/output modules as redundancy, we will get 

drastically improved system safety. 

However it should be noted that even the products from different vendors do not 

guarantee the independence of faults. For the full diversity of digital equipment, we 

should be very careful to avoid CCF. The analysts also should be careful to make 

assumption of independence.  

This sensitivity study also shows that the fault coverage of watchdog timer plays 

important role in assessing system safety. In this study, we simply assume that the 

watchdog timer covers the faults caused by both software and hardware with the 

same coverage. For more realistic evaluation, however, the separate application of 

the hardware fault coverage and the software fault coverage is suggestible for the 

further study. It is notable that the efforts to improve the coverage of a watchdog 

timer will critically improve the system safety and the importance of the system 

(hardware and software) design which enhances the coverage of fault-detection 

should be emphasized. 

Software failures in digital safety-critical system induce very severe problems on 

assessing the system safety. It might remove the redundancy effect if the same 



software is installed in redundant systems. We also cannot detect the failure of 

software by pure hardware-based monitoring mechanism. In order to get the 

reasonable result of safety assessment, the software failure probability should not be 

ignored even though the its quantitative estimation is a hard job. This sensitivity 

study shows the effect of software failure quantitatively. It is also notable that, from 

the viewpoint of unavailability of total system, we can compensate for the effort on 

proving complete software with a large coverage of a sophisticated monitoring 

mechanism. We quantitatively show this trade off in this study. 



5. Conclusions 

We are now faced with urgent need for digital systems’ safety analysis but there 

exist some important unresolved problems which are complex and correlated. In this 

report, we show a practical PSA framework and a case study based on well-known 

fault tree method and classified important factors. It is clear that there are many 

important unresolved issues in digital systems’ safety analysis. Because the safety of 

a digital system depends on the factors listed in this report, the quantification of the 

sensitivity of these factors is inevitable. After the analysis on the relationship among 

the factors and that between each factor and the PSA result, we select three most 

important factors: the modeling of CCF, the coverage of fault tolerant mechanisms 

and software failure probability. We also show the result of the sensitivity study on 

these three factors. Quantitatively, the value of each factor changes the system 

unavailability up to several thousand times. 

In this study, from the practical viewpoint of PSA, we summarize the factors 

which should be considered in modeling the digital systems as follows. We explained 

about these important factors for the information of PSA analysts and design 

engineers and expect that the proper consideration of these factors will make PSA 

result more realistic. 

− Modeling the multi-tasking of digital systems, 

− Estimating software failure probability,  

− Estimating the effect of software diversity and V&V efforts, 

− Estimating the coverage of fault-tolerant features, 

− Estimating the CCF probability in hardware, and 

− Modeling the interactions between hardware and software. 

Major problems which are not mentioned in this study can be listed as follows. 

Further investigation on these problems is strongly recommended. 

− Failure mode of digital system, 

− Environmental effects, and 



− Digital system induced initiating events including human errors. 

Especially, accepting the concepts of 'imperfectness of fault-tolerant mechanism' 

and 'possibility of software error' might be inevitable for realistic reliability modeling. 

The estimation of the CCF probability is also expected to play an important role. 

We tried to analytically show the correlation among these factors and the safety 

assessment result. In order to quantify the effect of these factors to the system 

unavailability, we also show the results of a case study. The best unavailability of 

4.80 × 10-9 is obtained from the system which has diverse input/output modules, 

perfect software and 100% fault coverage while the system which has identical 

input/output modules, poor software and poor fault coverage shows the worst result 

of 1.60 × 10-5. And we can check the order of magnitude of the conventional PPS 

design. If we use the identical input/output modules and processor modules, the four-

channel redundant digital PPS will have the system unavailability around 3.7 × 10-6.

However if we adopt the design of diverse input/output modules, it will have the 

system unavailability around 4.6 × 10-7.

Regarding the modeling of CCF, when we apply the conventional methodologies 

such as the beta factor method and the Multi-Greek Letter method, we must be 

careful on component grouping and parameter estimation because the CCF dominate 

the system failure probability. Regarding the coverage of watchdog timer, mentioned 

in the previous chapter, we assume that the 70% is the maximum of fault-detection 

coverage of watchdog timer-based methods. It is notable that the perfectness of fault-

tolerant mechanism (100% coverage) is impossible to achieve in practical cases. 

Regarding the software failure, we have to consider its probability as the possibility 

of one of the most important potential failure mechanisms. Especially, in the case 

that the same version of software is installed in several backup systems, the software 

failure acts like the CCF. 

Last but not least, even though we cannot quantify the safety of digital systems in 

a very accurate manner, the active design feedback of the insight, which comes from 



quantitative and qualitative approaches of PSA, should be encouraged. For example, 

the improved design by which the coverage of watchdog mechanism is enlarged to 

the extent of input/output modules will contribute toward reducing the probability of 

system failure. Properly designed on-line testing and monitoring mechanism will also 

improve the system integrity by reducing the inspection interval. 
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