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VALIDATION OF QUICKSCAN DICENTRIC CHROMOSOME
ANALYSIS FOR HIGH THROUGHPUT RADIATION

BIOLOGICAL DOSIMETRY

F. N. Flegal,* Y. Devantier,* L. Marro,† and R. C. Wilkins‡

Abstract—Currently, the dicentric chromosome assay (DCA) is
used to estimate radiation doses to individuals following acciden-
tal radiological and nuclear overexposures when traditional do-
simetry methods are not available. While being an exceptionally
sensitive method for estimating doses by radiation, conventional
DCA is time-intensive and requires highly trained expertise for
analysis. For this reason, in a mass casualty situation, triage-
quality conventional DCA struggles to provide dose estimations in
a timely manner for triage purposes. In Canada, a new scoring
technique, termed DCA QuickScan, has been devised to increase
the throughput of this assay. DCA QuickScan uses traditional
DCA sample preparation methods while adapting a rapid scoring
approach. In this study, both conventional and QuickScan meth-
ods of scoring the DCA assay were compared for accuracy and
sensitivity. Dose response curves were completed on four different
donors based on the analysis of 1,000 metaphases or 200 events at
eight to nine dose points by eight different scorers across two
laboratories. Statistical analysis was performed on the data to
compare the two methods within and across the laboratories and
to test their respective sensitivities for dose estimation. This study
demonstrated that QuickScan is statistically similar to conven-
tional DCA analysis and is capable of producing dose estimates as
low as 0.1 Gy but up to six times faster. Therefore, DCA
QuickScan analysis can be used as a sensitive and accurate
method for scoring samples for radiological biodosimetry in mass
casualty situations or where faster dose assessment is required.
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INTRODUCTION

BIOLOGICAL DOSIMETRY is a method for determining the
radiation dose received by an individual when physical

dosimetry is missing or in dispute. Over the past 60 y,
much work has been conducted developing and standard-
izing the dicentric chromosome assay (DCA), resulting
in a robust method that has become the “gold standard”
for biological dosimetry. One advantage of this assay is
that it is specific to ionizing radiation, since dicentric
chromosomes are mainly induced by ionizing radiation
and only a very few radiation mimetic drugs. Secondly,
due to the low background levels of dicentric chromo-
somes found in human lymphocytes, it is a very sensitive
assay, allowing dose estimates to be made down to
0.1–0.2 Gy. As a result of its widespread acceptance, in
2004 the International Organization for Standardization
(ISO) selected the DCA for International Standardization
and published guidelines for service laboratories per-
forming radiation biological dosimetry by cytogenetics
(ISO 2004).

Although the DCA is specific and sensitive to
ionizing radiation, its labor-intensive nature limits it for
use in large-scale radiological or nuclear emergency
situations. The most time consuming aspect of the assay
is the scoring of slides, which traditionally involves
analyses of 500 to 1,000 metaphase spreads for each
sample in order to provide biological dose estimates with
high accuracy and sensitivity. This requires many hours
of microscope scoring for each sample and is, therefore,
not feasible for large-scale events where potentially
thousands of individuals may require biologically based
dose estimates. In this case, however, accuracy and
sensitivity are of less importance, as only those individ-
uals receiving a whole body equivalent dose of more than
1.5 Gy would require any medical intervention (Alexan-
der et al. 2007). It has, therefore, been suggested by
Lloyd et al. to decrease the number of metaphase spreads
analyzed per sample so that clinically relevant doses
could be detected while increasing the throughput of the
scoring. This level of sensitivity can be achieved by
scoring only 50 metaphase spreads (or 30 dicentrics) and
would provide biological dose estimates with an accu-
racy of 0.5 Gy (Lloyd et al. 2000). In support of this
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strategy, the ISO published a standard for laboratories
performing cytogenetic triage for assessment of mass
casualties in radiological or nuclear events (ISO 2008).

In order to increase capacity for biological dosime-
try in Canada, a National Biological Dosimetry Response
Plan (NBDRP) has been developed through funding
provided by the Chemical, Biological, Radiological-
Nuclear and Explosives (CBRNE) Research and Tech-
nology Initiative (CRTI). One strategy of the NBDRP
was to increase capacity through the development of a
Canadian Emergency Network (CEN) currently com-
prised of four core laboratories [Health Canada-Ottawa,
ON (HC), Atomic Energy of Canada Limited-Chalk
River Laboratories, ON (AECL), Defence Research and
Development Canada-Ottawa, ON (DRDC) and McMas-
ter University-Hamilton, ON (MU)] that are capable of
providing radiation biological dose estimates using the
conventional DCA (Miller et al. 2007).

A second strategy of the NBDRP was to take
triage-based scoring to a new level by introducing a
novel scoring technique, termed “DCA QuickScan.” In a
previous pilot study, this scoring strategy was investi-
gated, and it was determined that scoring throughput
could be increased without losing accuracy in the dose
estimate (Flegal et al. 2010). In this study, as follow-up
and validation of this scoring strategy, triage-quality
conventional DCA and QuickScan have been compared
by generating full dose response curves using four
donors with 1,000 metaphases or 200 events scored at
each of eight to nine dose points to determine whether
this scoring strategy could be used as a replacement for
conventional scoring in emergency biodosimetry situa-
tions without having to generate new QuickScan calibra-
tion curves.

MATERIALS AND METHODS

Blood collection and irradiation
All blood donors were volunteers who willingly

responded to an advertising call for participation in a
research proposal approved by either Health Canada’s or
AECL’s Research Ethics Boards, and none of the donors
had a recent history of ionizing radiation exposure. Blood
samples from four donors [two male (AECL) and two
female (HC), one of each being in the age groups 25–30
y and 55–60 y] were collected with informed consent by
venipuncture into 8-mL sodium heparinized (AECL) or
6-mL lithium heparinized (Health Canada) Vacutainer
tubes (Becton Dickenson, 2771 Bristol Circle, Oakville,
ON, Canada). The blood samples from AECL were then
transported to Health Canada by truck to complete
irradiations. The samples were packaged according to
TDG guidelines with a temperature logger and OSL chip

to record any external radiation dose to which the
samples might be exposed during transit.

Irradiation of all blood samples was completed ex
vivo in the Vacutainer collection tubes at room temper-
ature using a 137Cs Gammacell40 (Atomic Energy of
Canada Ltd., Ottawa, ON, Canada) at a dose rate of 0.801
Gy min�1. The Gammacell40 was calibrated by Fricke
dosimetry (MDS Nordion, 447 March Rd., Ottawa,
Canada). Irradiations at nine dose points were completed
for the AECL samples (0, 0.1, 0.25, 0.5, 0.75, 1.0, 2.0,
3.0 and 4.0 Gy), and eight dose points (no 0.1 Gy
treatment) were completed for the Health Canada sam-
ples. The AECL samples were then returned to their lab
via the same truck used to bring them to Health Canada
for irradiation, travelling a total of approximately 400 km
for 4–5 h.

Cell culture and harvest
Where reagent sources varied between the laborato-

ries, the source is not listed. Upon return of the irradiated
blood tubes to their respective laboratories, the samples
were cultured by each laboratory using its own protocols
that follow the recommended methods provided by
IAEA (2001) and ISO (2008). Briefly, whole blood was
diluted 1:9 with complete RPMI 1640 medium, supple-
mented with 15% fetal bovine serum (FBS), 2 mM
L-glutamine, 15–20 �M bromodeoxyuridine (BrdU),
100 units mL�1 penicillin, 100 �g mL�1 streptomycin,
and 1–2% phytoheamagglutinin (PHA). Cultures were
incubated in a humidified atmosphere at 37°C with 5%
CO2 for 48 h, and colcemid (0.1 �g mL�1 final concen-
tration) was added to the cultures for the final 4 h of
incubation. Cells were then harvested by centrifugation
and treated with 10 mL of 75 mM KCl, “soft-fixed” by
either adding 1 mL fresh Carnoy’s Fixative (3 methanol:
1 glacial acetic acid) directly to the cells incubating in
hypotonic solution (Health Canada) or by a 5-min incu-
bation in 5% acetic acid (v/v in water) post hypotonic
treatment (AECL). For both labs, cells were then washed
three times with Carnoy’s Fixative, and harvested cells
were stored at �20°C in fixative until ready for slide
preparation. Slides were prepared using a Hanabi-HS
Metaphase Spreader (Transition Technologies Inc., 257
Norseman St., Toronto, ON, Canada), and then slides
were stained with 20 �g mL�1 Hoeschst 33258 (Bisben-
zimide H 33258) for 2 min, exposed to a 365 nm UV
light source for 4 (AECL) or 8 min (Health Canada),
rinsed in three successive washes of water, and then
stained for at least 10 min in 10% Giemsa Gurr solution
(one part Giemsa stain to nine parts Gurr buffer, Invit-
rogen, Canada) to achieve fluorescence plus Giemsa
(FPG) staining, which allowed the differentiation be-
tween first and second metaphase cells. The slides were
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allowed to dry and then mounted and sealed under glass
coverslips with Permount.

Slide scoring
In each laboratory, sufficient slides were prepared

such that no more than 100 spreads were examined per
slide and a total of 1,000 spreads (or 200 events when
reached before 1,000 spreads) were analyzed for each
dose and donor treatment with only the first metaphase
spreads being scored. All slides were blinded, and
scoring data were controlled by an individual familiar
with the scoring process but not participating in the
scoring exercise. Therefore, once 200 events were
reached for the upper doses, the remaining slides in that
treatment could be removed while keeping the remaining
slides blind to the scorers. Standard reference curves
were constructed for the two donors using one method of
scoring (either conventional DCA or QuickScan). Then
slides were re-blinded and scoring was completed using
the alternate method. Conventional DCA scoring fol-
lowed the recommendations of ISO (ISO 2004), and the
method for QuickScan scoring was as described by
Flegal et al. (2010) except for the stipulation that exam-
ination stopped if five dicentrics were seen in less than 20
metaphases. The results were not decoded until all
samples were analyzed by the laboratory.

Statistical Analysis
Traditionally, the quadratic Poisson regression

model with identity link (QPRM-I) is used to relate the
rate of dicentrics (y) scored to dose (x),

y � C � �x � �x2, (1)

(Merkle 1983). The intercept C corresponds to the back-
ground rate of dicentrics, � is the slope of the dose response
curve, and � is the curvature of the dose response model. A
value of � � 0 corresponds to a no-dose effect, whereas �
� 0 reflects an increasing trend in the rate of dicentrics
scored with increasing dose. A value of � � 0 corresponds
to a linear relationship, whereas � � 0 reflects a concave
quadratic relationship. The parameters C, �, and � are
unknown positive fixed effects.

Each of the two laboratories involved in the study
had different scorers and donors. Further, not all scorers
were available to score each donor’s blood sample at
each dose group. Both scorers and donors were consid-
ered to be random effects in the study design that could
potentially explain variability within and between labs.
The significance of these random effects was further
investigated using generalized linear mixed models
(GLMMs) with two random effects; scorers (si, i � 1, 2,
…, I) and donors (dj, j � 1, 2, . . . , J). The random effects
si and dj are assumed to be mutually independent and

normally distributed variates with mean zero and vari-
ances �s2 and �d2, respectively (Drum and McCullagh
1993). The variance component �s2 measured the degree
of heterogeneity among scorers, and �d2 measured the
degree of heterogeneity among donors. The Restricted
Maximum Likelihood method (REML) was used to
estimate the variance components for the random effects,
and the Maximum Likelihood method (ML) was used to
estimate fixed effect parameters C, �, and � (Wolfinger
and O’Connell 1993).

The saturated model with both of these random
effects was compared to a reduced model with no random
effects [simply a generalized linear model (eqn 1)] using
the likelihood ratio test (LRT). In the case where at least
one random effect was significant, then a reduced
GLMM with only one random effect at a time was
compared to the saturated GLMM, again using the LRT.
The two scoring methods (conventional and QuickScan)
were analyzed separately in order to characterize the
random variability due to scorers and donors within and
between laboratories.

Comparison of donors within and between
laboratories by scoring method

To compare donors within a laboratory for each
method of scoring, simultaneous QPRM-I were fit to the
data. In this setting, donors were treated as a fixed effect
since the objective was to allow a different dose response
curve for each donor and then compare them. The random
effect of scorer (si) was kept in the model in order to account
for the variability due to scorers. The model was

y � C � �x � �x2 � Ci � �ix � �ix
2 � si, (2)

where y � C � �x � �x2 is the base QPRM-I for both
donors. The parameters Cj, �j, �j (j � 1, 2) are the
background rate, slope and curvature, respectively, of the
QPRM-I for each donor j different from the base model.
If the donors within a laboratory have the same back-
ground rate, then the F-test for the null hypothesis (H0:
Cj � 0, j � 1, 2) would be insignificant; i.e., p � 0.05.
A similar approach was used when assessing the slope
and curvature parameters of the model.

When comparing donors between laboratories, the
QPRM-I model (eqn 2) was fit to all donors between the
two labs, where the subscript j � 1, 2, 3, 4. If the donors
have the same background rate, then the F-test for the null
hypothesis (H0: Cj � 0, j � 1, 2, 3, 4) would be insignifi-
cant; i.e., p � 0.05. Conversely, if the null hypothesis is
rejected in favor of the alternative (Ha: at least one donor
has a different background rate from the rest), then multiple
comparison tests were carried out to compare all possible
pairs of donors. Bonferroni corrections were used to ensure
that the overall Type I error rate was less than 0.05. A
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similar approach was used when assessing the slope and
curvature parameters of the model.

Comparison of laboratories by scoring method
A similar methodology as described in the previous

section was used to compare laboratories by scoring
method. Again simultaneous QPRM-I were fit to the
data, where each laboratory was allowed its own dose
response curve. The random effects of scorers and donors
were included in the model in order to account for the
variability due to scorers and donors in each laboratory.
The following simultaneous QPRM-I was fit to the data
for both laboratories simultaneously:

y � C � �x � �x2 � Cl � �lx � �lx
2 � si � di.

(3)

Again, y � C� �x � �x2 is the usual QPRM-I across
laboratories and the parameters Cl, �l, and �l (l � 1, 2)
are the background rate, slope, and curvature, respec-
tively, of the QPRM-I for each laboratory l. If laborato-
ries have similar background rates, then the F-test for the
null hypothesis H0: Cl � 0, l � 1, 2 would be insignif-
icant; i.e., p � 0.05. A similar approach was used when
assessing the slope and curvature parameters of the
model.

Comparison of scoring method within each donor
and within each lab

Simultaneous QPRM-I were used to compare scor-
ing methodologies within each donor, where each scor-
ing method was allowed its own dose response curve.
The random effect of scorers was included in the model
in order to account for the variability due to scorers. The
following simultaneous QPRM-I was fit to the data for
each donor:

y � C � �x � �x2 � Ck � �kx � �kx
2 � si.

(4)

Again, y � C � �x � �x2 is the usual QPRM-I for the
donor being analyzed, and the parameters Ck, �k, and �k

(k � 1, 2) are the background rate, slope, and curvature,
respectively, of the QPRM-I for each scoring method k.
If the two scoring methods have similar background
rates, then the F-test for the null hypothesis H0: Ck � 0,
k � 1, 2 would be insignificant; i.e., p � 0.05. A similar
approach was used when assessing the slope and curva-
ture parameters of the model.

If the donors within a laboratory and for each
scoring method were similar, then the data for the two
donors was pooled together, and the two scoring methods
were compared within each laboratory. A similar model

to that stated in eqn (4) was used with the inclusion of the
random variate donors (dj).

Sensitivity analysis
The second objective of this study was to determine

the sensitivity of the DCA assay using both the conven-
tional method and QuickScan method. Traditionally
Poisson regression models are used for the sensitivity
analysis (similar to analysis of variance for continuous
data). The average dicentrics rate was compared among
the nine dose groups (�k, k � 0, 0.1, 0.25, 0.5, 0.75, 1, 2,
3, and 4 Gy). The objective was to determine the smallest
dose significantly different from background for each
laboratory and scoring method. Donors and scorers were
kept in the model as random blocking effects. The
Poisson regression model for the sensitivity analysis was:

log�yijk� � log�nijk� � � � �k � si � dj � �ijk, (5)

where log(yijk/nijk) is the natural log rate of dicentrics per
n cells scored in the kth dose level from the ith scorer (si,
i � 1, 2, .., I) of the jth donor (dj, j � 1, 2) for each
laboratory and scoring method. The overall average rate
of dicentrics in the laboratory is indicated by the param-
eter �, and �ijk is the error term of the model and is
assumed to follow the Poisson distribution. The models
were corrected for over/underdispersion using the Pear-
son deviance scale. If the overall effect of dose was
significant (i.e., p � 0.05), then multiple comparison
tests were carried out to compare each dose group to the
control group. Bonferroni corrections were used to en-
sure the overall Type I error rate was less than 0.05.

RESULTS

One of the issues of model fitting data arising from
DCA is that the background rate is sometimes estimated
to be negative, which is biologically impossible. There
are three options that have been suggested as to how to
deal with this problem: 1) increase the number of
observations in the background dose group; 2) force the
model through the origin; or 3) increase the background
rate in the model to be a small number close to zero (e.g.,
0.0005–0.001).* In the analysis presented in this paper, all
three options were assessed. The first option was limiting
due to the small amounts of background data that were
available from the laboratories. Furthermore, the back-
ground data that were available were from various donors
who were not used in the other dose groups, thereby making
it difficult to carry out simultaneous regressions to compare
donors and scoring methods. Options two and three were
compared graphically. The fits were comparable, although

*IAEA. Cytogenetic analysis for radiation dose assessment: a
manual. Vienna: IAEA; 2011 (in press).
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forcing the model through the origin gave a much closer fit
to that of the original model. This option was applied only
in cases where the intercept was negative, in which case the
intercept was set to zero and the model was refit to the data.

The significance of the random effects for scorers
and donors was assessed in each laboratory for each
scoring method (results not shown). In the HC labora-
tory, a significant amount of variability was explained by
donors (	1

2 � 63.37, p � 0.0001) and scorers (	1
2 �

10.13, p � 0.0015) using the QuickScan method,
whereas there was a significant amount of variability due
to scorers (	1

2 � 51.03, p � 0.0001) in the AECL
laboratory, again using the QuickScan method. However,
when assessing the significance of these random effects
between the two laboratories for the QuickScan method,
there was no significant amount of random variability
due to either scorers or donors.

In each of the two laboratories, for the conventional
counting method, the random effects for scorers and
donors did not add a significant amount of variability to
the model. However, both random effects were signifi-
cant between the laboratories (scorers 	1

2 � 382.63, p �
0.0001; donors 	1

2 � 122.65, p � 0.0001), indicating a
difference between both scorers and donors between the
two laboratories.

Comparison of donors within and between
laboratories, QuickScan scoring method

The QPRM-I presented in eqn (2) was fit to the data
from each laboratory in order to compare the donors
within a laboratory. Recall that in this setting, the
objective was to compare donors and not characterize the
within-laboratory variability due to donors. In order to
compare donors, each donor was allowed its own dose
response model, and then the models were compared
(simultaneous Poisson regression models). Table 1a pres-
ents the results from the overall F-test to compare the
background rate, slope, and curvature from each donor
within a laboratory using the QuickScan scoring method.

In both the HC and AECL laboratories, the back-
ground rate, slope, and curvature were statistically sim-
ilar for both donors in their own respective laboratories.
The overall F-tests for the background rate, slope, and
curvature parameter estimates were not significant (p �
0.05 in all cases) within these two laboratories for the
QuickScan scoring method. Fig. 1 presents the dose
response models for each donor in the AECL laboratory
and HC laboratory.

Next the donors between the two laboratories were
compared (eqn 2). The models for each donor were
considered similar with respect to background rate
[F(3,264) � 1.81, p � 0.1463, Table 1a]. The slope [F(3,264) �
5.17, p � 0.0017], and curvature [F(3,264) � 11.73, p �

0.0001] parameters were significantly different for at
least one of the donors between the two laboratories.
Further comparisons between donors in the two labora-
tories determined that the slope (or increase of dicentrics
with respect to dose) was slightly greater in donor B from
the AECL laboratory compared to donor D from the HC
laboratory [F(1,154) � 10.14, p � 0.0072] (Fig. 2). The
curvature of the models for each set of donors in the two
laboratories was also significantly different (p � 0.05)
(Table 1a and Fig. 2). Although Donor C appears to be
more different than Donor B, higher variability in the
data makes the test insensitive to detecting differences.

Comparison of donors within and between
laboratories, conventional scoring method

Table 1b presents the results from the overall F-test to
compare the background rate, slope, and curvature from
each donor within a laboratory for the conventional scoring
method. In both the HC and AECL laboratories, the
background rate, slope, and curvature were statistically
similar for both donors in their own respective laboratories

Table 1a. Overall F-test based on simultaneous Poisson regres-
sion models to compare donors within and between laborato-
ries; scoring method � QuickScan; scorers are considered a
random variable.

Ci

F(p-value)
�i

F(p-value)
�i

F(p-value)

Comparing donors
within laboratory

AECL F(1,109) 2.31 (0.1318) 0.42 (0.5203) 0.82 (0.3668)
HC F(1,130) 1.76 (0.1868) 3.68 (0.0574) 1.77 (0.1863)

Comparing donors
between
laboratories

Both Labs F(3,264) 1.81 (0.1463) 5.17 (0.0017) 11.73 (�0.0001)
A vs. Ca F(1,105) 0.85 (1.0000) 10.17 (0.0076)
A vs. Da F(1,155) 3.89 (0.2012) 6.28 (0.0528)
B vs. Ca F(1,115) 1.10 (1.0000) 20.96 (�0.0001)
B vs. Da F(1,154) 10.14 (0.0072) 26.26 (�0.0001)

a Multiple comparison tests have been corrected using a Bonferroni
correction.

Table 1b. Overall F-test based on simultaneous Poisson regres-
sion models to compare donors within and between laborato-
ries, scoring method � Conventional, scorers are considered a
random variable.

Ci

F(p-value)
�i

F(p-value)
�i

F(p-value)

Within laboratory
AECL F(1,106) 0.47 (0.4949) 0.96 (0.3286) 0.63 (0.4276)
HC F(1,120) 3.47 (0.0649) 3.67 (0.0578) 0.03 (0.8624)

Between laboratory
Both labs F(3,226) 4.10 (0.0074) 5.09 (0.0020) 3.95 (0.0090)
A vs C F(1,99) 0.87 (1.0000) 0.00 (1.0000) 4.37 (0.1568)
A vs D F(1,122) 4.80 (0.0909) 8.73 (0.0152) 7.58 (0.0272)
B vs C F(1,101) 3.47 (0.1959) 1.00 (1.0000) 0.80 (1.0000)
B vs D F(1,128) 0.00 (1.0000) 5.40 (0.0868) 1.98 (0.5688)
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(p � 0.05 in all cases) using the conventional scoring
method. Fig. 3 presents the dose response models for each
donor in the AECL laboratory and HC laboratory.

Next the donors between the two laboratories were
compared (eqn 2). At least one of the donors was considered
significantly different from the others with respect to back-
ground rate [F(3,226) � 4.10, p � 0.0074], slope [F(3,226) �
5.09, p � 0.0020], and curvature [F(3,226) � 3.95,
p � 0.0090]. Multiple comparison tests between donors in
the two laboratories determined that the background rate

was similar between donors in the two laboratories (p �
0.05, Table 1b). The slope (or increase of dicentrics with
respect to dose) was slightly greater in donor A of the
AECL laboratory compared to donor D in the HC labora-
tory [F(1,122) � 8.73, p � 0.0152] (Fig. 4). Also the
curvatures for these two donors were significantly different
from one another [F(1,122) � 7.58, p � 0.0272) (Table 1b and
Fig. 4), Again, Donor C appears to be different from Donor
A due to the variability in the data.

Comparison of laboratories by scoring method
The Simultaneous Poisson regression model (3) was

fit to the data from both laboratories in order to determine
if the dose response model from the AECL and HC
laboratories were similar for each scoring method. Table
2 presents the results from the overall F test to compare
the background rate, slope and curvature parameters
from both laboratories, and Fig. 5a presents the average
dose response curve from each laboratory using the
QuickScan scoring method. The background rate [F(1,242) �
2.16, p � 0.1433] and slope [F(1,242) � �2.95, p �
0.0873] from both laboratories were statistically
similar. The curvature parameter was significantly
different for the two laboratories [F(1,242) � 5.89,
p � 0.0159].

Similarly, the simultaneous Poisson regression
model (3) was fit to the data from both laboratories in
order to determine if the dose response model from the
AECL and HC laboratories were similar for the conven-
tional scoring method. Table 2 presents the results from
the overall F-test to compare the background rate, slope,

Fig. 1. The dose response models for QuickScan scoring for each donor in (a) the AECL laboratory and (b) HC
laboratory. Open symbols represent individual slides scored at each dose. Closed symbols represent the average
frequency of all slides scored for each donor.

Fig. 2. A comparison of the dose response models for QuickScan
scoring for all donors.
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and curvature parameters from both laboratories, and
Fig. 5b presents the dose response curve from each
laboratory using the conventional scoring method. The
background rate [F(1,245) � 3.30, p � 0.0704] from both

laboratories was statistically similar. The slope or rate of
increase in dicentrics was greater in the AECL laboratory
compared to the HC laboratory [F(1,245) � 6.51, p � 0.0113].
The curvature parameter was significantly different for the
two laboratories [F(1,245) � 12.72, p � 0.0004].

Comparison of scoring method within each donor
and within each lab

The simultaneous Poisson regression model (4) was
fit to the data for each donor in each laboratory in order
to determine if the dose response models using the two
scoring methods (QuickScan and conventional) were
similar. Table 3 presents the results from the overall
F-test to compare the background rate, slope and curva-
ture parameters from each scoring method, for each
donor. Fig. 6 presents the dose response curves from each
scoring method for each donor.

As can be observed in both Table 3 and Figs. 6, the
two scoring methods are statistically similar in back-
ground rate, slope and curvature for each donor in each
of the two laboratories (p � 0.05 in all cases).

The next item of interest was to determine if the two
scoring methods were similar within each laboratory. Since
the donors within each laboratory were similar, the data
from both donors were pooled within a laboratory to
determine if the two scoring methods within each laboratory
were similar. The simultaneous Poisson regression model
(4), with the addition of the donor random variable, was fit
to the data in each laboratory to determine if the two scoring
methods were similar. Table 4 presents the results from the
overall F-test to compare the background rate, slope, and
curvature parameters from each scoring method in each

Fig. 3. The dose response models for conventional scoring for each donor in (a) the AECL laboratory and (b) HC
laboratory. Open symbols represent individual slides scored at each dose. Closed symbols represent the average value
of all slides scored for each donor.

Fig. 4. A comparison of the dose response models for conventional
scoring for all donors.

Table 2. Overall F-test based on simultaneous Poisson regression
models to compare laboratory, by scoring method. Scorers and
donors are considered random variables.

Scoring method
Ci

F(p-value)
�i

F(p-value)
�i

F(p-value)

Quick Scan F(1,242) 2.16 (0.1433) 2.95 (0.0873) 5.89 (0.0159)
Conventional F(1,245) 3.30 (0.0704) 6.51 (0.0113) 12.72 (0.0004)

149Validation of chromosome analysis ● F. N. FLEGAL ET AL.

www.health-physics.com



laboratory. Fig. 7 presents the dose response curve from
each scoring method in each laboratory.

Again, it can be seen in both Table 4 and Fig. 7 that
the two scoring methods are statistically similar in
background rate, slope, and curvature for each laboratory
(p � 0.05 in all cases).

Sensitivity analysis
As previously mentioned, the objective in the sensitiv-

ity analysis was to determine the smallest dose significantly
different from background for each laboratory and scoring
method. For multiple comparisons, p-values between 0.01
and 0.05 were considered to be marginal, and possibly due
to a low power of the test; for this reason, the next highest
dose group with p � 0.01 was also reported.

The Poisson regression model (5) was fit to the rate
of dicentrics. The overall effect of dose was highly
significant for both laboratories, as well as for both
methods (p � 0.0001, results not presented). Table 5
reports the results from the sensitivity analysis for each
laboratory and method combination. In the AECL labo-
ratory using the QuickScan method, the smallest dose

significantly different from background was 0.1 Gy (p �
0.0110). The p-value for this dose group was marginal,
and therefore the next group was also reported. Dose
group 0.25 Gy (p � 0.0003) was significantly different
from background. Similar results were noted for the
AECL laboratory using the conventional method, where
the smallest dose significantly different from background
was 0.1 Gy (p � 0.0199). Again the p-value for this dose
group was marginal, and therefore the next group was
also reported. Dose group 0.25 Gy (p � 0.0016) was
significantly different from background.

In the HC laboratory, dose group 0.1 Gy was not
included in the experimental design. The smallest dose that
was significantly different from background for the Quick-
Scan method was 0.25 Gy (p � 0.0012), and for the
conventional method it was also 0.25 Gy (p � 0.0001).

Parameter estimates, along with their standard errors
for the fixed effects and random effects (i.e., covariance
components) and underdispersion scale for each model,
are listed in Table 6. Fig. 8 is a graphical representation
of the dose response model for each laboratory and
scoring method combination.

DISCUSSION

In a mass casualty event, it is essential to determine
dose estimates for casualties as quickly as possible in
order to provide information for their medical manage-
ment. Biological dosimetry plays an important role in the
determination of these exposure levels and is most
commonly conducted using the DCA. It is, however,
widely understood that although the DCA is specific and

Fig. 5. The laboratory averaged dose response models for each laboratory using (a) QuickScan scoring and (b)
conventional scoring. Open symbols represent individual slides scored at each dose. Closed symbols represent the
average value of all slides scored.

Table 3. Overall F-test based on simultaneous Poisson regression
models to compare scoring methods for each donor within a
laboratory. Scorers are considered a random variable.

Ci

F(p-value)
�i

F(p-value)
�i

F(p-value)

AECL, A F(1,102) 0.01 (0.9154) 0.68 (0.4132) 0.40 (0.5262)
AECL, B F(1,112) 2.99 (0.0863) 0.27 (0.6039) 1.68 (0.1975)
HC, C F(1,99) 0.30 (0.5822) 0.26 (0.6126) 1.62 (0.2067)
HC, D F(1,151) 2.16 (0.1441) 0.32 (0.5734) 0.00 (0.9851)
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sensitive to ionizing radiation, it is time consuming and
labor intensive.

Previous studies have demonstrated strategies for
increasing the throughput of the DCA. For example,
Lloyd et al. introduced the concept of triage scoring, in

which doses were estimated after scoring only 50
metaphase spreads (Lloyd et al. 2000). Other strategies
for increasing capacity and throughput for DCA scor-
ing have included the development of networks (Miller
et al. 2007; Yoshida et al. 2007; Wilkins et al. 2008;
Romm et al. 2011), automation of processing and
scoring (Martin et al. 2007; Vaurijoux et al. 2009), and
the use of web-based scoring (Livingston et al. 2011).

The aim of this study was to validate another
strategy for increasing the throughput of the DCA by use
of the DCA QuickScan scoring technique. Through the
generation of calibration curves using both conventional
and QuickScan scoring, the two methods were compared
for accuracy and sensitivity.

Fig. 6. Comparison of QuickScan and conventional scoring methods in (a) AECL laboratory, donor A, (b) AECL
laboratory, donor B, (c) HC laboratory, donor C, and (d) HC laboratory, donor D.

Table 4. Overall F-test based on simultaneous Poisson regression
models to compare scoring methods within each laboratory.
Donors and scorers are considered random variables. (This anal-
ysis is possible since the methods were similar within each
donor/lab combination).

Ci

F(p-value)
�i

F(p-value)
�i

F(p-value)

AECL F(1,251) 2.96 (0.0868) 1.15 (0.2851) 0.23 (0.6340)
HC F(1,268) 3.84 (0.0512) 1.43 (0.2330) 0.09 (0.7594)
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To begin with, the significance of the random effects
of scorers and donors was assessed within and between
laboratories. It was found in the HC laboratory that there
was a significant amount of variability that was present
due to donors and scorers in the QuickScan method,
although there was no significant amount of variability
from scorers or donors in the conventional method. In the
AECL laboratory, the only explainable variability was
due to scorers in the QuickScan method and, again, no
variability due to scorers or donors was present in the
conventional method. Pooling the data together between
laboratories for each method yields a significant amount of
variability due to both scorers and donors in the conven-
tional method; however, scorers and donors are not a
significant source of variability in the QuickScan method.

Comparison of dose response curves for each donor
within a laboratory and for each scoring method indicated
that the donors were similar; however, comparisons of
donors between laboratories by scoring method were not
always statistically similar. When the dose response curves
for each laboratory were compared by scoring method, they

were significantly different from one another for both
scoring methods.

The main objective of this study was to determine if
the two scoring methods, QuickScan and conventional,
were comparable. Within each donor in each laboratory, the
results from both the QuickScan and conventional methods
were statistically similar. Also, within each laboratory across
donors, the two methods were statistically similar. In addition,
it has previously been demonstrated that the QuickScan scor-
ing method reduced the scoring time by a factor of about six
(Flegal et al. 2010). One important result of this study,
however, was that there were, in fact, differences between
laboratories within each scoring method. This supports the ISO
2004 standard, which states that laboratories should have their
own dose response curve (ISO 2004).

The second objective of the study was to determine
the lowest dose exposure significantly different from
background levels for both scoring methods in each
laboratory. In both laboratories and for each scoring
method, the smallest dose significantly different from
background was 0.25 Gy. The AECL laboratory did
include a dose group 0.1 Gy, and in both methods
(QuickScan and conventional) this dose group was mar-
ginally significantly different from background rates.

CONCLUSION

It has been clearly demonstrated though this compar-
ison that the QuickScan method provides dose estimates
equivalent to those determined using conventional DCA
scoring criteria. As this method has also been demonstrated
to vastly decrease the scoring time, increasing the sample

Fig. 7. Comparison of QuickScan vs. conventional scoring methods in (a) AECL laboratory and (b) HC laboratory.

Table 5. Sensitivity analysis: Lowest dose (Gy) significantly differ-
ent from background for each laboratory and method of scoring.

Lab Method
Lowest dose significantly
different over background p-value

AECL QuickScan 0.1/0.25 0.0110/0.0003
Conventional 0.1/0.25 0.0199/0.0016

HC QuickScan 0.25a 0.0012
Conventional 0.25a 0.0001

a The smallest dose over background at the HC lab was 0.25 Gy; there was
no dose group 0.1 Gy at the HC lab.
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throughput by a factor of approximately six, the combina-
tion of QuickScan and triage scoring would significantly
decrease biological dosimetry response times. Furthermore,
integrating these strategies with networking and/or web-
based scoring would result in a biological dosimetry com-
munity with the ability to provide accurate and timely dose
estimates in a mass casualty event involving radiological or
nuclear material.
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Table 6. Final parameter estimates for the dose response models of each laboratory by method.

C (s.e.) � (s.e.) � (s.e.) �s
2 (s.e.) �d

2 (s.e.) �

AECL: QuickScan 0 0.057 (0.0069) 0.059 (0.0037) 6.9e-06 (8.5e-06) 0.0117
AECL: Conventional 0 0.070 (0.0088) 0.061 (0.0043) 7.5e-05 (8.8e-05) 0.0128
HC: QuickScan 0 0.080 (0.0142) 0.081 (0.0051) 4.9e-05 (9.6e-05) 6.1e-04 (7.2e-04) 0.0225
HC: Conventional 0.004 (0.0018) 0.033 (0.0087) 0.085 (0.0042) 0.0191

Fig. 8. Overall dose response models for each laboratory and
scoring method.
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