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Abstract  Since Internet is dominated by TCP-based applications, active queue management (AQM) is considered as an
effective way for congestion control. However, most AQM schemes suffer obvious performance degradation with dynamic
traffic. Extensive measurements found that Internet traffic is extremely bursty and possibly self-similar. We propose in this
paper a new AQM scheme called multiscale controller (MSC) based on the understanding of traffic burstiness in multiple
time scale. Different from most of other AQM schemes, MSC combines rate-based and queue-based control in two time
scales. While the rate-based dropping on burst level (large time scales) determines the packet drop aggressiveness and is
responsible for low and stable queuing delay, good robustness and responsiveness, the queue-based modulation of the packet
drop probability on packet level (small time scales) will bring low loss and high throughput. Stability analysis is performed
based on a fluid-flow model of the TCP/MSC congestion control system and simulation results show that MSC outperforms

many of the current AQM schemes.
Keywords

1 Introduction

The congestion control mechanism of Transmission
Control Protocol (TCP) is essential to make sure the
Internet operating in a stable regimel!!. But when TCP
senses congestion and takes action accordingly, the net-
work has been congested or is experiencing congestion
and suffers significant performance degradation. Since
congestion occurs at nodes inside the networks, e.g.,
routers in the Internet, it is expected that congestion
avoidance at the network nodes is more efficient than
congestion control at the end systems. IETF (Inter-
net Engineering Task Force) recommended active queue
management (AQM[) rather than Tail Drop (TD),
which is employed in the traditional Internet, in this
background.

AQM algorithms randomly drop or mark packets be-
fore the occurrence of congestion to make a good tradeoff
between link utilization and queuing delay. The routers
are responsible for detecting incipient congestion and
control actions are taken timely if congestion occurs.
Sources, or applications based on TCP, will cooperate
with the control actions, i.e., adjust their sending rate or
window size to avoid the congestion. There are two ap-
proaches to measuring congestion: 1) queue based, and
2) rate based. In queue based AQMs congestion is indi-
cated by (smoothed) queue occupancy. The drawback of
this approach is the backlog between congestion behav-
ior and the queue length dynamics, which will result in
undesirable control sluggishness and large delay jitter.

active queue management, multiscale traffic burstiness, fluid-flow model, stability analysis

Rate based AQMs, on the other hand, detect congestion
and take action primarily based on the packet arriving
rate. For these schemes, backlog, and all its negative
implications, can be eliminated effectively.

Although many AQM schemes have been proposed,
they are only efficient in some scenarios in terms of
specific performance measures!®!. Network performance
is closely related to the traffic characteristics accord-
ing to the traffic theory. Numerous measurement re-
sults show that traffic in packet networks is bursty at
both burst level and packet levell? and self-similarity
(Refer to [5] and references therein) was utilized to
model such behavior. We present in this paper a novel
AQM scheme combining rate-based and queue-based
control in two time scales based on the understand-
ing of multiscale burstiness pattern of Internet traffic,

which is called multiscale controller (MSC). In MSC,

packet dropping<D is used as a control mechanism and
the packet drop probability (PDP) is mainly deter-
mined by the burst-level rate of the traffic arriving at
the bottleneck link. Further, this probability is mod-
ulated by the packet-level fluctuations of the incom-
ing traffic. While the rate-based packet dropping on
burst level (large time scales more than RTT) deter-
mines the packet drop aggressiveness and is responsi-
ble for low and stable queuing delay, good robustness
and responsiveness, the queue-based modulation of the
PDP on packet level (small time scales less than RTT)
may reduce unnecessary packet loss and results in high
throughput. Stability analysis is performed based on
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D packet marking is compatible with MSC with the support of end systems, which decreases packet loss at the cost of larger delay

jitter.
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a fluid-flow model of the TCP/MSC congestion control
system and simulation results show that MSC outper-
forms many of the current AQM schemes. Since the
design of MSC takes the traffic burstiness in multiple
time scale in consideration and the PDP is updated far
less frequently than packet arrival, it enjoys low compu-
tation complexity and scales well.

The remaining of the paper is organized as follows.
Related work is examined in Section 2; analysis and de-
sign of MSC are presented in Section 3; in Section 4,
fluid modeling and stability analysis of TCP/MSC sys-
tem are performed; performance evaluations of MSC are
described in Section 5 and conclusions are provided in
Section 6.

2 Related Work

Since Floyd’s proposal of RED algorithm!®!, there has
been a surge of interest in the design of AQM schemes.
RED utilizes average queue length as both the conges-
tion indication and performance objective. Adaptive
RED (ARED!) is a new version of RED, which adjusts
its parameters adapting to the queue length dynamics.
BLUE! is another adaptive AQM scheme that adjusts
the packet drop probability implicitly based on the load
level of the bottleneck links. In BLUE, the load level
is inferred from the packet loss and link idleness events,
while it is explicitly estimated in MSC. AVQ!! is a rate
based AQM scheme but is only efficient when combined
with explicit congestion notification (ECN!?!) and suf-
fers high packet loss rate and low throughput in bursty
traffic environment.

We have noted that there are some AQM algorithms
resorting to the combination of queue length and traf-
fic arriving rate in recent years, such as REMM PI
controller!™?! LDCM3], PAQM!I4 and SFCI'5]. These
algorithms were designed in different background and
ideas, and were claimed to perform better than previous
methods. Compared with these algorithms, the most
significant difference of MSC lies in the idea of time-
scale decomposition, i.e., MSC combines rate-based and
queue-based control in two different time scales while
the others make the combination at the same time, e.g.,
on packet arrival or queue length sampling.

The authors of REM pointed out high throughput
and low delay could be obtained simultaneously only
when the performance and congestion measures were
decoupled. Price is defined in REM and is updated
according to the rate mismatch and queue length mis-
match. Although designed in the framework of control
theory, PI got similar result as REM. Both REM and PI
use queue length difference to capture the rate variation
and this does not really decouple the performance and
congestion measures. In addition, both algorithms will
result in slow response to abrupt traffic changes due to
the integral action for control stability. More recently,
PAQM uses traffic arriving rate estimation as conges-
tion indication but it is load adaptive RED in essence.
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Multiple step prediction is required in PAQM to cal-
culate packet drop/mark probability, which may result
in non-ignorable error. A more detailed comparison of
AQM algorithms can be found in [16].

3 Design of MSC

3.1 Design Rationale

As performance measures, both queue length and
packet loss rate are related to but derive from the load
level. We believe that load level of the bottleneck links
is a better congestion indicator and rate based control
schemes are more effective than only queue based ones.

The question now is whether it is feasible to get the
load information conveniently. Contrary to traditional
Poisson assumption, the Internet traffic is better char-
acterized with self-similarity!®], which presents similar
bursty behavior in multiple time scales ranging from
tens of milliseconds to seconds and beyond. Consid-
ering TCP applications are the main contributor to to-
day’s Internet traffic, typical round trip time (RTT)!!
of TCP congestion control was identified to be a critical
time scale separating bursty behavior into two different
time scales corresponding to burst level and packet level
congestion phenomena respectively.

Although the scale-invariant burstiness implies the
existence of concentrated periods of contentions and
idleness, the long-range dependence associated with self-
similar traffic means significant correlation structure at
large time scales and leaves open possibility to be ex-
ploited for the traffic control purpose. Burstiness in
large time scales or at burst levels means significant
low-frequency dynamics in the frequency domain and
a low-pass filter or other proper signal processing tech-
niques can be used to extract the low frequency com-
ponent from the trafficl!”. A simple and robust traf-
fic rate estimation method was suggested and success-
fully used in [18]. Self-similarity of Internet traffic was
considered as a critical factor for designing congestion
control schemes, and MTSC!'® was designed as an im-
proved congestion control strategy. Also, the multiscal-
ing behavior of Internet traffic is exploitable for design-
ing AQM schemes.

While it is feasible to get low frequency traffic rate
for designing traffic control schemes, the traffic is bursty
in smaller time scales or at packet levels. Similarly,
burstiness in small time scales means high frequency dy-
namics in frequency domain. For an accurate control,
these deviations of traffic rate in small time scales should
be compensated in some ways. Since the traffic fluctu-
ations will cause queue length variation, a queue-based
compensation is an appealing approach. It is preferable
that at the same load level, packets should be dropped
less aggressively when the buffer occupancy is low and
somewhat more aggressively when the buffer occupancy
is high to make sure that fewer packets are lost.
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In summary, two main components should be com-
prised in MSC: a rate based control scheme working in
large time scale greater than typical RTT with load level
as a direct and robust congestion indicator and a queue
based modulator in small time scale less than the RTT
to accommodate the packet level burstiness.

3.2 Analysis of Rate Based Packet Drop

Obviously, taking load level (the ratio of input traf-
fic rate to the service rate of a link) as the congestion
indicator is compatible with the idea of decoupling in
REM. Now the second question is how to transform the
congestion measure (load level) to performance mea-
sure (queue length or packet loss), which is employed
to regulate the control action directly. Random early
packet dropping has been validated to be an effective
control mechanism for AQM schemes and the packet
drop probability (PDP) is essential for such mechanism.
We present an analytical relationship between load level
and PDP based on queuing theory.

Assuming that the link is busy and the queue is work
conserving, the queue length dynamics can be described
as

Qt+ At) = [A(t+ At)(1— P,) — C]At+Q(t) (1)

where :4\(15) is the estimated traffic arriving rate and At
is the time scale of rate estimation. P, is the average
PDP in At. It can be seen from (1) that the queue
length increases monotonously with the arriving traf-

fic rate A(t). Considering the congestion is onset, let

A(t) = pC (p > 1), and p is the load level of the bottle-
neck link. Then (1) can be rewritten as

Q(t + At) = [p(1 - P,) - 1JCAt + Q(t).  (2)

We can see from (2), queue length dynamics is a
function of load level and current queue length. In
steady state, Q(t + At) should equal to Q(t) approxi-
mately. In addition, if we want the queue length is in-
dependent of traffic and network conditions (p and C At
in (2)), we must have p(1 — P,) —1 =0, i.e.,

P.=1-1/p. (3)

According to the above analysis, we argue that to
obtain stable queue length independent of the traffic dy-
namics and network conditions, the PDP should not be
a constant but a function of load level at the bottle-
neck link. Further, a load adaptive PDP as in (3) can
reduce unnecessary packet loss for underutilization link
and result in higher throughput.

3.3 MSC Algorithm

Packet drop according (3) means that the mean rate
of packet admitted by the link is never greater than the
link capacity and no queue will be formed. Since traf-
fic is also bursty at packet level or in the time scales
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less than RTT, a small queue is helpful to absorb such
burtiness and improve the throughput.

For stable queue length, only one reference queue
length should be defined in advancel!!l, and the mis-
match between the instantaneous queue length and ref-
erence queue length is a good measure of the packet
level burstiness. Denote the instantaneous queue length
as Q(t), and reference queue length as Q.ct. The queue
length mismatch can be defined as A, = Q(t) — Qref-
Then the PDP of MSC is P; = min(P, + a1.A,,1),
where P, is adapted to the traffic rate in large time scale
greater than RTT as defined in (3) and oy = a/Q e
(0 < a < 1, which is a weighting factor determining the
significance of queue based modulator).

Recall that (3) is only valid for p > 1. When the
link load level is less than 1, i.e., 0 < p < 1, congestion
will not occur in large time scale and we set P, to be a
small constant (0.01 as default) or zero. In contrary to
ARED, P, is adaptive to the load level other than aver-
age queue length at the congested links. Another signif-
icant difference between MSC and RED/ARED is that
the sampled instantaneous queue length is used instead
of average queue length to capture the traffic burstiness
in small time scales.

Assume the traffic rate can be estimated as in [18]
but with samples in a large time scale (Nyquist sam-
pling law should be followed in choosing the sampling
time scales) and the pseudo code of MSC algorithm is
presented as follows.

MSC Algorithm

rho, @, p-a, pd,
smpl_bytes, lastset_q, last_set_r

Variables:
Parameters: qref, alpha, ts_s, ts_.1l, rw
Initialization:
rho = 1.0, smpl_bytes = 0;
Q@ =0, p.a =0.01, alpha = 1.0;
For each packet arrival:
smpl_bytes += arv_bytes;
if (arv_time —lastset.r > ts_1){
//estim.
r = smpl_bytes /(arv_time — lastset.r);
A(t) =r xrw + A(t) * (1 —rw);
rho = A(t)/C;
if (0 < rho < 1.0)
p-a = 0.01;
else
p-a = 1 —1/rho;
smpl_bytes = 0;

the arriving traffic rate A(t);

lastset_r = arv_time;
}
if (arv_time — lastset_q>ts_s){
lastset_q = arv_time;
p-q = alphax(Q-qref)/qref;
//Calculate PDP with p_q:
p-d = min(p.a + p_q, 1);

}

Operate on the incoming packet with the PDP;
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3.4 Complexity Analysis

AQM schemes are implemented in the routers and
they should be as simple as possible for scaling well in
high-speed networks.
MSC comes mainly from the traffic rate estimation and
the calculation of PDP. While the introduction of traffic
rate prediction increases the complexity of MSC, queue
length smoothing is removed from it. Hence, MSC has
the equivalent complexity as RED in the worst case, i.e.,
estimating incoming traffic rate on every packet arrival
with exponentially weighted smoothing. In fact, MSC
does not need update PDP on every packet arrival, but
at the frequency of queue length sampling in small time
scales. Assuming the sampling interval is 10ms, com-
pared with RED/ARED, the computation of PDP is
reduced several to tens times in terms of link capacity.
Since the rate-based update of P, = 1 — 1/p is much
less frequent than queue based one, the involved com-
putation is very limited. In contrary, PAQM has to per-
form at least two steps of rate prediction with LMMSE

The computation complexity of

predictors and accordingly consumes more computation
even with the same sampling interval as MSC.

4 Fluid Modeling and Stability Analysis of
MSC

Intuitively, since control in large time scale is domi-
nant in the control system, this system will work stably.
In this section, we first present a fluid flow model of the
previous combined TCP and AQM congestion control
system, based on the leading work in [20, 21]. Then the
stability of the system is analyzed to validate the design
rationality, which also works as criteria for setting the
system parameters, e.g., the time scale of arrival traffic
rate estimation.

A fluid-flow model of TCP behavior was developed in
[20] based on stochastic differential analysis. Simulation
result demonstrated that this model accurately capture
the dynamics of TCP. A simplified version of the model
ignoring the TCP time out mechanism can be described
by the following coupled, non-linear equations:

1 WOW(t— R()

R a0
Q) = N - ©

where W is the expected TCP window size (packets), Q
is the expected queue length (packets), R is the round
trip time (s), C is the capacity of congested link, N is
the number of active TCP sessions and p is the probabi-
lity of packet mark/drop. Let T}, denote the propagation
delay (s), then R(t) = Q(t)/C + T,.

The model was linearized in [21] using small signal
method as follows:

2N B Ry C?

SW(t) = — W (t) oNT

6p(t — Ro)
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. N 1
5Q(t) :R—O5W(t) - R_OéQ(t)

where (W, Qo,po) is the operating point of the system
and accordingly Ry = Qo/C + T,. At the operating
point we have A(t) = NW (t)/Ry, and the above model
can be modified as

, 2N? c?
SA(t) = - @M(t) — 5 oP(t — Ro), W)
5Q(t) =6A() - -30(0). (+2)

According to the previous analysis, PDP of MSC is
the function of both estimated traffic rate and instanta-
neous queue length,

p(t) — A(/E)_C +aQ(t)7Qref‘ (5)
A(t) Qref

At equilibrium state (Z(t) ~ C), (5) can be described
as an increment derivative form as follows:

- a -
JA(t) + —3dQ(1). (6)
Qo
When the traffic arriving rate is estimated with
exponentially weighted moving average as in [18], we
have the following equation describing the behavior of

Z(t) [20],

59() = &

A1) = K A(t) - KA(®t)

and K is determined by weight and sampling frequency.

Taking Laplace-transform on (4) and (6), the block-
diagram representation of the linearized control system
is given in Fig.1.

5 -
C?/2N 0A 5+1_ Q N
/- s+2N2/R3C Ro
A y
1/C e
s/K+1 Qo
1) +
e—Ros P

Fig.1. Block-diagram of TCP/MSC congestion control system.

Sequentially, the open-loop transfer function of the
feedback control system is
1/C
s/K+1

a/Qo ) —RoS
S + ]./RO ’
(7)
Since queue variation is trivial near operating point at
equilibrium state, the Q(t) item in (6) can be ignored
and (7) can be modified as

_C*aN
(&)= SN REC (

C?/2N 1/C
s+2N?/R3C s/K + 1

e FoS, (8)

G(s) =~
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In frequency domain, this approximation can be

that % to high-

frequency residual and has insignificant impact on sys-
tem stability?2). Obviously, —2N?2/R3C is a negative

eigenvalue of the linearized system.
2
VE

interpreted as corresponds

Theorem 1. Let K satzsfy AN
= Bmin { f¥i, 7 } and B < 1.

)30
G S

where wgy

Then the feedback control system in Fig.1 is stable
forall N > N~ and R< RT.

Proof. Based on Nyquist Stability criteria, the proof
is similar with the proof of Proposition 1 in [21]. O

Cross-Fraffic Receivers
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5 Performance Evaluation of MSC

We extend the NS2 simulator!?®! with our MSC algo-
rithm to check its performance. MSC is compared with
other AQM schemes, e.g., REM, PI, ARED and AVQ,
in the same conditions to show its superiority. Also, the
simulation result will verify the analysis in Sections 3
and 4.

Two types of network topologies are employed in our
simulations. The first is the commonly used dumb-bell:
there is a single bottleneck link from router 1 to router
2 with capacity 15Mbps and delay 20ms. Many source
and destination pairs are connected to the router 1 and
router 2, and the capacity of access link is 100Mbps.
And another topology for simulation has multiple bot-
tleneck links and the set of link bandwidth and delay

Cross-Fraffic Receivers
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oM A\ / 20M 10ms \'f-/20M 10ms 20M
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Fig.2 Multiple bottleneck network topology for simulation.
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Fig.3. Simulation result of Experiment 1.

(a) Average queue length vs. the number of long-lived flows.
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(b) Link utilization vs. the

number of long-lived flows. (c) Packet loss rate (PLR) vs. the number of long-lived flows. (d) Queue length evolution (150 long-lived

TCP flows).
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is as shown in Fig.2. Different AQM schemes are confi-
gured in the bottleneck links respectively and Tail Drop
is used for other links. The buffer limit of bottleneck
link is mostly 200 packets with size of 500 bytes. While
Experiment 1 to Experiment 4 is conducted with dumb-
bell topology, the Experiment 5 is performed with the
multiple bottleneck topology.

To construct a more realistic experimental environ-
ment, reverse-path traffic and heterogeneous RTT are
configured in all the simulations®!. The reverse path
traffic is lighter than the forward path and the delay of
these links is variable from milliseconds to hundreds of
milliseconds. We mainly focus on performance measures
such as link utilization (the ratio of output traffic rate
to the service rate of a link), average packet delay and
packet loss rate (PLR) of the congested links.

FEzxperiment 1. Performance with Long-Lived TCP
Flows.

Since TCP traffic is dominant in the Internet, in
most situations, the load level of a link is related to the
number of TCP flows sharing the link. In this experi-
ment, we assume that the bottleneck link of the dumb-
bell topology is shared only by long-lived TCP flows,
such as those of FTP applications. The reference queue
(Qref) of REM, PI and MSC is 40 packets correspond-
ing to about 10ms delay. The other parameters of REM
and PI are set to the default values in NS2.

The number of long-lived TCP flows sharing the bot-

z 901 —REM
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g —=-MSC
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2 60
% 50
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2 20 m ]
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5.5 ——REM
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tleneck link is increased from 5 to 300. The simulation
result is shown in Fig.3. It is observed from the figure:
1) MSC keeps average queue length low and stable when
the TCP number increases; 2) although REM keeps av-
erage queue length slightly lower than MSC, it suffers
rather lower link utilization; 3) while keeping low queue
length and high link utilization, the MSC algorithm has
lower PLR than REM and slightly higher PLR than
PI Fig.3(d) shows the queue length evolution of differ-
ent AQM schemes when the number of long-lived flow
is 150. Obviously, MSC converges to low queue length
very fast and keeps stable all the time.

From the experimental results, it is interesting to
find the tradeoff among performance measures. Gener-
ally, increasing in queue length comes with higher link
utilization and lower PLR (this explains why the link
utilization of PI is higher than MSC). We believe that
the better performance tradeoff of MSC mainly bene-
fits from the rate based congestion detection and packet
drop.

FExperiment 2.
Flows (Intensity).

Short-lived TCP flows affect the performance of
AQM schemes significantly due to its uncontrollability.
In this experiment we check the robustness of MSC to
short-lived flows. The number of long-lived flows is fixed
to 150, and the short-lived flows simulating the Web-like
flows increase from 0 to 50 per second with step 5. Each

Robustness to Short-Lived TCP
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Fig.4. Simulation results of Experiment 2. (a) Average queue length vs. the number of short-lived flows. (b) Link utilization vs. the

number of short-lived flows. (c) Packet loss rate (PLR) vs. the number of short-lived flows. (d) Queue length evolution (150 long-lived

TCP flows and 25 short-lived TCP flows).
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short-lived flow sends only ten packets. It has been
found that traffic self-similarity is caused by aggregated
Web flows!?4]. The mixture of long-lived flows and short-
lived flows makes the traffic very bursty and more real-
istic. The results of this experiment are pre- sented in
Fig.4. We find that the PLR increases and the link uti-
lization decreases for all the algorithms with the increase
of the number of short-lived flows. However, it shows in
Figs.4(a) and 4(d) that MSC keeps the queue length
stabler than the other algorithms, which demonstrates
that the rate-based scheme is robust to the unresponsive
short-lived flows.

Ezperiment 3. Responsiveness in Dynamic Cross
Traffic Situation.

The objective of this experiment is to examine re-
sponse of MSC to abruptly changing traffic conditions.
Instead of adding and reducing TCP flows, dynamic
cross traffic is introduced to simulate the extreme bursti-
ness of Internet traffic. The cross traffic is constructed
by aggregated exponential On-Off traffic with average
rate 5000Kbps and average interval 0.5s of On and Off
duration. The cross traffic is added at 10s and stopped
at 45s and added again at 75s and stopped until the
simulation is over. In addition to the unresponsive cross
traffic, there are 150 FTP flows and some Web flows in
the bottleneck link and the load is quite heavy. ARED is
also compared in this experiment and the minimum and
maximum queue length thresholds of ARED are Qs /2
and 3Q,.f/2 packets respectively. To show clearly the
high variance of queue length evolution, the buffer limit
was set 400 packets in this experiment.

400

o WW MWM%MMMMW%MNMM%&WM% .
% % 0 40 60 TR0 100 120
g =
”EMMMWWMWWW MNWMMMM R
o 4000 40 80 1(.)0 120
200‘ ‘
0

Time (s)

Fig.5. Queue length evolution (150 long-lived TCP flows and 20
short-lived TCP flows).

Since the queue length evolves with the change of
load level, good responsiveness can be expected to MSC
with rate-based congestion detection. As shown in
Fig.5, MSC manages to keep the queue length stable
timely with the emerging and disappearing of cross traf-
fic while the queue occupancy of the other algorithms
presents significant fluctuations before entering into new
steady state after quite a long time.
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Ezperiment 4. Comparison of MSC with Adaptive
Virtue Queueing (AVQ). AVQ is a well-know rate-based
active queue management algorithm, which is consid-
ered to be effective for low delay and high link utiliza-
tion. However, AVQ is rarely examined in two-way traf-
fic condition in the literature. We try to compare AVQ
with MSC in two-way traffic condition in this experi-
ment. To make a fair comparison, we configure in the
experiment the reference queue (Qret) of MSC to a small
queue (20 packets), which is the same as the queue limit
of AVQ. AVQ is configured with and without ECN re-
spectively. The result is presented in Fig.6. From the
figure, we observe that AVQ can obtain small queue but

—-— AVQ

—— AVQ-ECN i
121/ MsC

Average Queue Length (packets)

e —
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Long-Lived Flow Number (/s)
()

o
(=)
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W
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Link Utilization (%)
~J
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Packet Loss Rate (%)

S = N W A L AN 0O
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Long-Lived Flow Number (/s)
(c)

Fig.6. Simulation results of Experiment 4. (a) Average queue
length vs. the number of long-lived flows. (b) Link utilization vs.
the number of long-lived flows. (c) Packet loss rate (PLR) vs. the

number of long-lived flows.
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with the cost of rather lower link utilization, especially
without ECN and much higher PLR in two-way traf-
fic condition than MSC. This experimental result also
shows that the queue-based modulation is indispensable
to reduce packet loss and increase link utilization.

Ezperiment 5. Performance of MSC in Multiple Bot-
tleneck Network Topologies.

In a multiple bottleneck network topology, the of-
fered load comes from multiple sources and the aggre-
gated traffic dynamics is more complex than in single
bottleneck topologies. Further, the packet may be lost
in multiple congestion points. There are two bottlenecks
in the network topology in Fig.2, which are the link Q12
between router R1 and R2 and the link Q34 connecting
router R3 and R4. As the traffic from the sources passes
Q12 first in the forward path and it will be constrained
to some degree, the load at Q34 is lighter than that at
Q12 with the same cross traffic configuration. This in-
ference was confirmed by experiments. We examine av-
erage queue length, link utilization and packet loss rate
of Q12 as Experiment 1. We find that the results are
very similar to Experiment 1 and we only present the
queue length dynamics in Fig.7, which demonstrates the
robustness to multiple bottlenecks of MSC. We believe
that if the transient congestion at Q34 is heavy, it may
degrade the performance of any type of AQM schemes
at Q12 due to larger RTT and more packet loss.

(Q12) Queue Length (packets)

0 L I M !
0 20 40 60 80 100 120
Time (s)

Fig.7. Queue length evolution of Q12 in the multiple bottleneck
topology.

6 Conclusion

Many AQM schemes have been proposed since the
proposal of RED in 1993, but they are only efficient in
some scenarios in terms of specific performance mea-
Based on the understanding of traffic bursty
behavior in multiple time scale, we designed and an-
alyzed in this paper a multiscale active queue man-
agement scheme named multiscale controller (MSC) to
make better performance tradeoff. The packet drop
probability (PDP) of MSC is mainly determined by the
burst-level rate of the traffic arriving at the congested
link; in addition, this probability is modulated by the
packet-level fluctuations of the incoming traffic. While

sures.
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the rate-based packet dropping at burst level determines
the packet drop aggressiveness and is responsible for
low and stable queuing delay, good robustness and re-
sponsiveness, the queue-based modulation of the PDP
at packet level is helpful for low packet loss and high
link utilization. A fluid flow model was constructed for
MSC and stability analysis was performed based on the
model. Simulation results showed that MSC outper-
formed many of the current AQM schemes, including
REM, PI, ARED and AVQ), in almost all the desired
performance. A more accurate critical time scale rather
than typical RTT for traffic rate prediction is under in-
vestigation now.

As a final comment, we argue that the objective of
AQM, low delay, low loss and high link utilizationl?!,
can only be achieved with control mechanism making
the aggregated TCP traffic smooth.
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