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1. Background

● Document-Level Sentiment Analysis

○ Classify the sentiment (positive or negative) expressed by a whole document.

○ Generally the sentiment is on a single entity.

● Sentiment Analysis with User and Product Information

○ Not only we have the review text, but also the user and product IDs.

○ Modeling the user, who has written the review, and the product being reviewed is 

worthwhile for polarity prediction.



1. Background

● Previous methods:

○ Modeling each user and product as embedding vectors.

○ Implicitly learning user and product preferences during training.

● Challenges:

○ User and product embeddings purely learned from training are not well enough to 

capture user and product preferences.

○ How to explicitly take advantage of historical reviews associated with given user and 

product.



1. Background But, how?
Possible solution:

● Compute representations of all historical 

reviews associated with a certain user and 

product during training.  

- time-consuming

● Pre-compute representations of all 

reviews using a pretrained model, then 

use them during training.

- memory-consuming



2. Methodology

Incorporating User and Product Context
Step 1:
● Obtain document representation.

Step 2:
● Use user and product embedding vectors to 

gather information from document 
representation through attention function.

Step 3:
● Fuse user-biased and product-biased 

information to obtain a final review 
representation, then pass it to a 
classification layer to get sentiment label.

Step 4:
● Incrementally add current biased 

representation to corresponding user and 
product embeddings.



2. Methodology - Incorporating User and Product Context

Get document representation:

Inject user and product preferences:

Gating mechanism:

Final representation:

Update user and product matrix:



3. Experiments and Analysis

● Datasets:
○ Our experiments are conducted on the IMDB, Yelp-13 and Yelp-14 benchmark datasets.

● Experimental setup:
○ Learning rate: {8e-6, 3e-5, 5e-5}, weight decay: {0, 1e-1, 1e-2, 1e-3}

○ Warmup ratio: 0.1, linear decay.

○ Maximum length to BERT: 512 wordpiece tokens.

○ Optimizer: AdamW.

○ Batch size:{8, 16}

○ Epochs:{2, 3}



3. Experiments and Analysis

● Experimental results:
○ Our proposed model achieves the best accuracy and RMSE on Yelp-2013 and Yelp-2014, and the best 

RMSE on IMDB.



3. Experiments and Analysis

● Low-resource analysis:
○ We select only reviews where the number of reviews by that user or for that product falls below three 

thresholds: 40%, 60%, 80%, where % stands for the number of reviews for a given user/product 

relative to the average number of reviews for all users/products.

○ Our proposed model achieves better accuracy and RMSE when there are only a small number of 

previous reviews available for a given product/user.



4. Conclusion

● In this paper, we propose a neural sentiment analysis architecture that explicitly 

utilizes all past reviews from a given user or product to improve sentiment 

polarity classification on the document level. 

● Our experimental results on the IMDB, Yelp-13 and Yelp-14 datasets 

demonstrate that incorporating this additional context is effective, particularly 

for the Yelp datasets.



Thanks for listening!


