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In order to adjust the memory and compute footprints of complex ML models to the FL setting,
the research community has presented a number of approaches including such as federated dropout [1]
or different aggregation strategies that enable faster convergence [2]. Other optimization techniques
such as quantization and sparsity have been used in the context of FL but mostly as a way to reduce
communication costs [3–5] but not to accelerate on-device training.

The use of sparse operations at training time has recently been shown to be an effective technique
to accelerate training in centralised settings [6]. The resulting models are as good or close to their
densely-trained counterparts despite reducing by up to 90% their FLOPs budget and, resulting in
an overall up to 3.3× training speedup. Acceleration is achieved by performing sparse convolutions
during the forward and/or backward pass, which requires at least one of the operands (i.e. inputs,
weights, gradients) to be sufficiently sparse and, software and hardware support for such operations.
However, it is unclear how the different FL-specific challenges (i.e. data imbalance, stateless clients,
periodic aggregation) will restrict the quality of the global model.

This work considers the challenges and opportunities of inducing high levels of sparsity to ac-
celerate training on-device for FL workloads, and provides the following contributions: (1) A study
on the unique aspects that arise when introducing sparsity at training time; (2) We then propose
ZeroFL, a framework that relies on highly sparse operations to accelerate on-device training. Models
trained with ZeroFL and 95% sparsity achieve up to 2.3% higher accuracy compared to competitive
baselines obtained from adapting a state-of-the-art sparse training framework to the FL setting. (3)
a comprehensive analysis on CIFAR-10, FEMNIST and SpeechCommands datasets in terms of model
performance and communication costs.
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