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Abstract—Efficient and accurate waveform compression is
essentially important for the application of analog circuit tran-
sition simulation nowadays. In this article, an analog waveform
compression scheme is proposed which includes two compressed
formats for representing small and large signal values, respec-
tively. The compressed formats and the corresponding compres-
sion/decompression approaches ensure that both the absolute and
relative errors of each signal value restored from the compres-
sion are within specified criteria. The formats are integrated in
a block-by-block compressing procedure which facilitates a sec-
ondary lossless compression and a three-stage pipeline scheme
for fast conversion from the simulator’s output to the com-
pressed hard-disk file. Theoretical analysis is presented to prove
the accuracy-ensured property of our approach. Two schemes
are also proposed to incorporate the prediction method. They
achieve larger compression ratio for some cases while preserving
the accuracy and runtime efficiency. Experiments are carried out
with voltage waveforms from industrial circuits. The results val-
idate the accuracy and the efficiency of the proposed techniques.
The obtained compression ratio is 2.6X larger than existing work
without overhead, even though the latter induces much larger
error. Compared with the original double-precision floating num-
ber format, the proposed approach achieves the compression ratio
of 26 averagely and up to 70, while keeping the relative error
less than 10−3 and absolute error less than 10−5. And with
the pipelined computation, the proposed compression approach
hardly increases time cost to the transient simulation.

Index Terms—Data compression, floating-point number, quan-
tization, the prediction method, transient simulation waveform.

I. INTRODUCTION

TRANSIENT circuit simulation has become one of the
most important steps in the design of analog or mixed-

signal integrated circuits. Its output is voltage waveforms for
nodes and/or current waveforms along branches in the cir-
cuit. Each waveform consists of voltage/current signal values
at discrete time points [1]. The waveforms are subsequently
displayed or used for validating performance metrics of the
design. With the increase of circuit size, the number of wave-
forms in the result of transient simulation increases, leading
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to large data storage for the waveforms. For accurate transient
simulation, the number of time points ranges from several hun-
dred thousands to even a billion, and voltage/current values
are stored as floating-point numbers. Therefore, the simulator
may output a large hard-disk file occupying multiple GBs of
disk space. This further leads to considerable time for writ-
ing the waveforms into a file and for loading the file into a
viewer, and largely worsens the performance of circuit simu-
lator and the customer experience of waveform viewer. Hence,
it is greatly demanded to have an efficient waveform compres-
sion approach which reduces the data storage of waveforms
and ensures an acceptable accuracy as well [2].

Some work on waveform compression or related problems
have been reported in the literature. In [3], a lossless adap-
tive prediction approach using a recursive least squares lattice
with arithmetic coding was proposed. However, the compres-
sion ratio is unsatisfactory. In [4], an approach was proposed
for digital waveform compression, instead of the analog tran-
sient waveforms considered in this work. Hatami et al. [5], [6]
proposed to compress the waveforms by performing principal
component analysis (PCA) on signal values. It however means
a lot of computation and large memory usage [7]. Later on,
Liu et al. [8] proposed a stream compression method with
waveform prediction and quantization. It reduces the storage
of original waveforms in double-precision floating-point num-
bers by 10×, with about 0.1% error. Nonetheless, it cannot
guarantee any accuracy criterion. In [9] and [10], an effective
lossy compression technique for high-performance computing
(HPC) data is proposed based on multilayer prediction and
error-bounded quantization. Yet, in HPC applications, such
as climate simulation and hurricane simulation, the data for
compression exhibit strong correlation in local regions of a
snapshot. The effectiveness of the compressor highly relies on
the prediction based on the correlation, which is however not
suitable for transient circuit simulation. Moreover, the error
control in [9] and [10] does not consider the relative error.
Recently, Saurabh and Mittal [11] used a recursive polyno-
mial representation to compress technology libraries. Notice
that the problem in [11] allows as large as 5% relative error,
which is quite different from the problem considered in this
work. Besides, their approach is rather simple which could not
produce large compression ratio.

There are commercial tools that support dumping com-
pressed waveform formats, like FSDB [12]. Unfortunately,
their formats and algorithms are not disclosed. Some common
lossless compression algorithms, such as Huffman coding,
Deflate [13], and LZW [14], and some lossless floating-point
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compressor [15], [16] may also be used to reduce the data
storage of waveforms. However, these algorithms do not con-
sider the correlation of waveform data and thus cannot provide
sufficient compression.

In this work, we develop an efficient and accuracy-ensured
waveform compression scheme as a companion of transient
circuit simulator. It includes two compressed formats for rep-
resenting small and large signal values, respectively, and the
approaches for compressing/decompressing the waveforms. By
distinguishing between the small value and large value with
a calculated threshold, we can ensure that both the abso-
lute and relative errors of each compressed signal value are
within specified criteria. The proposed approach exploits the
fact that the signal values at successive time points vary less,
and incorporates the lossless compression technique, so as to
deliver large compression ratio. It also enables a three-stage
pipeline scheme for fast conversion from the simulator’s out-
put to the compressed file on the hard disk. Besides, we can
combine the proposed scheme with the prediction method,
leading to larger compression ratio for some cases. Two com-
bination schemes are proposed, which perform differently for
different cases. Experimental results with voltage waveforms
from analog circuit simulation have validated the accuracy and
the efficiency of the proposed techniques. They demonstrate
remarkable advantages over the existing methods, like [8].
The impact of error tolerance on the compression ratio and
the convenience of decompressing partial waveforms from the
compressed file are also presented.

The main contributions of this article are as follows.
1) A signal-value compression scheme, which discrimi-

nates between small value and large value and repre-
sents them with two variable-length compressed formats,
respectively, is proposed. The scheme is able to effi-
ciently and largely compress sequential signal values,
and theoretically ensures the absolute and relative errors
of each compressed signal value to be within specified
error tolerances.

2) A waveform compression approach incorporating the
signal-value compression scheme and the lossless com-
pression technique is proposed, which enables an effi-
cient three-stage pipeline scheme for generating the
compressed data file. It does not increase the error to
the compressed signal value. Accordingly, a waveform
decompression approach is presented which recovers
signal values from the compressed file without accuracy
loss.

3) Two schemes combining the proposed waveform com-
pression approach with the prediction method are
proposed. The combined schemes preserve the accu-
racy and the efficiency for compressing/decompressing,
and result in larger compression ratio in the scenarios
without and with the lossless secondary compression.

4) With seven industrial data of waveforms, the proposed
compression approach demonstrates the compression
ratio up to 67 and averagely 26, while meeting 10−5

absolute-error tolerance and 10−3 relative-error toler-
ance. On average, it is 2.6× larger than the compression
ratio achieved with the method in [8], even though the

latter shows much larger error. The proposed compres-
sion/decompression algorithm consumes equal or less
time than existing methods. And with the pipelined
parallel computing, our approach hardly adds time
cost to the transient simulation. Finally, combined with
prediction our approaches can achieve the compression
ratio up to 70.4 with the secondary lossless compression
and 38.2 without the lossless compression.

The remainder of this article is organized as follows.
The problem formulation and related work are presented in
Section II. Section III includes the proposed storage formats
and the compression/decompression algorithms. The combi-
nation with the prediction method is discussed in Section IV,
and the experimental results are demonstrated in Section V.
Finally, conclusions are drawn in Section VI.

II. BACKGROUND

A. Problem Formulation

The waveforms produced during the transient circuit simu-
lation can be represented as a vector-valued function

v(t) = [
v1(t) v2(t) · · · vNs(t)

]T (1)

where t is the simulation time, Ns is the number of simulated
signals, and vi(t) means the value of the ith signal at time t. We
do not store the waveform continuously in practice. Instead,
a set of Nt discrete time-points t = [

t1 t2 · · · tNt

]

is stored along with their corresponding signal values V =[
v(t1) v(t2) · · · v(tNt)

]
. The waveform can thus be rep-

resent as a matrix

W =
[

t
V

]
=

⎡

⎢⎢⎢⎢⎢
⎣

t1 t2 · · · tNt

v11 v12 · · · v1Nt

v21 v22 · · · v2Nt
...

...
. . .

...

vNs1 vNs2 · · · vNsNt

⎤

⎥⎥⎥⎥⎥
⎦

. (2)

Typically, all elements of matrix W are stored in IEEE 754
double-precision floating-point format which encodes each
value with 64 bits. Hence, it takes 64(Ns + 1)Nt bits storage
to store the raw waveform.

Waveform compression can be performed during simulation.
The compression method handles streaming data outputted
from the simulation and should run fast enough not to encum-
ber the simulation. The compressed waveforms are stored as
a file on hard disk. The compression ratio is calculated as

compression ratio = storage of the raw waveforms

size of the compressed file
. (3)

When debugging (or in the occasion that requires the wave-
form), decompression is performed to restore the waveform Ŵ
from the compression file. Sometimes, only a fraction of the
signals are needed, and therefore the decompression method
should be able to restore specified rows of V. The decompres-
sion should run fast enough compared to directly reading from
raw waveform format.

Compression and decompression of waveform may induce
error. Otherwise, it is a lossless compression. For any signal
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value v and its corresponding restored value v̂, we usually
consider the absolute error ε and the relative error η

ε = ∣
∣v − v̂

∣
∣ (4)

η = ε

|v| =
∣∣∣∣
v − v̂

v

∣∣∣∣. (5)

Under normal circumstances, we do not allow any error for
time-points t, but we do tolerate a bit of error for signal val-
ues. More precisely, maximum tolerated absolute error εabs
and relative error εrel may be specified before compressing.
And it is desirable that the compression/decompression algo-
rithm ensure that ε ≤ εabs and η ≤ εrel for each restored signal
value. For example, during transient circuit simulation of volt-
age signals, a common setting of the maximum tolerated errors
is εabs = 10−5 and εrel = 10−3.

B. Related Work

The method in [8] can achieve higher compression ratio
compared with other existing work. The experiments in [8]
show that it runs much faster than the method in [4] while
achieving better accuracy and larger compression ratio. And,
for some larger circuits, the method in [4] could not perform
the compression due to its excessive memory usage.

The main techniques used in [8] are prediction and quan-
tization. Signal values v(ti) for time point ti are regarded as
a frame, here denoted by vi. Some frames (including the first
frame) are called reference frames to which no compression is
applied. If vi is a reference frame, vr is picked as the next ref-
erence frame which satisfies r − i ≥ α or ‖vr − vi‖/‖vi‖ > β.
α and β are two preset parameters.

In [8], the combination of linear prediction and quantiza-
tion is used to compress nonreference frames. Suppose vj is
a nonreference frame after reference frame vi. With the linear
prediction approach, it is approximated as

vj ≈ v̂j = vi + hi
(
tj − ti

)
(6)

where hi = (vi+1 − vi)/(ti+1 − ti). For each signal value in
the frame vj, if the predicted value is accurate enough which
is called success of prediction, there is no need to store the
signal value. Otherwise, a quantization approach [17] should
be used to compress the value.

For performing the quantization, the difference of current
frame and the reference frame is first calculated in [8]

d = vj − vi. (7)

d is then rescaled to range [0, 1] by min–max normalization

d̃k = dk − min(d)

max(d) − min(d)
, k = 1, 2, . . . , Ns. (8)

After normalization, d̃k (originally a 64-bit floating-point
number) is uniformly quantized to 8-bit or 16-bit integers.

Consequently, for each nonreference frame, the indices of
signals that have failed in prediction are stored, along with the
integers representing the quantized signal values. If the ratio
of the number of signals failed in prediction to Ns exceeds
a threshold, all signals will be stored as quantized integers,
therefore omitting the storage of signal indices.

The aforementioned quantization is the uniform quantiza-
tion which usually results in a large relative error for small
values. In order to reduce the relative error, a nonuniform
quantization method can be performed to make the quanti-
zation resolution smaller for small values and larger for large
values. For this aim, a companding function, such as A-law
or μ-law algorithm [18], is applied on d̃k before the uniform
quantization is performed in [8]. For the compressed frames,
the lossless compression method (like zlib [19]) is further
applied to improve the compression ratio.

The experiments in [8] demonstrate that, compared with the
prediction, either the quantization, or the lossless compres-
sion contributes more to the final compression ratio. Although
the results in [8] show the maximum relative error of com-
pressed signal value in tested cases is 0.13%, no error bound
can be guaranteed with the method in [8], due to the employed
quantization technique.

III. ACCURACY-ENSURED WAVEFORM COMPRESSION

SCHEME AND CORRESPONDING ALGORITHMS

In this section, we first introduce the idea of ensuring both
the absolute error and relative error criteria of compression
by discriminating between small value and large value. Then,
two compressed formats are proposed for small and large
signal values, respectively, followed by description of the algo-
rithms for compressing and decompressing a signal value.
Finally, we present the scheme for further compression with
a data block structure and the lossless compression technique.
The overall compressing and decompressing algorithms are
described, along with the discussion of gaining acceleration
through parallel computing.

A. Basic Idea

To ensure the accuracy of waveform compression, it is desir-
able that both the absolute error ε and relative error η of every
signal value satisfy preset criteria

ε ≤ εabs, and η ≤ εrel. (9)

For a larger signal value v, the requirement for absolute error
is stricter, while for a smaller v the requirement for relative
error is more crucial. Specifically, we find out that [according
to (4) and (5)]

{
ε ≤ εabs, if |v| ≤ εabs/εrel and η ≤ εrel
η ≤ εrel, if |v| > εabs/εrel and ε ≤ εabs.

(10)

This means we can define a threshold value

τ = εabs/εrel. (11)

For signal values satisfying |v| ≤ τ which we call small values,
we can only care their relative errors η. If the compressed
format ensures η ≤ εrel, (9) is satisfied as well. In contrast,
for the others (with |v| > τ ) which we call large values, only
the absolute error ε is worth of consideration. Based on this
observation, we present two different compressed formats for
the small-value and large-value signal values, respectively, in
the following two sections. They guarantee the relative error
or absolute error criterion and achieve as much as possible
reduction of storage space.
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B. Compressed Format for Small Values

As we want to ensure the relative error criterion for the small
values with magnitude not larger than τ , we first consider
a customized floating-point number format. The representa-
tion of floating-point number (as those in IEEE 754) consists
of a sign bit S, an exponent E (e bits) and an mantissa M
(m bits) [20]. Under normalization, it represents the number

(−1)S(1 + M · 2−m) · 2E−b (12)

where b is an exponent bias. This format is determined by
three parameters e, m, and b, and its length is e + m + 1 bits.
The floating-point arithmetic ensures the following statement
on the relative error [21].

Lemma 1: For any nonzero real number x, the maximum
relative error in representing it in the normalized floating-point
number system is given by

∣∣
∣∣
x̂ − x

x

∣∣
∣∣ ≤ εmach (13)

where x̂ is the floating-point number of x. The machine epsilon

εmach = 2−(m+1) (14)

with m being the bit-length of mantissa.
If a small value v is represented as this kind of normalized

floating-point number, the following expressions of S, E, and
M are derived:

S =
{

0, if v ≥ 0
1, if v < 0

(15)

E = ⌊
log2 |v|⌋ + b (16)

M = ROUND
((

|v| · 2b−E − 1
)

· 2m
)

(17)

where ROUND(x) = �x + 0.5�. It corresponds to a restored
(decompressed) value v̂, which can be calculated with for-
mula (12). The relative error of v̂ satisfies

η ≤ εmach = 2−(m+1) (18)

according to Lemma 1.
Same as the UFL and OFL in floating-point arithmetic [21],

the minimum and maximum of v̂’s absolute value are
∣∣v̂

∣∣
min = 2−b+1 (19)

∣∣v̂
∣∣
max =

(
1 − 2−m−1

)
· 22e−b. (20)

Notice that E = 0 is set only when the value is 0. To ensure
εmach ≤ εrel and |v̂|max ≥ τ , we derive the following guidelines
for choosing the values of e, m, and b:

{
m ≥ − log2 εrel − 1
2e − b > log2(εabs/εrel).

(21)

Besides, the value of |v̂|min is also of concern, which should
be not larger than the smallest possible signal value above 0.

This customized floating-point format uses e+m+2 bits to
store a small value, as a leading bit 0 is needed to indicate this
is a small value. However, it does not take advantage of the
characteristic of signal waveform to save storage. The value of
a signal usually does not change much at adjacent time points,
which means v at time ti only differs a little from the value

Fig. 1. Variable-length compressed format for a small value. E is omitted
when �E 	= 3, and M is omitted when the value is 0.

v′ of the same signal at time ti−1. There is a large probability
that the exponent E of v and E′ of v′ are equal or very close
to each other. Under this situation, we can use a 2-bit field
�E to replace the e-bit integer E. Based on this, we propose
to add a �E field to the format whose value is defined as

�E =

⎧
⎪⎪⎨

⎪⎪⎩

0, if E = E′ − 1
1, if E = E′
2, if E = E′ + 1
3, otherwise.

(22)

We thus derive a variable-length format for small value as
shown in Fig. 1. E is only stored when �E = 3, otherwise the
storage is reduced. By the way, a special case is v = 0, for
which M can be omitted as we only need E to differ a zero
value.

With this variable-length compressed format, only m+4 bits
are needed to store a value of small-value signal as long as it
does not differ much from its value at the previous time point.
For consecutive 0 values, the required bits per value is even
reduced to 4 bits.

Example 1: We consider a case of waveform compression
where the accuracy criteria are εabs = 10−5 and εrel = 10−3.
The threshold is τ = εrel/εabs = 0.01. To compress the small-
value signal in this case, we can choose e = 7, m = 9, and
b = 128. They satisfy (21) and result in

∣∣v̂
∣∣
min = 2−127 ≈ 6 × 10−39 (23)

which is small enough to meet the coverage range requirement.
With this parameter setting, the compression ratio for small-
value signals would be close to 64/(m + 4) ≈ 5, or larger due
to consecutive zeros.

C. Compressed Format for Large Values

For the large values, we want to meet the absolute error
criterion. Hence, we design a format based on uniform quan-
tization. The quantization resolution is denoted by c. Each
large value v is divided by c and then rounded to an integer.
In this way, the absolute error of resulted value v̂ satisfies

ε ≤ c/2. (24)

With this approach, the representation of a large value
consists of a sign bit S and an unsigned integer U (u bits).

S =
{

0, if v > 0
1, if v < 0

(25)

U = ROUND(|v|/c). (26)

And, the restored value is

v̂ = (−1)SUc. (27)

This storage format is determined by parameters c and u,
whose length is u + 2 bits (with a leading bit 1 denoting a
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“large value”). The minimum and maximum of v̂’s absolute
value are

∣∣v̂
∣∣
min = c (28)

∣
∣v̂

∣
∣
max = (

2u − 1
)
c (29)

according to (27).
Similar to the small-value format, we need to guarantee

c/2 ≤ εabs and |v̂|min ≤ τ . This derives a guideline for
choosing c

c ≤ 2εabs (30)

because τ is much larger than εabs in practice. The other impor-
tant constraint is that |v̂|max should be not smaller than the
largest possible signal value. This may cause a large value of
u, and thus large storage cost.

To improve the above uniform quantization approach, we
propose not using a fixed u. Although this induces an addi-
tional field storing the value of u, allowing variable-length
storage fields and only recording the difference of consecutive
signal values can reduce the storage for most scenarios.

Suppose we use l bits to represent u. The maximum of v̂
becomes

∣∣v̂
∣∣
max =

(
22l−1 − 1

)
c. (31)

If c = 2 × 10−5 and l = 7, this upper bound is as large as
|v̂|max ≈ 3×1033. However, the length of this format increases
to l+u+2. We propose two strategies to reduce the bit-length.
First, a signal value v at time ti usually only differs a little from
the value v′ at time ti−1. If we store their difference instead
of v, U will be much smaller. In practice, we store

d = v − v̂′ (32)

where v̂′ is the compressed value of v′ (last large value). Hence,
the absolute error of d equal to the absolute error of v. Second,
there is a large probability that U for d and U′ for d′ can be
stored in a similar number of bits. d′ denotes the signal value
difference at time ti−1, and U′ is the corresponding integer in
its quantization representation. This means u for d and u′ for
d′ differ little from each other in most occasions. Therefore,
like the treatment for the small values, we can use a 2-bit
field �u to describe most changes of u to omit the field for
storing u.

The final compressed format for a large value is shown as
Fig. 2. At the first time point where the signal value is a large
value, we store the signal value with l + u + 4 bits. Initially

u = ⌈
log2 U

⌉
. (33)

At other time points, the difference d of adjacent large values
is stored in a variable-length format. The values of �u and u
depend on the value of U and u′ at the previous time point.
We use the following rules to update them:

⎧
⎪⎪⎨

⎪⎪⎩

�u = 0, u = u′ − 1, if
⌈

log2 U
⌉

< u′
�u = 1, u = u′, if

⌈
log2 U

⌉ = u′
�u = 2, u = u′ + 3, if u′ <

⌈
log2 U

⌉ ≤ u′ + 3
�u = 3, u = ⌈

log2 U
⌉
, if

⌈
log2 U

⌉
> u′ + 3.

(34)

Fig. 2. Variable-length compressed format for a large value. u is omitted
when �u 	= 3.

�log2 U� is the minimum number of bits to represent U. For
the first three situations in (34), the field for u can be omitted
in the format because u’s value is determined. Only for the
last situation which means u is increased for 4 or more, u is
stored in the format. Since the last situation rarely happens, a
large value is usually stored in u + 4 bits, and u is a variable
due to the first and third rules in (34).

Example 2: We consider the same accuracy requirement as
in Example 1: εabs = 10−5 and εrel = 10−3. The threshold
is still τ = 0.01. To compress the large-value signal, we can
choose c = 2 × 10−5, l = 7. Obviously, (24) or (30) is sat-
isfied. And based on (31), the maximum value that can be
represented is

∣
∣v̂

∣
∣
max =

(
2127 − 1

)
× 2 × 10−5 ≈ 3 × 1033 (35)

which is sufficiently large. With this parameter setting, if on
average u = 7, i.e., |d| is not larger than (27−1)c ≈ 2.5×10−3,
the compression ratio would be about 64/(7 + 4) ≈ 5.8.

The accuracy of the compressed format for large value is
stated as Lemma 2.

Lemma 2: If a large value v is stored in the proposed for-
mat [see Fig. 2 and formulas (25), (26), and (32)–(34)], the
absolute error of restored signal value v̂ satisfies

ε = ∣∣v̂ − v
∣∣ ≤ εabs (36)

providing that quantization resolution c ≤ 2εabs.
Proof: Based on (32), d’s absolute error is the same as

that of v, since v̂′ is a value stored without approximation.
Consequently, whether v or d is stored, the absolute error fol-
lows the rule of uniform quantization described as (24). Then,
if c ≤ 2εabs, we have the absolute error of v satisfies (36).

D. Algorithm Description and Discussion

Algorithm 1 shows the procedure for compressing a single
signal value. With it v is transformed to a bit-string bt. E′, v̂′,
and u′ for last small value or large value are like state variables,
and useful for compressing a sequence of signal values. At the
starting time point, E′ is initialized with an invalid value so
that �E becomes 3. The initial value of v̂′ is 0 while u′ can
be initialized as −4 making �u = 3.

Algorithm 2 shows the procedure for restoring a signal value
v̂ from a bit-string bt. It is the reverse of Algorithm 1. The
restored large value v̂ in line 27 is the difference of two suc-
cessive large values. The initial value of s and v̂′ are 0, while
E′ and u′ can be initialized with any value. S,�E, E, M,�u, u,
and U in the two algorithms are all unsigned integer. Hence,
converting them to binary code and the reverse process are
straightforward. Notice that the parameters τ, e, m, b, c, l are
fixed, determined by preset accuracy criteria and the lower and
upper bounds of nonzero signal value. Therefore, we do not
list them as the input of the two algorithms.
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Algorithm 1 Compressing a Signal Value

Input: Signal value v, exponent E′ of last small value, the
compressed value v̂′ of last large value, the bit-length u′
of U for last large value

Output: Compressed bit-string bt, updated E′, v̂′, and u′
1: if |v| ≤ τ (meaning this is a small value) then
2: if v = 0 then
3: E := 0, S := 0
4: Determine �E with (22)
5: if �E = 3 then
6: Concatenate the binary codes of 0, S, �E and E to

form bt, according to Fig. 1
7: else
8: Concatenate the binary codes of 0, S and �E to

form bt, according to Fig. 1
9: end if

10: else
11: Compute S, E and M with (15) to (17)
12: Determine �E with (22)
13: if �E = 3 then
14: Concatenate the binary codes of 0, S, �E, E and

M to form bt, according to Fig. 1
15: else
16: Concatenate the binary codes of 0, S, �E and M

to form bt, according to Fig. 1
17: end if
18: end if
19: E′ := E
20: else
21: v := v − v̂′
22: Compute S and U with (25) and (26), respectively
23: Determine �u and u with (34)
24: if �u = 3 then
25: Concatenate the binary codes of 1, S, �u, u and U

to form bt, according to Fig. 2
26: else
27: Concatenate the binary codes of 1, S, �u and U to

form bt, according to Fig. 2
28: end if
29: Compute v̂ with (27)
30: v̂′ := v̂′ + v̂, u′ := u
31: end if
32: return bt, E′, v̂′, u′

Now, we draw the conclusion on the accuracy of the
proposed signal-value compression scheme.

Theorem 1: If a signal value v is compressed/encoded with
Algorithm 1 and then decomposed/decoded with Algorithm 2,
the errors of restored value v̂ satisfy

{
ε = ∣∣v̂ − v

∣∣ ≤ εabs
η = ∣

∣v̂ − v
∣
∣/|v| ≤ εrel

(37)

providing that the bit-length of mantissa m ≥ − log2 εrel − 1,
and the quantization resolution c ≤ 2εabs.

Proof: If v = 0, there is no error during the compressing
and decompressing procedure. For a nonzero signal value, if
|v| ≤ τ = εabs/εrel, with τ defined as (11), it is a small value.

Algorithm 2 Decompressing a Signal Value From a Bit-String
Input: Bit-string bt, starting index s of bt for a signal value,

exponent E′ of last small value, last decompressed large
value v̂′, the bit-length u′ of U for last large value

Output: Restored signal value v̂, updated s, E′, v̂′, u′
1: if bt[s] = 0 (meaning this is a small value) then
2: Read S and �E from bt[s+1] and bt[s+2:s+3]
3: if �E = 3 then
4: Read E from bt[s+4:s+e+3]
5: s := s + 4 + e + m
6: else
7: Compute E based on �E, E′ and (22)
8: s := s + 4 + m
9: end if

10: if E = 0 then
11: s := s − m, v̂ = 0
12: else
13: Read M from bt[s-m:s-1]
14: Compute v̂ with (12)
15: end if
16: E′ := E
17: else
18: Read S and �u from bt[s+1] and bt[s+2:s+3]
19: if �u = 3 then
20: Read u from bt[s+4:s+l+3]
21: s := s + 4 + l + u
22: else
23: Compute u based on �u, u′ and (34)
24: s := s + 4 + u
25: end if
26: Read U from bt[s-u:s-1]
27: Compute v̂ with (27)
28: v̂ := v̂ + v̂′, v̂′ := v̂, u′ := u
29: end if
30: return v̂, s, E′, v̂′, u′

Therefore, its relative error η ≤ 2−(m+1) due to Lemma 1.
Substituting m ≥ − log2 εrel − 1, we have η ≤ εrel. Since the
absolute error ε = η · |v|, we then derive ε ≤ εabs.

If |v| > τ = εabs/εrel, it is a large value. From Lemma 2,
we see its absolute error ε = |v̂ − v| ≤ εabs. Then, since the
relative error η = ε/|v|, we get η ≤ εrel. This ends the proof.

Algorithms 1 and 2 include a few of integer arithmetics,
floating-point arithmetics, and the operations on bit-string. The
computational complexity for compressing or decompressing
a signal value is just O(1).

E. Further Compression and Overall Algorithms

The waveform compression is carried out during transient
simulation. Therefore, the signal values are a kind of data
stream; the matrix W is dynamically augmented from the right.
To control the memory cost of compression, we organize the
compressed signal values in blocks. Each block corresponds
to a time slice of simulation, i.e., n adjacent time points, or n
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Fig. 3. Storage format of a data block for compressed waveforms.

adjacent columns of W. The storage format of a data block is
shown as Fig. 3.

It consists of a block head (n, t̂, and p) and Ns sub-blocks
of compressed signal values. t̂ is the n time points stored
in double-precision floating-point numbers. Vector p stores
the start positions of the Ns signal sub-blocks in the block,
which is required since the bit-length of each compressed sig-
nal value varies. The default value for n can be determined
by the memory cost constraint for the waveform compres-
sion. The separation of different signals in the block also
makes it easy to decompress a portion of signals from the
block.

During the compression, we can use the general lossless
compression algorithms, such as Deflate [13] to perform a
secondary compression on the data block. The Deflate algo-
rithm employs a combination of LZSS and Huffman coding
and can further reduce 20%–50% size of data.

We present the whole procedure of waveform compression
as Algorithm 3. It gets input from the data stream generated
by circuit simulator, and writes the compressed waveforms
into a hard-disk file. At line 10, Algorithm 1 is used to
compress a signal value. nt denotes the default value of n.
“Deflate” denotes the Deflate algorithm for the secondary com-
pression, which is invoked at lines 16 and 20 to compress
the Ns sub-blocks of compressed signal values and the block
head, respectively. Each time it is invoked, the result’s bit-
length is attached in front of the result, which is omitted in
Algorithm 3 for clarity. At line 17, size() means the bit-length
of a bit-string.

Algorithm 4 shows the decompression procedure, whose
input is the compressed file obtained with Algorithm 3 and
output is the data stream of recovered signal values. In
Algorithm 4, Algorithm 2 is used at line 11 to decompress
signal values and “Inflate” denotes the reverse process of the
Deflate algorithm. In addition to extracting/decompressing all
signals stored in the compressed file, Algorithm 4 can perform
partial decompression which only extracts/recovers the wave-
forms of specified signals. Therefore, the input argument of
Algorithm 4 includes {k1, k2, . . . , kg} standing for the indices
of g signals for recovery. Due to the format of data block in
the proposed approach (see Fig. 3), the partial decomposition
can be naturally realized.

Because the time complexity of Algorithms 1 and 2 are
O(1), the time complexity of Algorithms 3 and 4 are both
O(NtNs), where Nt and Ns are the number of time points
and the number of signals, respectively. The space complex-
ity of them is O(ntNs), where nt is the default number of
time points in a block. We can change the value of nt to con-
trol the memory cost for the compressing and decompressing
procedure.

Since the Deflate algorithm is a lossless compression tech-
nique, we can draw the following conclusion.

Algorithm 3 Waveform Compression for Circuit Simulation
Input: Data stream D from circuit simulator, which outputs a

time value t, and signal values [v1, v2, . . . , vNs ] each time.
Output: Disk file F for the compressed waveforms.

1: Create an empty disk file F.
2: Determine the number of time points nt for each data

block, based on Ns and the budget of memory usage.
3: Initialize the input variables v̂′

j, E′
j, u′

j of Algorithm 1 for
j = 1, 2, . . . , Ns.

4: while The simulation is not completed do
5: Reset an empty array t̂ for recording time points.
6: Reset empty bit-strings b1, b2, . . . , bNs .
7: Fetch time t and signal values v1, v2, . . . , vNs from D.
8: Append t to t̂.
9: for j in 1, 2, . . . , Ns do

10: Use Algorithm 1 to compress the signal value vj,
obtaining bit-string bt and updating v̂′

j, E′
j, u′

j.
11: Append bt to bj.
12: end for
13: if t̂ has nt elements or t is the last time point then
14: n := the number of elements in t̂.
15: for j in 1, 2, . . . , Ns do
16: Use Deflate to compress bit-string bj to b′

j.

17: pj := ∑j−1
k=1 size(b′

k).
18: end for
19: p := [p1, p2, . . . , pNs ]
20: Use Deflate to compress [t̂, p] to t̂

′
.

21: Concatenate n, t̂
′
, b′

1, b′
2, . . . , b′

Ns
to form a data

block, and write it to F.
22: end if
23: end while

Theorem 2: If the signal waveforms outputted from tran-
sient simulation are compressed with Algorithm 3 and then
decomposed with Algorithm 4, the error of each restored sig-
nal value will definitely satisfy the preset accuracy criteria
(37), providing that the conditions in Theorem 1 are met.

The runtime of Algorithms 3 and 4 can be further reduced
by using parallel computing. We find out that the waveform
compression is carried out data block by data block, and the
processing of each data block can be briefly regarded as a
three-stage pipeline, as shown in Fig. 4. In the first stage a
data block is formed with the proposed signal-value compres-
sion scheme (i.e., Algorithm 1). Then, the Deflate algorithm is
used to compress the data block in the second stage. Finally,
the compressed block is written to a disk file. The rela-
tionship between two adjacent stages can be described as a
typical producer-consumer model in parallel computing [22].
Therefore, Algorithm 3 can be easily parallelized with three
threads. Compared with the circuit simulation, the waveform
compression consumes much less time (less than the former’s
1% as stated in [8]). Therefore, the generation of the signal
values (from the simulator) is much slower than executing each
of the stages in the pipeline of compression. This means with
the parallel compressing approach there is little time added to
the whole simulation. Similar parallel decomposing procedure
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Algorithm 4 Waveform Decompression
Input: Disk file F for the compressed waveforms, indices

k1, k2, . . . , kg of signals to decompress.
Output: Data stream D̂ which outputs a time value t and

restored signal values [v̂k1, v̂k2 , . . . , v̂kg ] each time.
1: Open the disk file F for reading.
2: Initialize the input variables v̂′

j, E′
j, u′

j of Algorithm 2 for
j = k1, k2, . . . , kg.

3: while The end of F is not reached do
4: Read n, t̂

′
from F.

5: Use Inflate to decompress t̂
′

to [t̂, p].
6: for j = k1, k2, . . . , kg do
7: Read the j-th sub-block b′

j from F based on p.
8: Use Inflate to decompress b′

j to bj.
9: Starting index s = 0.

10: for i = 1, 2, . . . , n do
11: Use Algorithm 2 to decompress the bit-string bj at

starting index s, obtaining decompressed value v̂ji

and updated s, v̂′
j, E′

j, u′
j.

12: end for
13: end for
14: for i = 1, 2, . . . , n do
15: Push time t̂i and values v̂k1i, v̂k2i, . . . , v̂kgi to D̂.
16: end for
17: March the reading pointer of F for a block based on p.
18: end while

Fig. 4. Three-stage pipelines for parallel compressing/decompressing.

can be devised as shown in Fig. 4, with which the runtime of
decompression can be remarkably reduced as well.

IV. COMBINATION WITH THE PREDICTION METHOD

With the variable-length compressed formats for small value
and large value, we have to some extent considered the corre-
lation between signal values at adjacent time points. However,
the prediction method is a bit different on taking advantage of
this correlation.

As show in Fig. 5, the idea of prediction is to find out the
consecutive signal values lying approximately on a straight
line. If we know the slope of the line, we do not need to store
most of the signal values on it because they can be calculated
with the straight-line equation. Below we propose two combi-
nation schemes that combine the prediction with the proposed
compressed formats in Section III.

The first scheme detects all the straight-line segments well
approximating the consecutive signal values and uses the
information of straight-line segment to represent these signal
values. Since the compressed values of each signal are orga-
nized in sub-blocks, we can analyze each signal sub-block to
find the straight-line segments before we actually compress
them. Suppose vγ (for time tγ ) is a possible starting point of

Fig. 5. Illustration of the linear prediction method for compressing signal
values. The blue squares denote the signal values at discrete time points.

a straight-line segment. We first calculate the slope L of the
straight line

L = vγ+1 − vγ

tγ+1 − tγ
. (38)

Then, for subsequent time points, we try to predict signal value
with L. The prediction of vi is

ṽi = vγ + (
ti − tγ

)
L. (39)

If it satisfies the accuracy criteria, this prediction is successful.
The consecutive prediction success on signal values indicates a
straight-line segment for prediction. Suppose the predictions at
time tγ+2 through tξ are all successful, and the prediction fails
at time tξ+1. This means |ṽi−vi| ≤ εabs and |(ṽi−vi)/vi| ≤ εrel
for all i ∈ [γ, ξ ], and the signal values can be accurately
recovered with (39) without storing the actual values. The sig-
nal values form a subsequence which can be represented by a
tuple (γ, ξ, vγ , L). If the length of this subsequence (ξ −γ +1)
exceeds a threshold τp, we call it a predictable subsequence
(P-seq), which can replace the original compressed format
to make larger compression. Especially, when L = 0, which
means all values in the P-seq are almost the same, L can be
omitted in the tuple and the subsequence is called a same-value
subsequence (S-seq).

Supposing the signal values for n time points in a sub-block
are: v1, v2, . . . , vn, we start to execute the above procedure
with γ = 1. After one-pass scan detecting the P-seqs in the
sequence of n values with a greedy strategy, we obtain the
P-seqs and some of them are actually S-seq. For the signal
values not in P-seqs or S-seqs, they will be encoded in the
small-value/large-value compressed format.

With the information of obtained P-seqs and S-seqs, we
add a prediction sub-block, which stores the tuples for the
P-seqs and S-seqs, in front of each signal sub-block in Fig. 3.
The bit-strings for values in P-seqs or S-seqs are omitted
in the following signal sub-block. In Fig. 6, we show this
compressed format with signal prediction. The prediction sub-
block includes np P-seqs and ns S-seqs. For each tuple, γ and
ξ are stored as 16-bit unsigned integer (supposing n < 65 536),
while vγ and L are stored in double-precision floating-point
number. Hence, each P-seq takes 160 bits storage and each
S-seq takes 96 bits. If we choose τp properly, this scheme
can save a lot of storage when there are many signal values
forming straight-line segments.
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Fig. 6. Compression format of the first combination scheme. Each signal
sub-block in Fig. 3 is replaced with one with a prediction sub-block, including
np P-seqs and ns S-seqs.

Fig. 7. Compression format of the second combination scheme. A prediction
sub-block recording if each signal value is successfully predicted by its two
predecessors is added to each signal sub-block.

In the second scheme, we do not pursue sufficiently long
straight-line segments. Actually, we can just predict a signal
value vi at time ti with the restored values of its adjacent pre-
decessors: v̂i−1 at time ti−1 and v̂i−2 at time ti−2 (see Fig. 5).
Therefore, the prediction of vi is

ṽi = v̂i−1 + (ti − ti−1)
(
v̂i−1 − v̂i−2

)

ti−1 − ti−2
. (40)

If the prediction is successful, which means |ṽi − vi| ≤ εabs
and |(ṽi −vi)/vi| ≤ εrel, we have the compressed value v̂i = ṽi.
Otherwise, v̂i will be encoded in the small-value/large-value
compressed format. Because the restored values are stored
without approximation, for the signal value which is predicted
successfully the compression errors must satisfy (37).

In order to embed the prediction into the proposed approach,
we add Ns prediction sub-blocks which store the prediction
information to each data block. The jth prediction sub-block
should indicate if the prediction is successful for the n values
of signal j. Only for the values that are predicted successfully,
the compressed bit-strings for them are omitted. Therefore, if
the success rate is low, this may cause even larger storage. To
avoid this drawback and to guess the success rate in advance,
we monitor the rate of prediction success for all the signals
at the beginning time points. If the monitored success rate is
above a threshold we determine the signal should be enforced
by the prediction. Otherwise, all values of the signal will be
processed without prediction and the information indicating if
its values are predicted successfully is omitted.

In Fig. 7, we show that the prediction sub-block is added
in front of each signal sub-block in Fig. 3. The first bit of
the prediction sub-block indicates if this signal is selected to
enforce the prediction. If it is “1,” the subsequent n bits indi-
cate the success or failure of the prediction for each of the
signal values at n time points. Otherwise, the n bits are omitted.

Compared with the first combination scheme, the second
one includes more computation as the slope is calculated for
each signal value. With the concept of prediction success,
the both schemes ensure that each restored signal value will
satisfy the preset accuracy criteria. And, since they are just
a modification of the block structure in Fig. 3, the lossless

TABLE I
DETAILS OF THE TEST CASES, WITH RESULTS OF GZIP COMPRESSION

compression can also perform upon them to achieve larger
compression ratio.

V. EXPERIMENTAL RESULTS

We have implemented the proposed waveform compres-
sion approach, the method in [8], and compared them with
the lossless Deflate algorithm. Our approach includes two
versions, with and without a Deflate post-processing. The
latter is called SPICEMate. The method in [8] employs the
prediction method and nonuniform quantization (as described
in Section II-B), and a Deflate post-processing as well. We
have also implemented the decompression algorithms for these
methods. Among them, the implementation of Deflate (and
Inflate) algorithm is all provided by zlib library [19] with
the compression level set to 1 (best speed). All programs are
implemented in C++.

Experiments are carried out on a Linux server with Intel
Xeon E5-2630 CPU (2.40 GHz). The operating system is
Ubuntu 16.04. Unless otherwise stated, the CPU time of
different algorithms are measured.

A. Test Cases

The test cases are seven raw waveform files dumped from
the transient simulation of analog circuits, provided by our
industrial partner. The data in each file are the elements of
the matrix in (2), column by column. And, each value is a
double-precision floating-point number. The details of these
raw waveforms are described in Table I. We have also com-
pressed these data files with the gzip command, and listed the
compression ratio, and CPU time in Table I, as a baseline for
comparison.

In the following sections, we will first validate
the performance of the proposed compression scheme
(SPICEMate) in terms of compression ratio, time for com-
pressing and decompressing, and the accuracy. Then, we will
show the benefit of our parallel compressing/decompressing
scheme with three-stage pipeline, and the application of
SPICEMate for partial decompression. Finally, we show the
possible benefit brought by combining SPICEMate with the
prediction method.

B. Validating Performance of the Proposed Scheme

Suppose the maximum tolerable absolute error of wave-
form compression is εabs = 10−5, and the maximum tolerable
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TABLE II
EXPERIMENTAL RESULTS OF THE PROPOSED SCHEME WITH εabs = 10−5, εrel = 10−3, AND THE COMPARISON WITH THE METHOD IN [8]

relative error is εrel = 10−3. This means the threshold for
distinguishing small value from large value is τ = 0.01. For
SPICEMate, we set parameters e = 7, m = 9, and b = 128
for the small-value format, and c = 2 × 10−5, l = 7 for the
large-value format. For the method in [8], the parameters for
determining reference frames are α = 2048, β = 2, and the
quantization width is 16 bits. The A-law algorithm is used for
nonuniform quantization. The accuracy criterion for prediction
is the relative error no more than 10−3. The threshold for the
failure ratio of prediction is 0.67. It means if more than 67%
signals are failed to predict, all the signals in a frame will
be stored as quantized integers. The parameters for method
in [8] have been exhaustively tuned to produce the largest
compression ratio.

For each test case, we read it in and imitate the data stream
from circuit simulator. Then, Algorithm 3 is used to compress
the waveforms. Two versions of our approach, without and
with the Deflate steps, are tested. The nt in Algorithm 3 is
set with an empirical formula so that the memory usage does
not exceed 1 GB. The experimental results for the test cases
are listed in Table II, along with those from the method of [8]
and directly applying the Deflate algorithm (denoted by Zip).
Algorithm 4 is used for the decompression in our approach.
The disk I/O time is excluded from the measurement of CPU
time.

From Table II, we see that our SPICEMate always achieves
the largest compression ratio (up to 67), whose average num-
ber is 25.7. In cases 2, 3, and 5, many signals change linearly
or just stay unchanged most of the time, from which all meth-
ods can benefit. The compression ratios in these cases are
thus significantly larger than others. On average, SPICEMate
achieves 2.6× larger compression ratio than the method in [8].
Notice the both methods use zlib for secondary compressing.
The compression ratios got from Zip are almost the same as
those from gzip listed in Table I; it is only 2.7 averagely.
As for the CPU time for compressing and decompressing,
SPICEMate consumes equal or less time as compared with
Zip and method in [8]. The difference in Tcomp between
SPICEMate without Deflate and SPICEMate means the time
for using zlib to compress the data blocks. The compression
times of SPICEMate (w/o Deflate) and SPICEMate are plotted
in Fig. 8, in which the trends approximated by straight line

Fig. 8. Compression times of SPICEMate (w/o Deflate) and SPICEMate v.s.
the product of Nt and Ns.

verify the O(NtNs) time complexity of the proposed approach.
Besides, after statistics we see that in each test case small
values account for 7%–22% of all signal values.

For the compression accuracy, the results show that our
approach (with or without Deflate) always satisfies the preset
accuracy criterion, i.e., εmax ≤ 10−5 and ηmax ≤ 10−3. This
verifies our theoretical analysis in Section III. Method in [8],
however, cannot guarantee any error bound and usually has
much higher relative error. This is due to the fact that it mainly
uses a quantization method for compressing. In Fig. 9, we
show a part of a waveform in case 1 and the recovered wave-
forms obtained from the compressed files with our approach
and the method in [8]. The three waveforms are indistinguish-
able. The compression errors (i.e., absolute error) of the two
methods are also plotted in Fig. 9, which clearly demonstrates
the large error caused by the method in [8]. Fig. 10 shows a
case in which method in [8] causes an extremely large rela-
tive error (notice the vertical scale is 10−4 V). It is a part of
a waveform in case 4, where the differences between current
frame and the reference frame d in (7) satisfies min(d) ≈ −4.9
and max(d) ≈ 5.0, while the difference of the plotted signal
dk is about −2 × 10−4. After the normalization in (8) and the
nonuniform quantization with A-law, the quantization resolu-
tion near dk is about 4 × 10−4. Consequently, we can observe
distinct stairs on the recovered waveform in Fig. 10. In such
situation, if the original signal values are very closed to 0 (e.g.,
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Fig. 9. Part of a waveform in case 1 and the recovered waveforms obtained
from the compressed files with our approach (SPICEMate) and the method
in [8]. The curves of absolute error (drawn on the secondary y-axis) show the
accuracy of SPICEMate and the larger errors of method in [8].

Fig. 10. Part of a waveform in case 4 and the recovered waveforms obtained
from the compressed files with our approach (SPICEMate) and the method
in [8]. The relative error of method [8] is extremely large around time t =
1.75 × 10−6 s.

around t = 1.75 × 10−6 s), the relative error can be extremely
large. This explains the large ηmax for method in [8] in Table II.

Sometimes smaller error tolerances are needed. This makes
the compression ratio decrease. An extra experiment is con-
ducted to show the performance of SPICEMate for this
scenario with higher accuracy demand. With εabs decreas-
ing from 10−5 to 10−9, the compression ratios for the seven
cases decreases to 8.1, 43.6, 28.5, 6.4, 33.4, 5.6, and 6.7,
respectively. Their average is 18.9. The decreasing curve for
the worst case, i.e., case 6, is plotted in Fig. 11. We see
that even with the absolute error tolerance as low as 10−9

our approach can achieve a better compression ratio than the

Fig. 11. Compression ratio of our approach (SPICEMate) on case 6 with
εabs decreasing from 10−5 to 10−9.

TABLE III
RESULTS OF USING THE THREE-STAGE PIPELINE IN OUR COMPRESSING

AND DECOMPRESSING ALGORITHMS

TABLE IV
EFFICIENCY OF SPICEMATE FOR PARTIAL DECOMPRESSION

method in [8] with much worse accuracy (5.6 versus 5.4). We
have also tested the cases with the setting of εabs = 10−6 and
εrel = 10−4. The achieved compression ratios are just a little
smaller than those in Table II, i.e., 9.3, 62.8, 34.3, 9.1, 34.4,
8.4, and 9.9, respectively.

C. Parallel Compressing/Decompressing

As discussed at the end of Section III-E, SPICEMate can
be accelerated by using parallel computing. It follows a three-
stage pipeline model and can be easily implemented with
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TABLE V
RESULTS OF TWO COMBINATION SCHEMES OF SPICEMATE COMBINED WITH THE PREDICTION METHOD (εabs = 10−5, εrel = 10−3)

three threads. We thus have implemented a parallel version
of SPICEMate with C++ Standard Library. Each stage of
the pipeline is implemented as a thread which can be cre-
ated by std::async function. A thread transfers processed
data to its next stage using a blocking queue implemented with
std::condition_variable and std::mutex.

This parallel SPICEMate is tested for compressing and
decompressing the seven cases. The single-thread runtime of
each stage and the overall runtime of the parallel program are
listed in Table III. From it we see that the encode/decode stage
(i.e., signal-value compressing/decompressing) consumes the
most time among the three stages. And, the overall runtime
is just a little bit more than it, because of the block-by-block
data processing and the parallel computing. This means, by
using one more thread (for executing Deflate), our parallel
SPICEMate can achieve much larger compression ratio with
almost no runtime penalty. And considering that the waveform
compression consumes much less time than the transient sim-
ulation, we can infer that the pipelined parallel compression
hardly increases time cost to the whole transition simulation
procedure.

D. Partial Decompression

Partial decompression is a useful function for a waveform
compression scheme in practical scenarios like debugging.
Due to the block structure (see Fig. 3) in our approach,
Algorithm 4 can naturally decompress a fraction of the sig-
nals from the compressed file. To demonstrate the capability of
our parallel SPICEMate for partial decompression, an exper-
iment is conducted to decompress partial signals of the test
cases. The results are listed in Table IV. The ratio of the
number of decompressed signals to the total number of sig-
nals and the ratio of time for decompressing partial signals
to the time for decompressing all signals are given in paren-
thesis. From the table we see that the ratio of decompressing
time is equal or just a little larger than the ratio of number
of signal for decompression. Especially for the compressed
file with large signal count (Ns), the decompression time of
our approach is proportional to the number of signals for
decompression.

E. Combination With Prediction Method

To evaluate the two combination schemes proposed in
Section IV which incorporate the prediction method, we test
them with the seven cases. The results are listed in Table V.
For the first scheme, τp is set 16 and 10 for the P-seq and
S-seq, respectively, in the situation without Deflate. And τp is
set 32 for the both in the situation with Deflate. For the second
scheme, the threshold of prediction success rate for determin-
ing if a signal should be encoded with the hybrid scheme is
0.25. The both schemes preserve the accuracy of SPICEMate,
and the errors are not listed in the table.

From the table, we see that the first scheme consumes less
time for compression and achieves much larger compression
ratio (e.g., for case 2 if not using Deflate) than the sec-
ond scheme. If the Deflate algorithm is applied, the second
scheme performs mostly better than the first scheme, in terms
of compression ratio. Without the Deflate, the both schemes
increases the compression ratio of SPICEMate from 6.6 to
more than 10. This is the power of the prediction. However,
the resulted storage formats become more irregular, so that
the lossless compression cannot bring large benefit. As the
result, the combined schemes finally achieve just a little bit
larger compression than the SPICEMate in Table II. With the
second combination scheme, the average compression ratio
is increased from 25.7 to 26.6. In general, it preserves the
compression ratio of SPICEMate, and for some cases large
improvement on compression ratio is exhibited. For example,
the compression ratio is enlarged by 7% for case 5. And, the
largest compression ratio reaches 70.4 (for case 2).

VI. CONCLUSION

In this article, we proposed a set of algorithms to com-
press the waveforms obtained from transient circuit simulation.
In order to satisfy both absolute and relative error require-
ments, we classify the signal values into small values and
large values, and propose two different variable-length encod-
ing formats to store them, respectively. The compressed data
are organized block by block, and in each data block the data
for different signals are stored separately to enable partial
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decompression. The block structure also facilitates applying
the lossless Deflate algorithm for secondary compression and
the efficient pipelined parallel compression/decompression.
The latter speeds up the algorithms with multithread com-
puting and makes the compression adding little overhead of
runtime to the transient circuit simulation. Two schemes com-
bining the proposed approach with the prediction method are
also proposed, which adds the information of prediction to the
block structure, to achieve more compression in the scenarios
without and with the secondary compression.

We have theoretically proved that the proposed schemes
can ensure the preset criteria on absolute error and rela-
tive error of compressed signal values. And with waveform
data from analog circuit simulation we have validated the
advantages of the proposed compression scheme in terms of
accuracy, compression ratio and runtime efficiency. Compared
with an existing counterpart, the proposed approach achieves
2.6× larger compression ratio on average, while possessing
the unique accuracy-ensured advantage. Compared with the
raw data stored as double-precision floating-point numbers,
the compression ratio achieved by the proposed approach can
be as large as 70.4 while keeping the relative error less than
10−3 and the absolute error less than 10−5. If the lossless sec-
ondary compression cannot be applied somehow, our approach
still achieves the compression ratio of 11.9 averagely and up
to 38.2.

Although throughout this article, we assume the accuracy
criteria are set for all signals, the proposed approach can be
easily extended to handle the scenario where several different
accuracy criteria are set for different signals. The choice of
SPICEMate and the two schemes incorporating the prediction
depend on actual engineering concerns. If the compression
ratio is not so crucial, the SPICEMate without prediction
may be sufficient. And, if the secondary compression can-
not be applied and/or the compression time is of concern, the
combined schemes without Deflate should be used.
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