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Abstract

The impressive performance of large language001
models (LLMs) has attracted considerable at-002
tention from the academic and industrial com-003
munities. Besides how to construct and train004
LLMs, how to effectively evaluate and compare005
the capacity of LLMs has also been well rec-006
ognized as an important yet difficult problem.007
Existing paradigms rely on either human anno-008
tators or model-based evaluators to evaluate the009
performance of LLMs on different tasks. How-010
ever, these paradigms often suffer from high011
cost, low generalizability, and inherited biases012
in practice, which make them incapable of sup-013
porting the sustainable development of LLMs014
in long term. In order to address these issues,015
inspired by the peer review systems widely016
used in academic publication process, we pro-017
pose a novel framework that can automatically018
evaluate LLMs through a peer-review process.019
Specifically, for the evaluation of a specific task,020
we first construct a small qualification exam to021
select “reviewers” from a couple of powerful022
LLMs. Then, to actually evaluate the “submis-023
sions" written by different candidate LLMs, i.e.,024
the evaluatees, we use the reviewer LLMs to025
rate or compare the submissions. The final rank-026
ing of evaluatee LLMs is generated based on027
the results provided by all reviewers. We con-028
ducted extensive experiments on both text sum-029
marization and non-factoid question answering030
tasks with eleven LLMs including GPT-4. The031
results demonstrate the existence of biasness032
when evaluating using a single LLM. Also, our033
PRE model outperforms all the baselines, il-034
lustrating the effectiveness of the peer review035
mechanism.036

1 Introduction037

The continuous development of large-scale lan-038

guage models (LLMs) such as GPT-3 (Brown039

et al., 2020), PALM (Chowdhery et al., 2022), and040

Llama (Touvron et al., 2023a) has sparked people’s041

passion on Artifical General Intelligence in both042

academia and industry. A new generation of LLMs, 043

led by GPT-4 (OpenAI, 2023) and Claude (An- 044

thropic, 2023b,a), can achieve competitive perfor- 045

mance on a wide range of natural language pro- 046

cessing tasks, even in zero-shot scenarios. Ever 047

since the release of ChatGPT (OpenAI, 2022), a 048

large number of LLMs have been developed, many 049

of which can produce high-quality responses that 050

achieve or even surpass human-level performance 051

in many cases (Mao et al., 2023; Ali et al., 2022). 052

With rapid development of LLMs, how to evalu- 053

ate the performance of LLMs both effectively and 054

efficiently has become a crucial bottleneck that re- 055

stricts LLMs’ progress. A reliable and reusable 056

LLM evaluation method not only helps us better se- 057

lect the best LLMs for each task, but also provides 058

important guidelines for LLM optimization. 059

To the best of our knowledge, there are two types 060

of evaluation paradigms for LLM: human evalua- 061

tion and model-based evaluation. The former hires 062

human annotators to judge the quality of responses 063

generated by LLMs directly or create gold refer- 064

ences to evaluate the outputs of LLMs. The later 065

trains separate evaluators for each task or uses a 066

powerful LLM (e.g., GPT-4) to evaluate the perfor- 067

mance of other LLMs. Unfortunately, due to their 068

intrinsic characteristics, these methods often suffer 069

from one or more of the following three problems: 070

(1) High cost: Human annotations have been 071

considered the most effective and reliable data to 072

evaluate the quality of LLM outputs (Zheng et al., 073

2023; Frieder et al., 2023; Jang et al., 2022). How- 074

ever, in commonly-used generation tasks, such as 075

text summarization and question answering, differ- 076

ent LLMs would output diverse responses, leading 077

the cost of evaluation be approximately propor- 078

tional to the number of evaluated LLMs. Reference- 079

based methods (Lin, 2004; Papineni et al., 2002; 080

Zhang et al., 2019) try to avoid this problem by 081

requiring the annotators to provide gold references 082

for each tasks instead of judging the quality of each 083
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LLM’s outputs directly, but this could significantly084

increase the load and difficulty of the annotation085

jobs. Also, since LLMs are extremely powerful in086

terms of memorization, any public reference-based087

datasets can easily be incorporated and optimized088

by LLMs in the training process and thus become089

useless for evaluation after a short period of time.090

All these make the cost of annotation-based LLM091

evaluation methods prohibitive in long term.092

(2) Low generalizibility: Existing evaluation093

methods, such as reference-based or model-based094

evaluators, often requires task-specific dataset con-095

struction and evaluator pre-training (Xu et al., 2023;096

Sun et al., 2023; Kryściński et al., 2019; Hendrycks097

et al., 2020; Gu et al., 2023). For example, Xu et098

al. (Xu et al., 2023) designed multiple-choice ques-099

tions based on human references to evaluate LLMs.100

Similarly, studies like (Sun et al., 2023) fine-tune101

pretrained language models on each specific task102

with large-scale supervised data to create model-103

based evaluators. However, the evaluators created104

in these methods cannot be generalized to tasks be-105

yond the target task of the references or the training106

data. Considering the large number and variety of107

LLM applications, the low generalizability of these108

evaluation methods make them not preferable for109

LLM evaluation.110

(3) Inherent bias: Due to their intrinsic model111

structure or algorithm design, many evaluation112

methods are inherently biased in the evaluation pro-113

cess. For example, reference-based word similarity114

metrics (such as ROUGE (Lin, 2004), BLEU (Pap-115

ineni et al., 2002), and BERTScore (Zhang et al.,116

2019)), which are commonly used to evaluate the117

outputs of LLMs in generation tasks, steer LLM118

outputs to be as similar as possible to the reference119

text, discriminating against LLMs that create quali-120

fied but different responses. Recently, many studies121

have adopted the state-of-the-art LLM, GPT-4, as122

their evaluation tools (Liu et al., 2023; Kocmi and123

Federmann, 2023). Although several works have124

demonstrated that GPT-4 has decent evaluation ca-125

pabilities (Liu et al., 2023; Kocmi and Federmann,126

2023), we found that GPT-4, so as other LLMs,127

often prefers responses of LLMs from its own se-128

ries (i.e., the GPT models) over other LLMs de-129

spite of the actual quality of the responses. In other130

words, if we use GPT-4 as the evaluator, its inherent131

bias may make it difficult, if possible, to develop132

an LLM outside the GPT family that outperforms133

GPT-4.134

To address the aforementioned issues, we pro-135

pose a novel framework, Peer Review Evaluator 136

(PRE) 1, to evaluate the performance of LLMs au- 137

tomatically. Inspired by the peer review mecha- 138

nism in academic community, we propose to use 139

LLMs as reviewers to evaluate the performance 140

of LLMs directly. Specifically, we first develop a 141

qualification exam to filter out LLMs that fail to 142

provide reliable evaluation results. Then, qualified 143

reviewer LLMs are required to assess the outputs of 144

the evaluatee LLMs, and the final evaluation results 145

are aggregated from all reviewer LLMs’ ratings or 146

preferences. To verified the effectiveness of our 147

framework, we conducted extensive experiments 148

on two representative text generation tasks, i.e., 149

document summarization and non-factoid question 150

answering. The experimental results show that the 151

results of PRE model have the highest consistency 152

with human preferences (ground truth) compared 153

to all the baseline models including GPT-4. Com- 154

paring to previous evaluation methods, PRE can 155

easily be generalized to different tasks and is highly 156

cost efficient. Also, experiment results show that 157

PRE provides much more robust evaluation results 158

than methods that rely on specific model structures 159

or LLMs. 160

2 Related Work 161

2.1 Large Language Models 162

Large Language Models (LLMs) typically refer 163

to language models that contain more than a hun- 164

dred billion parameters and have been pre-trained 165

on large amounts of textual data. The large-scale 166

parameters and large amounts of training data of 167

LLMs bring impressive capabilities, such as few- 168

shot and zero-shot learning, where they can gen- 169

erate high-quality and reasonable text output with 170

limited prompts. 171

According to open source or not, LLMs can be 172

divided into two categories: closed source LLMs 173

and open source LLMs. Closed source LLMs in- 174

clude ChatGPT (OpenAI, 2022), GPT-4 (OpenAI, 175

2023), Claude (Anthropic, 2023b), Claude 2 (An- 176

thropic, 2023a) and Gemini (Team et al., 2023) 177

which only offer API services instead of publicly 178

available models. They tend to have enormous pa- 179

rameter sizes, and therefore reach top performance 180

on all types of tasks. 181

For open source models, the most renowned 182

model is LLaMa (Touvron et al., 2023a,b) and 183

its derivative models, e.g., Alpaca (Taori et al., 184

1https://anonymous.4open.science/r/PRE-D66A
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2023), Koala (Geng et al., 2023), and Vicuna (Chi-185

ang et al., 2023). ChatGLM series (Zeng et al.,186

2022), in addition to instruction tuning, are com-187

mitted to utilizing quantitative methods to reduce188

model memory footprint and improve inference189

efficiency. Other popular LLMs, such as FastChat-190

T5 (LMSYS, 2023), Baichuan (Technology, 2023),191

RWKV (Peng et al., 2023) also attract much atten-192

tion.193

2.2 Evaluation of Large Language Models194

With the rapid development of LLMs, how to effec-195

tively evaluate the quality of the LLM generative196

texts has also become an urgent research question.197

We can simply categorize the existing evaluation198

approaches into the following categories:199

Human Annotations: Human annotation has200

usually been regarded the most effective and re-201

liable means for evaluating the outputs of LLMs.202

Recently, LMSYS has built a benchmark platform,203

Chatbot Arena (Zheng et al., 2023; Frieder et al.,204

2023; Jang et al., 2022), which allows different205

LLMs to engage in a fair, anonymous and random206

battle through crowdsourcing manner. Then, they207

adopted the ELO rating system to aggregate for the208

final leaderboard. However, as the number of eval-209

uatee LLMs and evaluation tasks sharply increase,210

human annotation becomes increasingly unsustain-211

able. Thus, effective semi-automatic or automatic212

evaluation methods become an urgent need.213

Reference-based Word Similarity Metrics:214

Before the emergence of LLMs, there are a number215

of similarity metrics that could assess the quality of216

the generative text based on the reference text. As217

two series of widely used word similarity metrics,218

BLEU (Papineni et al., 2002) and ROUGE (Lin,219

2004) determine the similarity between reference220

text and generative text by counting the matching221

units like n-gram. BERTScore (Zhang et al., 2019)222

is an embedding-based metric that maps texts to223

embedding vectors and evaluates via cosine simi-224

larity.225

Evaluation with Multi-Choice Questions:226

Multiple-choice questions, as a category of ques-227

tions with fixed output formats, whose easy-228

evaluation properties lead a great deal of work (Xu229

et al., 2023; Zhang et al., 2023) to construct bench-230

marks with such formatting. Such evaluation re-231

sults are often more intuitive and aligned with hu-232

man values.233

Evaluation using LLMs: Due to the stunning234

performance of LLMs, many studies attempted to235

employ one or multiple LLMs as evaluators for 236

the evaluation of LLMs’ outputs. GPTScore(Fu 237

et al., 2023) evaluates the quality of generative texts 238

using the generation probability of LLMs. Pan- 239

daLM (Wang et al., 2023) trains LLaMa (Touvron 240

et al., 2023a) to evaluate the results generated by 241

LLMs through instruction tuning. Its training data 242

is generated by ChatGPT via self-instruct (Wang 243

et al., 2022). PRD (Li et al., 2023) and CHAT- 244

EVAL (Chan et al., 2023), the two recent works, 245

attempt to integrate multiple LLMs into the evalua- 246

tion system to provide an aligned evaluation result 247

by ranking, discussing, and debating among LLMs. 248

3 LLM Peer Review Evaluation 249

In this section, we provide a detailed introduction to 250

the design motivation and specifics of our proposed 251

LLMs evaluation framework. 252

3.1 Motivation 253

As discussed in Sec 1, a good LLM evaluation 254

system should be affordable, generalizable and un- 255

biased. Existing evaluation methods powered by a 256

strong LLM (e.g., GPT-4) have been shown to be 257

both effective and cost-efficient (Mao et al., 2023; 258

Ali et al., 2022), but they also suffer from intrin- 259

sic limitations like inherent bias as discussed in 260

Section 1. To this end, we propose to employ the 261

peer review mechanism to integrate the evaluation 262

results of multiple LLMs. 263

Peer review mechanisms are widely used in the 264

academic field for paper reviewing. Journal editors 265

or conference chairs invite experienced researchers 266

in such research fields to act as reviewers, providing 267

feedback and ratings on submitted papers. Editors 268

or chairs take into account the reviewers’ comments 269

to make final decisions. Inspired by this mecha- 270

nism, we apply it to the scenario of LLMs eval- 271

uation. Specifically, we consider multiple LLMs 272

as potential reviewers. The evaluation framework, 273

acting as the chair, selects qualified LLM reviewers 274

to rate the outputs of each LLM on the task, and ul- 275

timately aggregates the reviewers’ rates to provide 276

the final evaluation results. 277

3.2 Framework Architecture 278

Figure 1 shows the architecture of our overall 279

LLM evaluation framework: Peer Review Eval- 280

uator (PRE). The whole process can be divided 281

into three modules: (1) Qualification exam module: 282

conducting a qualification exam for all reviewer 283

candidate LLMs to select qualified LLMs exceed- 284

ing a certain level of evaluation capability; (2) Peer 285

3



Candidate 
LLMs to be 

reviewed

Task promptsTasks to be 
evaluated

Task responses
Responses 

pool set

Qualified peer 
reviewer LLMs

Evaluate  
prompts Evaluate  

responses

Original 
evaluation 

results

Result 
aggregation

Final 
evaluation 

results

Qualification 
exam module

Filtering

LLM evaluation framework

Peer reviewer 
LLM 

candidates

Qualification 
exam module

Peer review 
module

”Chair” 
decision 
module

Figure 1: The architecture of our evaluation framework for large language models
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Figure 2: The process of the qualification exam module
in our evaluation framework

review module: collecting the outputs of evalua-286

tee LLMs on the given assessment tasks, and then287

rating the outputs of all evaluatee LLMs by quali-288

fied reviewer LLMs; (3) “Chair” decision module:289

aggregating the ratings provided by all reviewer290

LLMs to obtain the final evaluation results. Below,291

we will provide detailed information regarding the292

design details of each module.293

3.2.1 Qualification exam module294

Previous work has already demonstrated that LLMs295

have certain evaluation capabilities (Mao et al.,296

2023; Ali et al., 2022). Based on this finding, in our297

framework, any LLMs are allowed to participate298

in the evaluation process as reviewer candidates.299

Through the qualification examination module, we300

select LLMs whose evaluation capability is strong301

enough from the reviewer candidates to participate302

as reviewers in the peer review stage. Figure 2303

illustrates the specific process of the qualification304

exam. This process relies on a set of qualification305

examination data, which should include a set of test306

cases to assess the evaluation capability of LLMs.307

We require each reviewer candidate to complete308

these evaluation tasks, and then compare candi-309

dates’ outputs with the standard answers to obtain310

the evaluation scores for each candidate’s capabil-311

ity. Only when the evaluation score of a reviewer312

candidate LLM reaches the admission threshold,313

will we add it to the reviewer pool.314

There are two points worth further discussion315

regarding the qualification exam data: (1) Data316

acquisition: In order to closely approximate the317

application scenarios of reviewer LLMs, in our ex- 318

perimental setup, we used the outputs of a subset 319

of LLMs in the evaluated task as the evaluation 320

objects, constructing the qualification exam data. 321

For simplicity, we use human annotations to create 322

the qualification exam data (described in Sec 4.5), 323

but please note that other unsupervised or semi- 324

supervised methods (Yue et al., 2023; Kryściński 325

et al., 2019) could also be used to create the exam. 326

(2) Data reusability: The purpose of the qualifica- 327

tion exam data is to assess the evaluation abilities 328

of reviewer candidate LLMs. With proper design, a 329

single set of qualification exam data can reflect the 330

general evaluation abilities of reviewer candidate 331

LLMs, thus making the reviewer selection results 332

generalizable to multiple tasks. Also, the exam 333

data is designed to evaluate LLM’s ability as a re- 334

viewer. After the exam data are published, even if 335

an LLM manages to trick the exam and become a 336

reviewer by using the data in training, it doesn’t 337

mean that the LLM could stand out as an evaluatee 338

in the actual testing stage (i.e., the peer reviewing 339

process). This makes the whole framework more 340

robust and reusable. 341

3.2.2 Peer review module 342

In this module, we first collect the responses of all 343

evaluatee LLMs to the given tasks. Then, each qual- 344

ified reviewer LLM is required to rate the outputs 345

in the response pool set. Specifically, organizers 346

need to design prompts in advance for rating, and 347

feed them into the reviewer LLMs. Then, they 348

extract corresponding rating information from the 349

reviewers’ outputs. It is worth noting that the rating 350

method here is not limited to pointwise evaluation 351

of each (task, response) pair, but can also be in 352

pairwise or even listwise format. 353

3.2.3 “Chair” decision module 354

After collecting the comments (ratings) from all 355

the LLM reviewers, the “chair” (evaluation sys- 356

tem) needs to aggregate the ratings to generate the 357
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final evaluation results. Specifically, we adopt a358

weighted voting strategy for rating aggregation, as359

shown in Eq 1.360

Rx =
1

W

∑
l∈L

wlr
(l)
x (1)361

In Eq 1, L denotes the whole reviewer LLM362

set, and r
(l)
x denotes the LLM l’s rating on sam-363

ple x. The vote weight wl of each reviewer LLM364

is determined by its performance in the qualifica-365

tion exam, while W is the normalization term with366

W =
∑

l∈Lwl.367

4 Experimental Setup368

In this section, we provide a quick introduction369

to the experimental setup, more details could be370

found in Appendix.371

4.1 Tasks and LLMs Selection372

Given the limitations of multiple-choice questions,373

we chose two representative generation tasks that374

are more generalizable and more closely matched375

to real-world needs: text summarization and non-376

factoid question answering (QA).377

As for the text summarization task, we adopted378

Extreme Summarization (XSum) (Narayan et al.,379

2018) dataset to construct evaluation tasks. XSum380

is a real-world single-document news summary381

dataset collected from online articles by the British382

Broadcasting Corporation (BBC) and has been383

widely used in previous research (Chowdhery et al.,384

2022; Li and Liang, 2021). The entire XSum385

dataset contains over 220 thousand news docu-386

ments.387

As for the non-factoid QA task, we used the NF-388

CATS dataset (Bolotova et al., 2022) to create eval-389

uation tasks. NF-CATS is an emerging non-factoid390

QA dataset that contains 11,984 non-factoid ques-391

tions as well as their categorizations. We removed392

the questions belonging to the types “FACTOID”393

and “NOT-A-QUESTION” to construct the sample394

pooling set.395

To validate the effectiveness of each evaluation396

method, we need to collect the most reliable evalu-397

ation data, i.e., human preferences over the LLM’s398

outputs for each test case, as our ground truth. Due399

to our limited budget, we randomly sampled 100400

samples from the XSum and NF-CATS datasets401

and used them as our testbed.402

We selected eleven powerful LLMs to con-403

duct experiments, including LLMs in both closed-404

source (e.g. GPT-4 and Claude-1) and open-source405

(e.g. Llama-2-70b-chat and RWKV-4-Raven-7B) 406

settings. In our experiments, these LLMs play 407

dual roles as both evaluatees and reviewer can- 408

didates. Table 1 shows some basic information 409

about these LLMs, as well as their ratings and rank- 410

ings in the ELO leaderboard (i.e., a leaderboard 411

of LLMs created based on human annotations) of 412

LMSYS released in September 2023 (Zheng et al., 413

2023). GPT-4 and Claude-1, recognized as two of 414

the strongest existing LLMs, are ranked in the top 415

two positions on the ELO leaderboard. 416

4.2 Baselines 417

We compare the performance of the PRE model 418

with several baselines, including: 419

ROUGE (Lin, 2004), BLEU (Papineni et al., 420

2002), and BERTScore (Zhang et al., 2019): 421

They are all reference-based word similarity met- 422

rics 423

PandaLM (Wang et al., 2023): A fine-tuned 424

language model based on Llama-7b (Touvron et al., 425

2023a) for the preference judgment tasks 426

GPTScore (Fu et al., 2023): Evaluate the qual- 427

ity of generative text based on its generation proba- 428

bility feeding into particular LLMs right after the 429

given prompts 430

Single LLM: Only use a single LLM as an eval- 431

uator to assess the quality of the generative text. Its 432

prompt setting is the same as the PRE model. The 433

LLMs selected here are listed in Table 1 434

4.3 Meta-evaluation Metrics 435

In our experiments, we collected manual annota- 436

tions as the gold standard for the quality of LLM- 437

generated summaries to evaluate the evaluation per- 438

formance of the PRE model and baselines. Our 439

annotation data includes two parts: pointwise la- 440

bels as well as auxiliary pairwise preferences. 441

For these two different formats of labels, we pro- 442

posed various evaluation metrics to measure the 443

performance of LLM evaluation models. Specif- 444

ically, (1) for pairwise labels, we use Precision 445

(P) to measure the proportion of identical prefer- 446

ence results between the model and human cogni- 447

tion. (2) for pointwise labels, we use Kendall’s 448

tau (τ ) (Kendall, 1938) and Spearman correlation 449

coefficient (S) (Lehman et al., 2013) to measure 450

the consistency between the model’s outputs ŷ(s, t) 451

and labels y(s, t). 452

4.4 Framework Details 453

Due to the space limit, here we provide a coarse in- 454

troduction to the implementation of the framework. 455

More details can be found in Appendix A. 456
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Table 1: The basic information of the large language models used in our experiments
Model Developer Size (B) ELO rate (rank) Evaluatee Evaluator

candidate
Annotation Exam

provider

GPT-4 (OpenAI, 2023) Openai / 1193 (1 / 28) ✓ ✓
Claude-1 (Anthropic, 2023b) Anthropic / 1161 (2 / 28) ✓ ✓ ✓
GPT-3.5-turbo (OpenAI, 2022) Openai / 1118 (5 / 28) ✓ ✓ ✓ ✓
Llama-2-70b-chat (Touvron et al., 2023b) Meta 70 1060 (7 / 28) ✓ ✓
Vicuna-7b (Chiang et al., 2023) LMSYS 7 1003 (14 / 28) ✓ ✓ ✓
ChatGLM2-6B (Zeng et al., 2022) Tsinghua 6 965 (18 / 28) ✓ ✓ ✓
RWKV-4-Raven-7B (Peng et al., 2023) BlinkDL 7 14B: 939 (21 / 28) ✓ ✓ ✓
Alpaca-7b (Taori et al., 2023) Stanford 7 13B: 919 (22 / 28) ✓ ✓ ✓ ✓
FastChat-t5-3b (LMSYS, 2023) LMSYS 3 888 (25 / 28) ✓ ✓ ✓ ✓
ChatGLM-Pro (Zeng et al., 2022) Tsinghua / N/A ✓ ✓
Baichuan-2-13b (Yang et al., 2023) Baichuan Inc. 13 N/A ✓ ✓

We designed three rating methods: 5-level point-457

wise, 100-level pointwise, and pairwise (or called458

preference). In the qualification exam module,459

we select three evaluatee LLMs (GPT-3.5-turbo,460

Fastchat-t5-3b, and Alpaca-7b) as “questioners” to461

test the ability of reviewer candidate LLMs. Only462

when an LLM’s Precision exceeds the threshold463

of ξ, it will be retained as a reviewer for the peer464

review process. In our experiments, we set ξ to be465

60%.466

In the peer review module, each reviewer LLM is467

required to rate all the pointwise (or pairwise) sam-468

ples. We designed the same prompt templates, and469

fed them into all the reviewer LLMs. Totally, each470

reviewer LLM is required to generate 11× 100 =471

1, 100 rates or Perm(11, 2)× 100 = 11, 000 pref-472

erences, respectively.473

In the “chair” decision module, we adopted the474

weighted voting strategy. Specially, we set wl =475

log
(

pl
1−pl

)
, where pl is the Precision of the LLM l476

in qualification exam.477

4.5 Manual Annotations478

We conducted manual annotations serving for two479

purposes: (1) as ground truth for the LLM qualifica-480

tion exam (only use a small subset of annotations);481

(2) as a gold standard for evaluating the perfor-482

mance of different evaluation methods. Due to cost483

considerations, we conducted annotations on 7 out484

of the 11 LLMs that diversify in quality, developers,485

and model structure, as shown in Table 1.486

To meet the requirements of both pointwise and487

pairwise evaluation metrics, we conducted point-488

wise annotation as well as auxiliary preference an-489

notation 2. Both two types of annotations were490

conducted under the guidance of Likert scale (Jebb491

et al., 2021). The difference is the scale: 5-level for492

pointwise while 7-level for pairwise. We recruited493

annotators through Amazon’s MTurk Crowdsourc-494

2Due to the high cost, we conducted preference annotation
only on the pairs with a tied pointwise label.

ing platform 3, assigning 5 different annotators for 495

each Human Intelligence Task (HIT). Overall, we 496

collected 1,400 pointwise HITs and 1,704 prefer- 497

ence HITs, collecting a total of 15,520 annotations 498

at a cost of approximately 1,600 dollars. After re- 499

moving the maximum and minimum labels, the 500

annotations achieve fair annotation agreement: the 501

mean intra-task Krippendorff’s α (Krippendorff, 502

2011) for pointwise and preference annotations are 503

0.4581 and 0.2983, respectively. 504

5 Results and Analysis 505

In this section, we present the experimental results 506

and attempt to answer the following three research 507

questions (RQs): (1) How does the performance of 508

our proposed PRE model compare to other base- 509

line methods? (2) Does the inherit bias really exist 510

when evaluating with a single LLM? (3) How ro- 511

bust is the PRE model in evaluating LLMs? 512

5.1 Overall Results (RQ1) 513

Table 2 presents the overall experimental results, 514

evaluated by Precision metric 4, where PRE w/o 515

GPT-4 represents the PRE variant model that ex- 516

cludes GPT-4 (currently recognized as the strongest 517

LLM) out of the reviewer list. The results show 518

that our proposed PRE model outperforms all the 519

baselines including GPT-4. Even the variant with- 520

out the GPT-4 model (PRE w/o GPT-4) achieves 521

comparable evaluation results with GPT-4. This 522

indicates that the peer review mechanism could 523

effectively evaluate. 524

Experimental results show that GPT-4 performs 525

the best among all LLMs in terms of evaluating 526

the outputs of evaluatee LLMs. GPT-3.5-turbo, 527

Claude-1 and ChatGLM-Pro also perform well in 528

the evaluation task, as we expect. Surprisingly, 529

FastChat-t5-3b, a model with only 3 billion pa- 530

3https://www.mturk.com/
4Due to the space limit, here we only present the results

on pairwise metric, i.e., Precision. The results on pointwise
metrics are quite similar to it, please refer to Appendix D if
interested.
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Table 2: The overall performance of our proposed PRE models and baselines, evaluated by Precision metric. The
bold text indicates the best performing model. †/†† indicates p-value of paired sample t-test where the method
outperforms GPT-4 is less than 0.05/0.01. The methods in the above part of table are compared with GPT-4 under
pairwise setting. The underlined text denotes that the LLM passes the pairwise / 5-level / 100-level qualification
exam, respectively.

(a) PRE and single LLM models

Evaluation Models XSum NF-CATS
pairwise 5-level point 100-level point pairwise 5-level point 100-level point

RWKV-4-Raven-7B 0.4972 0.0000 0.0000 0.5021 0.5083 0.4958
Alpaca-7b 0.5056 0.3249 0.3940 0.5286 0.5455 0.5155
Vicuna-7b 0.4948 0.4721 0.4732 0.5296 0.5557 0.5574
ChatGLM2-6B 0.5619 0.5839 0.6135 0.5414 0.5735 0.5958
Baichuan-2-13b 0.6057 0.5471 0.5653 0.5515 0.5521 0.5500
Llama-2-70b-chat 0.5719 0.5848 0.6704 0.5891 0.5515 0.6798
GPT-3.5-turbo 0.6470 0.6676 0.6361 0.6080 0.5586 0.5592
Claude-1 0.6729 0.6484 0.6467 0.6613 0.5774 0.5881
FastChat-t5-3b 0.6921 0.6291 0.6302 0.6537 0.5411 0.5708
ChatGLM-Pro 0.6951 0.6701 0.7158 0.7042 0.6485 0.6887
GPT-4 0.7369 0.6958 0.7206 0.7815 0.6330 0.6801
PRE w/o GPT-4 (ours) 0.7328 0.7242† 0.7334 0.7402 0.6604†† 0.7074†
PRE (ours) 0.7443 0.7331†† 0.7390†† 0.7842 0.6935†† 0.7113††

(b) Other baseline models

Evaluation Models XSum NF-CATS models XSum NF_CATS
BERTScore (roberta) 0.5728 / BLEU-1 0.5505 /
BERTScore (deberta) 0.5901 / BLEU-2 0.5558 /
PandasLM 0.6350 0.7205 ROUGE-1 0.5884 /
GPTScore (flan-t5-xl) 0.6023 0.4762 ROUGE-2 0.5636 /
GPTScore (text-davinci-003) 0.6910 0.5940 ROUGE-l 0.5798 /

rameters, achieves a comparable evaluation level to531

larger-scale LLMs such as Claude-1 and ChatGLM-532

Pro when evaluating text summarization tasks. We533

speculate that this is caused by the detailed de-534

sign of its instruct tuning strategy during training,535

which makes it effective in dealing with such spe-536

cific rating tasks. By contrast, it performs relatively537

average in evaluating non-factoid QA tasks.538

When comparing three different prompt settings,539

we find that the pairwise setting is slightly better540

than the pointwise ones, while the performance541

difference between the 5-level and 100-level point-542

wise settings is not significant. Therefore, we rec-543

ommend using the pairwise setting when resources544

permit.545

Table 2 also shows the performance of reference-546

based word similarity metrics such as ROUGE,547

BLUE, and BERTScore. We find that these metrics548

have positive correlations with human annotations,549

but the overall evaluation performance is worse550

compared to LLM-based methods like GPT-4 and551

PRE. PandaLM and GPTScore (text-davinci-003)552

show competitive performance in NF-CATS and553

XSum tasks respectively, but not in the other one.554

This phenomenon shows their performance is not555

robust across different tasks.556

5.2 Bias Analysis (RQ2) 557

In this section, we dive into the results provided 558

by different evaluation methods and investigate 559

whether we could observe any type of evaluation 560

bias in each of them. To measure potential bias 561

in the evaluation using a single LLM, we propose 562

the preference gap (PG) as an evaluation metric. 563

Specifically, for LLMs i and j, we define the pref- 564

erence gap between LLM i and j (PG(i, j)) as the 565

proportion of i’s outputs that are better than j’s out- 566

puts from i’s perspective, subtracted by the same 567

proportion from j’s perspective, as shown in Eq 2. 568

Naturally, the larger PG(i, j) is, the more likely 569

the bias exists between LLMs i and j. Ideally, for 570

models without bias, the distribution of PG in the 571

set {PG(i, j)|i ∈ L, j ∈ L, i ̸= j} is a random 572

noise with a mean of 0. 573

PG(i, j) = Pi(i ≻ j)− Pj(i ≻ j) (2) 574

We conducted experiments under XSum tasks. 575

Figure 3 shows the heatmap distribution of the PG 576

metric among seven powerful LLMs under differ- 577

ent settings in XSum tasks. In the pairwise, 5-level 578

pointwise and 100-level pointwise settings, the pro- 579

portions of PG values greater than 0 (i.e., i has 580

stronger preferences than j on the output of i) are 581
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Figure 3: The severity of bias among seven powerful LLMs (measured with metric Preference Gap). Larger value
(greater than 0) indicates a higher potential for bias between those two LLMs.
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Figure 4: The performance of several PRE variants
under different settings on XSum

66.67%, 57.14% and 76.19% respectively, which582

are all significantly higher than the 50% of the un-583

biased scenario. The results indicate significant584

bias in evaluation using individual LLMs under the585

pairwise and 100-level pointwise settings.586

5.3 Robust Analysis (RQ3)587

In this section, we aim to explore the robustness588

of the PRE model, that is, whether it still performs589

well when hyperparameters and qualification meth-590

ods vary.591

Here, we mainly attempted to adjust two hyper-592

parameters: the pass threshold (ξ) for the qualifica-593

tion exam and the weight (wl) used during rating594

aggregation. We adjusted ξ to 55% and 0, where595

ξ = 0 indicates all candidate reviewers are allowed596

to participate in the peer review process. We also597

adjusted wl to be 1, which means all reviewers have598

equal rating weight.599

We also tried an unsupervised qualification exam600

method called Auto-Exam, in which we evaluated601

the consistency of the LLM outputs before and after602

changing the order of content in the prompt. When603

the consistent proportion of such LLM exceeds a604

threshold η, this LLM is regarded as a reliable one605

to join in the reviewer set. In our experiments, we606

set η = 55%.607

We conducted experiments in XSum tasks, Fig- 608

ure 4 shows the performance of the PRE model 609

under different hyperparameter and qualification 610

settings, with GPT-4 used as the baseline. PRE + 611

Auto-Exam denotes the variant of PRE method with 612

both the original exam and Auto-Exam, while PRE 613

only Auto-Exam denotes the variant with only Auto- 614

Exam as the qualification exam and wl = 1. Re- 615

sults show that the performance of the PRE model 616

is not sensitive to the changes in its hyperparame- 617

ters. Only when we remove all the effects of the 618

qualification exam (i.e., ξ = 0, wl = 1), does the 619

performance of PRE noticeably decrease. This find- 620

ing corroborates the necessity of LLM qualification 621

filtering. 622

Figure 4 also shows the effect of Auto-Exam 623

method. We find that PRE with only Auto-Exam 624

outperforms the non-exam one (ξ = 0, w = 1), but 625

its performance is lower than the qualification exam 626

with a subset of manual annotation as ground truth. 627

This finding indicates the potential of Auto-Exam, 628

which deserves further exploration. 629

6 Conclusion 630

In this paper, we propose a novel framework, Peer 631

Review Evaluator (PRE), for automatically eval- 632

uating the performance of large language models 633

(LLMs). Inspired by the peer-review mechanism 634

in the academic community, we introduce a mutual 635

evaluation mechanism among LLMs in our frame- 636

work. By setting reasonable qualification exams 637

and model aggregation criteria, our PRE model out- 638

performs all baseline methods including GPT-4. In 639

the experiments, we also validate the existence of 640

bias when using a single model like GPT-4 as an 641

evaluation tool. PRE could reduce this bias to some 642

extent. We believe that our proposed PRE, an auto- 643

matic LLM evaluation method, can be adaptable to 644

various evaluation tasks and scenarios. 645
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7 Limitations646

In this paper, we proposed a novel automatic LLM647

evaluation method based on the peer review mech-648

anism. Here present some limitations:649

(1) The qualification exam module deserves to650

be more explored. In the main experiment, we used651

part of the manual annotations as exam criteria,652

which is still some distance from the ideal purely653

automatic evaluation. In Sec 5.3, we attempted654

unsupervised metrics for qualification exams. The655

experimental results validate the potential of the656

automated exam.657

(2) Due to the resource limit, our experiments658

were conducted only on two representative genera-659

tive tasks, i.e., text summarization and non-factoid660

QA. The validity of our method warrants validation661

on more diverse datasets.662

8 Potential Risks663

The peer review mechanism proposed in this paper664

allows LLMs to take on the role of both evaluatee665

and evaluator when evaluating. While this mecha-666

nism improves evaluation efficiency, it also offers667

LLMs an opportunity to “cheat” in the qualification668

exams to increase their evaluation weights. This669

also poses a challenge to the designers of qualifi-670

cation exams: how to design an exam mechanism671

that avoids the potential for cheating to the greatest672

extent.673
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A More Details about Framework 867

Implement 868

Here, we extend more details of the Sec. 4.4. 869

A.1 Qualification exam module 870

To test the ability of reviewer candidate LLMs, we 871

selected the outputs (i.e., summaries of test docu- 872

ments) of three evaluatee LLMs with varying qual- 873

ity: GPT-3.5-turbo, Fastchat-t5-3b, and Alpaca-7b, 874

as “questioners”. Reviewer candidates are asked 875

to rate these summaries. We designed three rating 876

methods: 5-level pointwise, 100-level pointwise, 877

and pairwise (or called preference). In both the 878

5-level and 100-level pointwise rating methods, the 879

candidate LLMs need to rate an integer number for 880

each (text, summary) pair to indicate its summariza- 881

tion quality. The differences between 5-level and 882

100-level settings are not only in the rating scale 883

and granularity (1-5 levels and 0-100 levels), but 884

also in the guidance style: the 5-level method offers 885

detailed definition of each level, while the 100-level 886

method only provides a general description on the 887

quality tendency. The pairwise rating method re- 888

quires candidate LLMs to rate the preference for 889

each (text, summary 1, summary 2) tuple, determin- 890

ing which summary better summarize the text. To 891

reduce bias caused by word position and frequency, 892

we constructed two prompt samples ((t, s1, s2) and 893

(t, s2, s1)) for each text-summary-summary tuple 894

(t, s1, s2) in our experiments. 895

We uniformly designed prompts for these three 896

rating methods, as specified in the Appendix C. 897

Additionally, we collected human preferences as 898

the ground truth for the exam, and then used Pre- 899

cision (e.g., in the pointwise cases like 5-level or 900

100-level ratings, convert the rates to pairwise pref- 901

erences first) in the pairwise mode as the evaluation 902

metric to rate the evaluation ability of candidate 903

LLMs. Only when an LLM’s Precision exceeds the 904

threshold of ξ, it will be retained as a reviewer for 905

the peer review process. In our experiments, we set 906

ξ to be 60%. 907

A.2 Peer review module 908

For the text summarization task, we have devised 909

a unified set of prompts to be fed into the whole 910

eleven evaluatee LLMs. Specifically, we utilized 911

the prompt template “Task: Generate a short sum- 912

mary of the text in at most 64 words. Text: {orig- 913

inal text} Summary:”. Then, only the LLMs that 914

pass the qualification exam are deployed to rate the 915

11



((a)) Pointwise assessment

((b)) Pairwise assessment

Figure 5: Examples of the MTurk annotation user interface

outputs of evaluatee LLMs. We fed the prompts916

designed in the Appendix C into reviewer LLMs917

and collected their scoring results. Overall, in the918

pointwise and pairwise modes, each reviewer LLM919

is required to generate 11× 100 = 1, 100 rates or920

Perm(11, 2)×100 = 11, 000 preferences, respec-921

tively.922

A.3 “Chair” decision module923

In Sec 3.2.3, Eq 1 already demonstrates the core924

idea of the weighted voting strategy. For pointwise925

and pairwise modes, we have different implemen-926

tation details:927

For the pointwise mode, each text-summary pair928

is treated as a sample x. We first need to normalize929

the original LLM output score r
(l)
x using mean-930

variance normalization to eliminate its weighting931

effect. The weight of reviewer LLM wl is deter-932

mined by its Precision pl in the qualification exam.933

In the experiments, we set wl = log
(

pl
1−pl

)
, just934

as Eq 3 shows, where W is the normalization term.935

Rx =
1

W

∑
l∈L

wlr̃
(l)
x =

1

W

∑
l∈L

log

(
pl

1− pl

)
r
(l)
x − µl

σl

(3)936

For the pairwise mode, let x represent a text-937

summary-summary tuple (tx, s1,x, s2,x). Each re-938

viewer LLM l votes for its preference output r(l)x939

(either s1,x or s2,x) with weight wl. The preference940

result of the aggregated PRE model is determined941

by the summary with the higher votes. In our ex-942

periments, we also set wl = log
(

pl
1−pl

)
, just as943

shown in Eq 4. The function I(·) denotes as the944

0-1 Indicator function.945

Rx = arg max
s∈{s1,x,s2,x}

∑
l∈L

log

(
pl

1− pl

)
I(r(l)x = s)

(4) 946

B Details of Manual Annotations 947

Just as Sec 4.5 discussed, we recruited annotators 948

to conduct judgments under both pointwise and 949

pairwise settings. 950

Here let us use the XSum dataset as an instance 951

to introduce the annotation details. The design 952

of NF-CATS dataset is quite similar to it. Un- 953

der the pointwise setting, for each assessment 954

task, the annotators are provided with a (text, 955

summary) pair, then they need to give a rating 956

on the range from integer 1 to 5. We adopted 957

the Likert scale (Jebb et al., 2021) as the 5-level 958

annotation guidance: For the statement “The 959

summary text adequately and briefly summarizes 960

the core meaning of the original text”, levels 961

1 ∼ 5 respectively represent annotator strongly- 962

disagrees/disagrees/neutralizes/agrees/strongly- 963

agrees with the above statement. Figure 5(a) shows 964

examples of the UI used in pointwise assessments. 965

Under the pairwise setting, we designed a 966

7-level annotation rule ranging from -3 to 3. 967

Specifically, levels −3 ∼ 3 respectively represent 968

“compared to summary text 2, summary text 1 969

summarizes the core meaning of the original text 970

strongly-better/better/slightly-better/tied/slightly- 971

worse/worse/strongly-worse”. The difference 972

compared with general 7-level setting is that the 973

assessment results are allowed to be any real 974

number within the range [−3, 3] to improve the 975

annotation experience of annotators. Figure 5(b) 976
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shows examples of the UI used in pairwise977

assessments.978

C The Design of Evaluation Prompt979

The evaluation prompts are adopted for both quali-980

fication exam and peer review modules (detailedly981

introduced in Sec 3.2). These prompts are fed to982

the reviewer (or reviewer candidate) LLMs, allow-983

ing them to generate ratings or preferences. In984

our experiments, we have proposed three different985

prompt settings (pairwise, 5-level pointwise and986

100-level pointwise), and then seperately designed987

the prompt template for each setting, as the fol-988

lowing shows. Here we show the design in XSum989

dataset under each setting, the design of NF-CATS990

dataset is almost the same.991

C.1 Pairwise setting992

###Task: Evaluate two summaries of a given
passage and determine which one better summa-
rizes the main points of the passage considering
accuracy and conciseness. You only need to output
‘one‘ or ‘two‘ directly to indicate which summary
summarizes the passage better.

###Passage: { passage }

###Summary one: { summary 1 }

###Summary two: { summary 2 }

###Output:

C.2 5-Level pointwise setting993

###Task: Evaluate the summary of a given

passage and determine how it summarizes the main
points of the passage considering accuracy and
conciseness. Directly output a number between 1
and 5 to indicate the quality score of this summary:
- 1 means the summary is not relevant to the
passage,
- 2 means the summary is neither accurate nor
concise but it is relevant to the passage,
- 3 means the summary is only a fair summary of
the passage considering accuracy and conciseness,
- 4 means the summary is a good summary of the
passage but still has room for improvement in
accuracy and conciseness,
- 5 means the summary is a perfect summary of the
passage considering accuracy and conciseness.

###Passage: { passage }

###Summary: { summary }

###Score of the summary:

C.3 100-Level pointwise setting 994

###Task: Evaluate the summary of a given
passage and determine how it summarizes the main
points of the passage considering accuracy and
conciseness. Directly output a number between 0
and 100 to indicate the score of this summary. The
higher the score, the more accurate and concise the
summary is.

###Passage: { passage }

###Summary: { summary }

###Score of the summary:

D Overall Performance on Pointwise 995

Metrics 996

Table 3 shows the overall performance on pointwise 997

metrics. The results are quite similar to the findings 998

on Table 2: Our proposed PRE model outperforms 999

all the baseline models. 1000
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Table 3: The overall performance of our proposed PRE models and baselines, evaluated by pointwise metrics, i.e.,
Kendall’s tau (τ ) and Spearman correlation coefficient (S). The bold text indicates the best performing model.
†/†† indicates p-value of paired sample t-test where the method outperforms GPT-4 is less than 0.05/0.01. The
methods in the above part of table are compared with GPT-4 under 5-level point setting.

(a) PRE and single LLM models

models
XSum NF-CATS

5-level point 100-level point 5-level point 100-level point
τ S τ S τ S τ S

RWKV-4-Raven-7B / / / / 0.0277 0.0482 -0.0277 -0.0334
Alpaca-7b 0.0335 0.0500 0.0306 0.0506 0.0489 0.0856 0.0250 0.0390
Vicuna-7b -0.0028 -0.0135 0.0175 0.0330 0.0854 0.1738 0.0925 0.1512
ChatGLM2-6B 0.1305 0.2268 0.1406 0.2172 0.0990 0.1664 0.1394 0.2333
Llama-2-70b-chat 0.1386 0.3079 0.2628 0.4503 0.0950 0.1908 0.2184 0.3576
Baichuan-2-13b 0.0941 0.2255 0.1185 0.2271 0.0865 0.1735 0.0833 0.1381
GPT-3.5-turbo 0.2495 0.4199 0.2029 0.3165 0.0757 0.1577 0.0929 0.1520
Claude-1 0.2491 0.4650 0.2702 0.4321 0.1023 0.1949 0.0795 0.1355
FastChat-t5-3b 0.2090 0.3935 0.2195 0.3295 0.0638 0.1439 0.1107 0.1716
ChatGLM-Pro 0.2662 0.4898 0.3129 0.4868 0.2038 0.3605 0.2357 0.3893
GPT-4 0.3098 0.4929 0.3290 0.4845 0.1776 0.3318 0.2052 0.3287
PRE w/o GPT-4 (ours) 0.3271 0.4835 0.3052 0.4543 0.2043 0.3451 0.2329 0.3601
PRE (ours) 0.3452†† 0.4998 0.3319 0.4947 0.2348 0.3843 0.2438 0.3735

(b) Other baseline models

models
XSum NF-CATS

models
XSum

τ S τ S tau S
BERTScore (roberta) 0.1562 0.2379 / / BLEU-1 0.1371 0.1969
BERTScore (deberta) 0.1829 0.2715 / / BLEU-2 0.1252 0.1864
PandaLM / / / / ROUGE-1 0.1662 0.2448
GPTScore (flan-t5-xl) 0.1486 0.2286 -0.0048 0.0033 ROUGE-2 0.1214 0.1789
GPTScore (text-davinci-003) 0.2848 0.4203 0.1238 0.1966 ROUGE-l 0.1524 0.2329
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