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Abstract

In this work, we establish the R-linear convergence rate of the inertial extragradient method
for solving strongly pseudo-monotone equilibrium problems with a new self adaptive step-size.
The linear convergence rate of the proposed methods is obtained without the prior knowledge of
the Lipschitz-type constants of the bifunction. We also discuss the application of the obtained
results to variational inequality problems involving strongly pseudomonotone and Lipschitz con-
tinuous mapping.
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1 Introduction

Let C be a nonempty closed convex subset of a real Hilbert space H. Let f: H x H — R be a
bifunction with f(z,2) = 0 for all x € C. The equilibrium problem for the bifunction f on C,
denoted by EP(f,C), is stated as follows:

Find z* € C such that f(z*,y) >0, Vy € C.

Equilibrium problem is also called the Ky Fan inequality due to his contribution to this field [6].
Mathematically, EP(f,C) is a generalization of many mathematical models including variational
inequality problems, optimization problems and fixed point problems, see [1, 11, 12, 19, 24, 30].
EPs have been considered by numerous scholars in recent years, e.g., see [3, 7, 8, 13, 14, 18, 22, 25,
26, 27, 28, 29] and the references therein. Some notable methods for EPs have been proposed such
as: proximal point methods (PPM) [17], auxiliary problem principle methods [15] and gap function
methods [16].

The PPM is often applied to solve monotone EPs and it based on a regularized equilibrium
problem which is strongly monotone and so that the unique solution is found easily. The auxiliary
problem principle was proposed in [5], which was also called the proximal-like method. Its con-
vergence was further investigated in [26] under different assumptions that equilibrium bifunction
is pseudomonotone and satisfies a Lipschitz-type condition. The methods in [5, 26] are also called
extragradient methods (EGM) due to the results of Korpelevich [10]. Under some suitable condi-
tions imposed on parameters and bifunctions, solution approximation sequences generated by the
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extragradient method are proved to be convergent to some solution of EP(f,C). In recent years,
the extragradient methods have recieved a great attention by many authors, see, e.g.,[2, 22, 27, 28].
The advantage of the extragradient method [26] is that the sub-problems are easier to solve than
the PPM sub-problems. Moreover, it can be applied to more general class of pseudomonotone
bifunctions.

The main drawback of EGM is that the chosen step-size depends on the Lipschitz-type con-
stants of the bifunctions [4, 13, 14, 17]. This requirement can make some restrictions in applications
because the Lipschitz-type constants are often unknown or difficult to estimate. In this work, we
propose a new inertial extragradient method for solving strongly pseudo-monotone equilibrium
problem and prove its linear convergence. An extragradient method with inertial effect for solving
EPs can be founded in [27] but no convergence rate was obtained. It is worth pointing out that the
proposed algorithm uses a new step-size rule which does not require the knowledge of the Lipschitz-
type constants of the bifunction as required in [27]. As a consequence, we obtain convergence rate
analysis for a modified extragradient method for solving variational inequality problems in Hilbert
spaces.

The paper is organized as follows: In Section 2, we collect some definitions and preliminary
results for further use. Section 3 presents the new algorithm and the convergence analysis. Finally,
we discuss the applications to variational inequalities in Section 4, following with some concluding
remarks.

2 Preliminaries

Let C be a nonempty closed convex subset of H. We begin with some concepts of monotonicity of
a bifunction [1, 19]. A bifunction f: H x H — R is said to be:

(i) strongly monotone on C' if there exists a constant v > 0 such that
fla,y) + fly,x) < =z —yl[*, Va,y € C.
ii) strongly pseudomonotone on C' if there exists a constant v > 0 such that
gly v
fla,y) 20 = f(y,2) < —llz —y|[*, Yo,y € C.
(iii) satisfied Lipschitz-type condition on C' if there exist two positive constants ci, ¢co such that
f(l',y) + f(yaz) > f(IE,Z) - ClH.CC - yHQ - CQHZ/ - ZH27 vx7y7z e C.

From the definitions above, it is obvious that (i) = (ii).

The normal cone N¢ to C at a point z € C'is defined by Ne(x) = {w € H : (w,z —y) > 0,Vy € C}.
For every z € H, the metric projection Pox of x onto C'is defined by Pox = argmin {||y — z|| : y € C}.
Since C' is nonempty, closed and convex, Pox exists and is unique.

For each z,z € H, by 02f(z,x), we denote the subdifferential of convex function f(z,.) at z, i.e.,
82f(27:1:) = {’U, €H: f(zay) > f(Z,(L') + <U,y _x>7vy € H}

In particular,

Daf(z,2) ={ue H: f(z,y) > (u,y — 2),Vy € H}.

For proving the convergence of the new algorithm, we need the following basic lemma.



Lemma 2.1. [23, Proposition 3.61] Let C' be a nonempty closed convex subset of H and g : H —
R U {+o0} be a proper, convex and lower semicontinuous function on H. Assume either that g is
continuous at some point of C, or that there is an interior point of C where g is finite. Then, x* is
a solution to the following convex problem min{g(z) : x € C} if and only if 0 € dg(z*)+ No(x*),
where 0g(.) denotes the subdifferential of g and Nc(z*) is the normal cone of C at x*.

3 Convergence Analysis

Now, we are in a position to present a modified version of inertial extragradient method in [5, 26]
for solving equilibrium problems.

Algorithm 3.1.

Initialization. Let ug,uy € H, \y > 0, p € [0,1),p € (0,1). Let {7} be a nonnegative real
numbers sequence such that y 7 | T, < +00.

Step 1. Given the current iterates u,—1 and u, (n>1), compute

tp = Up + p(un - Un71)7

Un = argmin{Anf(tmy) + %Hy - tn||2}'
yeC

If v, = t,, the stop and v, is a solution. Otherwise, go to Step 2.
Step 2.Compute

. 1
Un+1 = argmlﬂ{)\nf(vn; y) + §Hy - th2}7

yeC
i It = vl | 2
. M tp — Un||” + ||[Uns+1 — Un }
min < — s A + Th
I\ . { 2 f(tna un+1) - f(tna Un) - f(vnyun+1) (1)
nH if f(tmun—I—l) - f(tna Un) - f(vmun—I—l) > 0;

An + T, Otherwise.

Set n:=n -+ 1 and return to Step 1.

Remark 3.1. The adaptive step sizes {\,} is chosen as in (1) is allowed to increase from iteration
to iteration. This means that the adaptive step-size rule in Algorithm 3.1 is different to the other
adaptive step-size rules studied in the literature [7, 4, 20, 26, 27].

In order to establish the convergence of Algorithm 3.1, we assume that bifunction f : HxH — R
satisfies the following conditions.
Condition 1
(A1) f is y-strongly pseudomonotone on C.
(A2) f satisfies Lipschitz-type condition on H with two constants ¢; and ca.
(A3) f(z,.) is convex and lower semicontinuous on H for every fixed x € H.
(A4) Either intC # 0 or f(z,.) is continuous at some point in C for every = € H.

Remark 3.2. From the condtions (A1) and (A2) we get f(x,z) =0 for all x € C. It is also known
that under Condition 1, the problem EP(f,C) has unique solution [21].



Next, we will establish the convergence rate of Algorithm 3.1. We start with the following
lemmas which play an important role in proving the convergence of the proposed algorithm.

Lemma 3.1. ([31]) Let {\,} be a sequence generated by Algorithm 3.1. Then limy,_o0 Ay = A €
M

min{ 2max{cy,ca}’

A} A1+ 7':| , where T =307 | Ty
Lemma 3.2. For any A\ >0 and x € C, let

. 1
2 = argminyec (M (2,y) + 5lly - x|’} (2)

then
A f(zy) = flz,2) > (z—2zy—2) VyeCl.

Proof: Since z is the unique solution of the strongly convex minimization problem (2). The
optimality condition (Lemma 2.1) implies that there exists s € 92 f(x, z) such that

0€ s+ z—xz+ Ne(z),
where N¢(z) denotes the normal cone to C' at z. Hence, by definition of this cone, we obtain that
(x—z—As,y—2) <0 VyeC. (3)
On the other hand, since s € d2f(z, z), we have
f(xy) = f(z,2) 2 (s,y —2) VyeC. (4)
Combining (3) and (4), we obtain
Af(@y) = f@,2) 2 As,y—2) 2 (@—2zy—z) Vyel

Lemma 3.3. Let C be a nonempty closed convexr subset of H and f : H x H — R be a bifunction
satisfying Condition 1. Let u be the unique solution of EP(f,C). Then the following inequality
holds

A A
s =l <o = al? = (1= 522 Yl = ol = (1= 5 i = P
)\n+1 )\nJrl

= 22 yllvn — ul]?. (5)
Proof: From

. 1
Un+1 = argmln{)\nf(vnvy) + 7”?/ - tn”2}7
yeC 2

by Lemma 3.2, we get
M (f(Vn,y) — fUn, uns1)) > (tn — Uny1, Y — Unt1) Yy € C.
Substituting y := u € C, we obtain
An(f (Un, w) = f(vn; tni1)) 2 (tn = Uns1, U = Unya). (6)

Since w is the unique solution of EP(f,C) and v, € C, we have f(u,v,) > 0. By the strong
pseudomonotonicity assumption of f, we obtain f(v,,u) < —7v||v, — u|®. It implies from (6) that

=M f(Un, Ung1) = (tn — Unt1, U — Upg1) — An f(Un, u)
> <tn_un+1au_un+1>+>\n'7HUn_U||2' (7)



Again, since

. 1
Upn = argmln{/\nf(tmy) + 7||y - thQ}a
yel 2

Lemma 3.2 implies
A (f (s unt1) = f(tn,vn)) > (tn — Uny Ung1 — Un)- (8)
Adding (7) and (8) we get
200 (f (tns unt1) = f(tnsvn) = f(On, uns1))
> 2ty — Uy Ung1 — Un) + 2{tn — Uns1, U — Upi1) + 220||vn — ul?
= (lItn — Un||2 + Jtns1 — UnHz — [Jupt1 — th2)+
+ (ltn = e [I? + lfuntr = ull® = [ltn — ull?) + 20a7yllvn — ul]?

= It = vall® + lunsr = vall? + lunsr = ull® = [[tn — ull® + 2X07[lon — ul|.
This implies that

1 = ull® <[ltn = ull® = [ltn = vall® = luns1 = vall* + 220 (f (tn, uns1)

— f(tn,vn) = f(0n, unt1)) = 2207|lvn — ul®. )

On the other hand, from the definition of the sequence \,, we get

2§t ttrs1) = £0n) = FCons ) < 52 (It = 00l mia = ). (10

Substituting (9) into (10) we obtain

An
An+1

A
Jmsr — ull® <[tn —ull® ~ (1 o )utn v - (1 —u
n—+1

Vs = wnl?
— 2\ y|vn, — uH2

In the following theorem we will show that the sequence {u,} generated by Algorithm 3.1
converges strongly to the unique solution v with a R-linear rate.

Theorem 3.1. Let C be a nonempty closed convex subset of H. Let f : Hx H — R be a bifunction
satisfying Condition 1 and be ~y-strongly pseudomonotone on C. Let § € (0,1) be arbitrary and p

be a real number such that we
0<p< ———
=P= we + 2w + €

(11)

1
where w := 1 —min {(2'@9

by Algorithm 3.1 converges in norm to the unique solution u of the problem EP(f,C) with a R-linear
rate.

1
,7)\} and € := 5(1 —u)(1—0)0. Then the sequence {u,} is generated

Proof: First, we show that there exists N1 € N such that
unsr = ull? <wlitn — wll? = ellunss — tall® ¥ > Ny, (12)

Indeed, since lim,, oo A, = A > 0, there exists N > 0 such that

An
<1—u >>O Vn > N.
)\n+1

5



Thanks to (5) and 6 € (0,1), we have for all n > N that

A A
it = wll? <[l — ull? - (1 _p ) T (1 _pln ) (1= 0) st — val?

An+1 An+1
= 2\ 7[Jvn — u||2
A
= al? = (1= 12 ) Ol —
n+1
A
— (1= 152 ) =) 0w =l + tmi = 0P| = 27l — P
n+1
A 1 A
St al? = (1= 52 Y bl =l = 5 (1 1 ) (1= Ol — tal?
Ant1 2 An+1
— 227l — ulf?, (13)
where we have used the Cauchy-Schwartz inequality in the last estimation. Moreover, we get
1 An 1 1
lim - (1-— 1-60)==(1- 1-60)> (11— 1-6)0
dm g (1m0 ) @0 = 500 0) > 50 - W -
. An . (1 —-u)&
_ — _ > S e
nh_}n(;(l 'u>\n+1>0 (1 u)9_2mln{ 5 JYA P,

1—p)d
lim A,y = Ay > min {(2M),’y)\}.

n—oo

Using the definition of the limit there exists N1 € N and N1 > N, such that for all n > Ny

;(1—u du )(1—9)2;(1—@(1—9)9,

An+1

An 1—p)d
(1—u)\ >922min{(2'u),fy)\},
n+1

Ap7Yy > min {(1—/;)9’7)\}‘

and

2
Using (13) we obtain for all n > N; that

s =l <o = al? = 2min { ES2 0, =l = 500 = 100 = OBl a2
— 2min {(l_zu)e,'y)\}\\vn — ul|?
=l ull* = 501 = @)1 = Ons1 — 1
— 2min {(1_2“)0,7/\}(% — tp|? 4 lon — ul|?)
Sl P = 31 = 1)1 = 00 — ol = i { L2 b, — P
~(1= min { S b Y = P = 50 )3 = 0t~

. 1— )6 1
g(l —mln{(gmm}) 1= ull? = 50— 1)1 = O)0lhtnr — 1

=wlltn — ull® — elluni1 — tall*.



Next, we show that the sequence {u,} converges strongly to the unique solution u of the problem
EP(f,C). Indeed, we have
tn —wll® = 111 + p)(un — u) = p(un—1 —u)||?
— (14 p)ln — ll? = plln—1 = ull? + p(1 + Pl — 11|
and
|tnt1 — thZ = [[uny1 — un — p(un — un—l)H2
= |lunt1 — Un||2 + P2||un - Unfl”2 — 2P (Un+1 — Un, Un — Up—1)
> ||un+1 — un||2 + Pz\lun - un—1HQ = 2p[Junt1 — un|[[un — un—1]|
> |uny1 — unHQ + PQHUn - un—1H2 — plluntr — unH2 — pllun — un—1H2
= (1= p)l[unt1 = unl* = p(1 = p)l[un — w1 .

Combining these inequalities with (12) we obtain

lunt1 = ull? < w1+ p)lfun — ull* = wpllun—1 = ull® +wp(l + p)|[un — up—1]|?
—e(1 = p)luns1 — unll® +ep( = p)|Jup — up—1|* ¥ > Ny,
or equivalently
[unt1 = ull* = wpllun — ul® + (1 = p)|uns1 — un®
<w [[lun = ull® = pllun—1 = ul|? + e(1 = p)[lun — up—1]|’]

— (we(1 = p) —wp(1 + p) = ep(1 = p)) [un, — un—1]* Yn > Ni.

Setting
S =l — ull? = pllncs — ul’ + (1 — ) — .

since w € (0,1), we can write
St < limss — w2 = wpllin — ull? + (1 = p) 1 —
<wY, — (we(l —p) —wp(1 +p) — ep(1 — p)) |t — un_1|*> Vn > Ny.

Now, using (11) we show that
we(l = p) —wp(l+p) —ep(l —p) > 0.
Indeed, from (11) we get p € [0, 1), thus we obtain 1+ p < 2 and p(1 — p) < p, hence

we(l = p) —wp(l+p) —ep(l = p) Z we(l — p) —2wp —€p
= we — p(we + 2w +€) > 0.

Therefore
En—i—l S wZn Vn Z Nl.
Next, we show that ¥, > 0 for all n. Indeed, from (11) we get

we o we €
we+2w+e ~ we+2w 24¢€

p<



this implies that p < @, using this fact, we obtain

S = (1= €(1 = p)llun — ul® +€(1 = p) (”Un —ul? + [Jun — “n—IHQ) = pllun—1 —ul]?
(1

e

Y

(1= e(1 = p)lun — ul]® +
(1= (1 = p)lun — ul]? > 0.

Y]

Hence
Y1 SwE, <. <wNFLE

ZNl n
N 1%
w 1

= ul]* <
which means that {u,} converges R-linearly to u.

Remark 3.3. Using the similar technique in [27, 31], one can obtain the weak convergence of
Algorithm 3.1 under conditions: f is pseudomonotone on C; f(-,y) is weakly upper semicontinuous
on C, Conditions (A2), (A3), (A4) are satisfied and the solution set EP(f,C) # (). Hence, we
omit the proof here.

4 Application to Variational Inequalities

In this Section, we discuss the applications of the main result obtained in Section 3 for solving
variational inequality problems in Hilbert spaces. Let f(z,y) = (Fz,y —x) Vz,y € C, where
F : H — H is a continuous mapping. Then the equilibrium problems becomes the variational
inequality problem, i.e., find z* € C such that

(Fx*,y —x*) >0 Yy e C. (14)

The solution set of (14) is denoted by Sol(F,C). Moreover, we have

. 1
Up = argmln{Anf(tmy) + §||y - tn||2} = PC(tn - )‘nF(tn))
yeC

We recall that the mapping F' is d-strongly pseudomonotone on C' if there exists a constant § > 0
such that
<F{I},y—l’>20:><Fy,y—.’13>2(5‘|1'—y“2 V@UZ/EC-
If F' is Lipschitz-continuous and strongly pseudomonotone, then the conditions (A1)-(A4) hold for
L
fwithep =c = 5 (see, e.g. [26]). Note that, under these assumption, Sol(F, C') is nonempty and

singleton [9]. For solving variational inequality (14), we propose the following algorithm.

Algorithm 4.1.

Initialization. Let up,u; € H, A\ > 0, p € [0,1),u € (0,1). Let {m,} be a nonnegative real
numbers sequence such thaty > | T, < +00.

Step 1. Given the current iterates u,—1 and u, (n > 1), compute

ty = Up + p(un - un—1)7
v = Po(tn, — M Fty).



If vy, = t,, or Ft, =0 then the stop and t,, is a solution of VI (14). Otherwise, go to Step 2.
Step 2.Compute
Unt1 = Po(tn — A Fop), (15)

and

ol = onll® 4 ungs — val?
L ’)\ +
i { 2 (Fuvy, — Ftp,upsy1 — vp) n T Tn

)\n—i-l = Zf <F”Un - Ftn,un—i—l - ’l)n> > O’

An + T Otherwise.

Set n:=n -+ 1 and return to Step 1.

The following theorem is a direct consequence of Theorem 3.1.

Theorem 4.1. Assume that F : H — H is L-Lipschitz continuous on H and -strongly pseudo-
monotone on C. Let 6 € (0,1) be arbitrary and p be a real number such that

we

0<p< ——————
T T we+ 2w+t €

1— )0
where w 1= 1—min{(2’u)

by Algorithm 4.1 converges in norm to the unique solution x* of the problem Sol(F,C) with a

1
,’y)\} and € := 5(1 —u1)(1—60)0. Then the sequence {xy} is generated

R-linear rate.

Remark 4.1. As a consequence of Remark 3.3 we can also obtain the weak convergence of Algo-
rithm 4.1 under the following condition conditions: F' is pseudomonotone and L-Lipschitz continu-
ous on C; F is sequentially weakly continuous on H and the solution set Sol(F,C) # (). Moreover,
the second projection in (15) can be replaced by an explicit projection onto a half-space as in the
subgradient extragradient method [2].

5 Conclusions

The paper presented a linear convergence analysis of the inertial extragradient method for approx-
imating solutions of equilibrium problems in Hilbert spaces under the strongly pseudomonotone
and Lipschitz assumptions imposed on equilibrium bifunctions. Application of our main result for
solving variational inequality problems in Hilbert spaces is also investigated.
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